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ABSTRACT

Land use reflects the interrelation between the physically built
environment and the activity patterns of people. It is indis-
pensable information for decision-makes, but up-to-date and
accurate land use information is often absent. Unlike ap-
proaches that make use of remote sensing data, in this work,
we are interested in a novel data source, tweets, and explore
its potential for land use classification in urban areas. Specif-
ically, we propose a general framework for classifying settle-
ment land-use types by extracting location, time, quantity and
text features of twitter data. To do so, we apply latent Dirich-
let allocation (LDA) and long short-term memory (LSTM)
and then combines those features with spatial-temporal fea-
ture using Fused SVM and a two-stream convolutional neu-
ral network (CNN) for classification. For the case of clas-
sifying individual tweets by the land-use classes relevant in
this study - residential, non-residential and mixed usage -,
we reach overall accuracy (OA), average accuracy (AA), and
Kappa coefficient with 72.35%, 73.76%, and 58.43%, respec-
tively. As for the case of classifying block settlement types,
we reach 61.90%, 63.33%, and 42.84%, respectively.

Index Terms— Land use classification, latent Dirichlet
allocation (LDA), long short-term memory (LSTM), two-
stream convolutional neural network (CNN)

1. INTRODUCTION

It is predicted that 66% of the world population will inhabit
urban areas by the year of 2050 [1], and living in cities will
be the major lifestyle. However, the overloaded population
and increased human activities pose great challenges for ur-
ban governors and planners. To avoid uncontrolled develop-
ment and improve quality of living environments or maintain
at current levels, adequate information is required on different
correlated aspects for urban planning. Land use, as a crucial
part of those aforementioned aspects, has become indispens-
able for urban decision-making [2]. Nevertheless, land use is
always dynamically changing due to human activities. There-
fore, it is of great importance to characterize up-to-date usage
of land areas accurately and reliably.

Many studies have shown that remote sensing data is ca-
pable of offering an instant and accurate monitoring of urban
environment [3]. Nevertheless, external, natural and, physi-
cal properties of ground components can be represented by
features extracted from remote sensing images, whereas land
use types often have a strong correlation with indoor human
activities, which can only be inferred indirectly from remote
sensing images [4, 5]. Even with other proxies such as popu-
lation density [6], building volumes [7], or employment data
[8], specific land use characteristics of these proxies are still
ignored. Meanwhile, it is notable that the land utilization
is fleetly changing with the change of human life and work
styles. Although remote sensing data can be used to pro-
duce land use classification results with a smaller time inter-
val (typically of years), compared to methods like question-
naires, it is still far from offering up-to-date information. To
this end, an easy-accessed and up-to-date data source, geo-
tagged tweets from social networks, are exploited to provide
a better solution.

Previous studies on land use classification using tweets
mainly focus on analysis of spatial and temporal patterns of
tweets generated from a geographic area [9, 10, 11]. Al-
though these aforementioned studies provided promising re-
sults, there are remaining challenges to define an object-based
classification scheme and to explore the potential of utilizing
text information in land use classification. In this work, the
potential of using tweets for land use classification is investi-
gated. Since urban areas are the main region of our interest,
we consider three categories: residential (R), non-residential
(NR), and mixed-use (MU).

Therefore, in this paper, we aim to explore the feasibil-
ity of applying text contents of tweets in land use classifica-
tion and to propose a general framework of jointly combin-
ing spatial-temporal information (i.e., geo-tagged and time-
stamped) and text content information to achieve land-use
classification at block level.



2. METHODOLOGY

2.1. Framework

The framework of this work is illustrated in Figure 1. The pur-
pose of our study is to classify urban land use types by fusing
multiple features from tweets and open street map (OSM).
We apply a two-step procedure to identify land use types in
each urban block footprint which is a polygon provided by
OSM identifying a regional area with similar functionalities.
Firstly, in tweet instance, two natural language processing
methods, namely latent Dirichlet allocation (LDA) [12] and
long short-term memory (LSTM) [13], are applied on tweet
texts to investigate the potential of using text content. Then,
a temporal feature, namely hourly changes in the number of
tweets during each day per week, is extracted from our tweet
dataset for each block. Afterwards, we combine text features
and temporal features by applying a fused support vector ma-
chine (SVM) and a two-stream convolutional neural network
(CNN) to achieve our final results - a land-use classification
consisting of three classes.
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Fig. 1. Framework

2.2. Tweet Instance

In this section, we briefly introduce two natural language pro-
cessing methods i.e., LDA and LSTM, which are applied to
our tweet dataset.

2.2.1. LDA

LDA is a probabilistic latent space model for discrete data
collections and proposed by Blei et al. The general idea of
this model is that documents can be represented by random
mixtures over latent topics, and each topic can be represented
by a distribution of words. Based on the probability of each
tweet on the latent topics, a classifier can be utilized to asso-
ciate it with land use classification.

2.2.2. LSTM

LSTM, a special kind of recurrent neural networks (RNN), is
capable of learning long-term dependencies. In LSTM struc-

ture shown in Figure 2, cell state is induced as C; at step ¢
to store internal memory. Meanwhile, with structures called
gates, the amount of intermediate information to be stored by
cell state C'; and to be passed to next hidden state h; can be
regulated. These gates are composed of a sigmoid neural net
layer oy and a point-wise multiplication operation.

Forget gate:

fi =0 (Wsx, +Ushy_1 +by) (1)
Input gate:
ip = 0;(W;x; + Ushy_1 + by;) (2)
The cell state is updated:
C; = tanh(Wex; + Uchy_1 + be) 3)
Ci=f,0C1+i;,®C; (4)
Output gate:
0; = 0,(Woxy + U, xhy_1 +by) 3)

Finally the real output of this recurrent unit is:
ht = 0¢ tanh(Ct) (6)

where z; is input data at step t, W) and U,y are affine trans-
formations and by is bias.

By doing so, LSTM is capable of deciding the amount
of information to be passed to the next unit thus processing
sequential data with more flexibility.
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Fig. 2. Graphical model of a recurrent unit of LSTM.

2.3. Block Instance

The merits of tweet data is that it contains not only institu-
tional text information but also important spatial and tempo-
ral patterns that can be associated with human activities. Text
features can provide information about what people do in di-
rect way. Temporal features provide when and where people
post tweets, serving as an additional information for deter-
mining place types. In this work, we combine both features.
Based on these input features we propose a method for land
use classification, and methods in Section 2.3.1 are applied
for comparison.



2.3.1. Majority Voting and Taking Average

Since tweets for each block have been classified, classes of
blocks can be directly determined based on labels of tweets
using the following two methods. One is using the label of
the majority of classified tweets located in the block, and the
other is to calculate the probability of each category by av-
eraging probabilities of each category of classified tweets lo-
cated in this block.

2.3.2. Fused SVM

To effectively improve the discriminative ability of extracted
features, we propose to use a multi-feature combination strat-
egy by fully considering temporal information. This allows to
obtain a better classification performance by using more ad-
vanced classifiers. More specifically, the multi-features con-
sist of text feature extracted by natural language processing
technique and block-based temporal features, which can be
simply stacked to be a new feature representation as a input
of a kernel SVM classifier.

2.3.3. Two-Stream CNN

To further improve the classification performance, a two-
stream CNN [14] is utilized, as illustrated in Figure 3. After
crossing three 1-D convolutional blocks, a deep feature repre-
sentation can be obtained. Subsequently a direct connection
between the deep feature and label information via a softmax
layer. The proposed network aims at automatically learning
relationship between these two features, thereby achieve a
better classification result.
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Fig. 3. Structure of Two-Stream CNN.

3. EXPERIMENTAL RESULTS AND DISCUSSION

3.1. Dataset and Study Area

We obtain a 6-month sample of 122,577 geo-located tweets
(11/09/2015-09/03/2016) from Twitter via a standardized ap-
plication programming interface for the city of Munich, Ger-
many.

3.2. Comparison between LDA and LSTM in tweet in-
stance

The results of LSTM and LDA are listed in Table 1. Com-
pared to LDA, LSTM increases the accuracy significantly by
9% for the OA, 9% for the AA, and 14% for the Kappa coeffi-
cient, respectively, in the case of English language; by 9% for
the OA, 7% for the AA, and 13% for the Kappa coefficient, re-
spectively, in German language. Besides, the land-use classes
residential and non-residential are less prone to be misclas-
sified when applying LSTM for text processing. Naturally,
LSTM is a better choice for block-based instance classifica-
tion.

Table 1. Classification accuracies comparison between LDA
and LSTM in percentages in tweet instance (the best accuracy
in each row is shown in bold).

(a) English (b) German
Category LDA LSTM Category LDA LSTM
R 48.59  59.76 R 5326  63.43
NR 5479  66.84 NR 53.10  75.81
MU 79.14 7833 MU 93.33  82.04
OA 60.84  67.75 OA 62.10 7235
AA 58.84  68.31 AA 66.57  73.76
Kappa 38.51 51.61 Kappa 43.09 5843

3.3. Comparison of Different Techniques in Block Classi-
fication

As displayed in Table 2, results of different classification
techniques in block instance are compared in different as-
pects. The increasing accuracy of classification of Fused
SVM compared with methods which only use text feature
supports the promise of of extending the feature space by
temporal features. However, NR is easier to be misclassified
as the other two classes with the addition of temporal fea-
tures. As for the designed two-stream CNN, on our tweet
dataset in Munich, our network is able to achieve an incre-
ment of 4.76%, 4.64% and 7.02% for OA, AA and the Kappa
coefficient, respectively, compared with Fused SVM. Mean-
while, for each categories, they all reach better accuracies. In
general, the two-stream CNN performs better than the fused
CNN regarding to feature combination.



Table 2. Classification accuracies of different techniques in
percentages in block instance (the best accuracy in each row
is shown in bold).

Category Majority Taking Fused Two-Stream

Voting Average SVM CNN

R 54.84 54.84 60.00 62.07
NR 57.58 55.88 51.35 63.33
MU 60.00 57.89 64.71 60.00
OA 57.14 55.95 57.14 61.90
AA 57.47 56.21 58.69 63.33
Kappa 35.65 33.89 35.82 42.84

4. CONCLUSION AND OUTLOOK

In this work, a framework for block instance land-use clas-
sification is proposed, which tends to explore more potential
from tweets and produce a more informative classification re-
sult. With this method, relatively reasonable classification ac-
curacies can be achieved for land use classification of indi-
vidual blocks. We also investigated two natural language pro-
cessing methods (i.e., LDA and LSTM), and the latter LSTM
performs better due to the capability of dealing with long-
term sequential information. As for the feature combination, a
two-stream CNN gives us a better classification accuracy than
a fused SVM. In general, tweets are a valuable data source in
supporting land-use classification.

In combination with remote sensing classifications the
combination of both data sources is promising to improve
timeliness and accuracies in land-use classifications.
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