2D Relative Pose and Scale Estimation with Monocular Cameras and Ranging
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Cooperative swarms of robots equipped with cameras are robust against failures, and can explore GNSS (Global Navigation Satellite System)-denied environments efficiently. Applying VSLAM (Visual Simultaneous Localization and Mapping) techniques, vehicles can estimate their trajectories and simultaneously reconstruct the map of the environment using visual cues. Due to constraints on payload size, weight, and costs, many VSLAM applications must be based on a single camera. The associated monocular estimation of the trajectory and map is ambiguous by a scale factor. This work shows that by exploiting sparse range measurements between a pair of dynamic rovers in planar motion, the correct scale factors of both cameras and the relative position, as well as the relative attitude between the rovers, can be estimated. Neither images nor feature vectors are required to be transmitted over the communication channel for the proposed method, which is a significant advantage in practice.

A number of approaches have been considered for resolving the global scale ambiguity. Most of them use IMUs, see for example Nützi et al. [8] and Abeywardena et al. [9]. However, the inherent drift of IMUs is prone to introducing estimation biases. As a consequence, onboard laser range finder (LIDAR) is used by a number of authors, e.g., Zhang et al. [10], Bodensteiner et al. [11] and Caselitz et al. [12], to solve the scale problem of monocular VSLAM. This leads to excellent results. However, in many application scenarios based on monocular cameras, the utilization of LIDARs is limited by the constraints on weight, size, and costs. Therefore, we developed a method for estimating the global scales of a pair of dynamic rovers in planar motion, using sparse range measurements on a single ranging link. In the case of a swarm of robots, these measurements could be performed between any pair of swarm elements [13]. Strictly, the algorithm developed in this paper does not depend on the method of ranging. It can be adapted without restrictions from radio-frequency-based ranging to other sources of ranging measurements, e.g., radar or lidar. Fig. 1 shows a scenario of two dynamic rovers equipped with monocular cameras and a ranging link between them. By exploiting the cooperation between the pair of vehicles, the scale problem in VSLAM of both monocular cameras can be solved with the proposed method. Additionally, the scale estimation problem couples with the estimation of the rovers’ initial relative position and attitude. As a consequence, the relative pose between the two rovers can be obtained within the same framework.

This manuscript is structured as follows. First, the system model and a brief introduction of motion estimation in monocular-camera-based VSLAM are introduced. Then, a method for the scale and relative pose estimation of two cooperative rovers using monocular cameras and sparse range measurements is proposed. Finally, several simulation results are produced to test the method’s performance under different rover trajectories and measurement noise, and conclusions are drawn upon an analysis of the estimation outcomes.
The measurement scenario addressed in this work is shown in Fig. 1. Two cooperative rovers equipped with a monocular camera and a ranging device, e.g., a wireless radio receiver, execute SLAM tasks on the ground. The motion of the vehicle is constrained to be planar. We define a navigation frame (N) as a fixed coordinate frame for each rover with its origin at the starting location of rover. The navigation frame of each rover is related to the world reference frame by a specific transformation dependent on the initial position and attitude of vehicle. Moreover, we use (k) to express the camera’s local coordinate frame at keyframe k, which varies as the camera moves. Let \( c_{[k]}^{(W)} \in \mathbb{R}^2 \) be the position of the robot in world frame (W) at time k. In the remainder of this paper, we use a superscript with parentheses \(^{(1)}\) to denote the coordinate frame in which the vector is represented. Vectors such as \( \tilde{r} \in \mathbb{R}^2 \) with geometric meanings are written with an arrow. Time, denoted with square brackets \([\cdot]\), is measured in keyframes, i.e., the time reference instances in which both the range measurements and the trajectory estimation are available. The homogeneous coordinates in the extended Euclidean plane are written as \( \tilde{r} \in \mathbb{R}^2 \). In addition, the origin of the body frame is defined at the position of the ranging sensor. Since the relative pose between the camera and the ranging sensor can be obtained by calibration, the body frame and camera frame are not distinguished. This assumption does not affect the validity of the algorithm if the body is assumed to be rigid.

The range measurements can be obtained by using pilot signals for synchronization. If the clock on the transmitter and receiver sides are precisely synchronized, the range can be estimated using time of arrival (ToA) measurements. If a satisfactory synchronization cannot be achieved, round-trip-delay (RTD) techniques can be implemented to eliminate the impact of the clock offset. The precision of the range measurements is constrained by their calibration, the body frame and camera frame are not distinguished. This assumption does not affect the validity of the algorithm if the body is assumed to be rigid.

In the proposed scheme, the rovers have basic communication capabilities so that one of them can transmit its local estimated trajectory \( \{c_{[1]}^{(N)}\} \) to the other one. The trajectory is estimated by a VSLAM algorithm in the navigation frame of the rover, i.e., the fixed reference frame taking the starting location as the origin and the initial heading direction as the y-axis. Our method does not require transmission of extracted feature vectors or the local maps, so the data throughput requirement is significantly low. A radio-based system with both ranging and communication capabilities for robotic swarms is proposed by Zhang et al. in [15].

To obtain the trajectory in navigation frame \( \{c_{[k]}^{(N)}\} \), the following steps of monocular-camera-based motion estimation are essential. Generally, the transformation between two coordinate frames (P) and (Q) follows

\[
\tilde{X}^{(Q)} = R_{P \rightarrow Q} \tilde{X}^{(P)} + t_{P \rightarrow Q},
\]

where \( \tilde{X}^{(P)} \) and \( \tilde{X}^{(Q)} \) denote the coordinates of an arbitrary 3D point \( \tilde{X} \in \mathbb{R}^3 \) expressed in the corresponding (P) and (Q) frames, \( R_{P \rightarrow Q} \in \text{SO}(3) \) denotes the orthonormal rotation matrix, and \( t_{P \rightarrow Q} \) denotes the translation vector from the origin of (P) to the origin of (Q).

According to perspective projection, a visible point with 3D coordinates in the navigation frame \( \tilde{X}_i^{(N)} \in \mathbb{R}^3 \) is projected to a two-dimensional (2D) point \( \tilde{u}_{i}^{(k)} \) in the measurement set \( \Omega_{[k]} \) at k-th keyframe as

\[
\tilde{u}_{i}^{(k)} = \pi(\tilde{X}_i^{(N)}, c_{[k]}^{(N)}, R_{(N \rightarrow k)}) \in \Omega_{[k]} \subset \mathbb{R}^2.
\]

\( \Omega_{[k]} \) is the set consisting of the 2D coordinates of all the points of interest on the image plane. In feature-based approaches, e.g., in [4] and [6], the measurement space \( \Omega \) is continuous, whereas in direct methods such as [5] and [16] it is a discrete set, i.e. the set of all the pixels. For the widely applied pinhole camera model with lens distortion correction [17], the projection can be simply denoted in homogeneous coordinates as

\[
\tilde{u}_{i}^{(k)} = K P_{[k]} \tilde{X}_i^{(N)},
\]

where \( K \) denotes the camera intrinsic matrix, and \( P_{[k]} \) the extrinsic projection matrix at time k. Figure 2 illustrates the pinhole camera model for the projection at k-th keyframe. In planar motion case,

\[
P_{[k]} = R_{(N \rightarrow k)} \begin{bmatrix} I_3 & 0 \end{bmatrix},
\]

where \( I_3 \) denotes the three-dimensional identity matrix.

By tracking features in consecutive image sequences, the essential matrix \( E_{(k \rightarrow k+1)} \) can be estimated using the epipolar geometry constraint:

\[
(K^{-1} \tilde{u}_{i}^{(k+1)})^T E_{(k \rightarrow k+1)} (K^{-1} \tilde{u}_{i}^{(k)}) = 0.
\]
The essential matrix can be decomposed into a rotation
\( R_{k \rightarrow k+1} \) and a unit vector of translation \( \hat{e}_{k \rightarrow k+1} \in \mathbb{R}^3 \) as:
\[
E_{k \rightarrow k+1} = [\hat{e}_{k \rightarrow k+1}] \times R_{k \rightarrow k+1},
\]
where \([ \cdot ] \times\) denotes the 3 \( \times \) 3 skew symmetric matrix built as
\[
\begin{bmatrix}
e_1 \\
e_2 \\
e_3
\end{bmatrix} =
\begin{bmatrix}
0 & -e_3 & e_2 \\
e_3 & 0 & -e_1 \\
-e_2 & e_1 & 0
\end{bmatrix}.
\]
However, the distance of the translation is not obtainable according to the epipolar constraint, due to the invariance of Eq. (5) to the scaling of \( E_{k \rightarrow k+1} \).

The translation in true scale is related to the monocular estimation by
\[
\hat{t}_{k \rightarrow k+1} = s_i \hat{t}_{i \rightarrow k+1} \hat{e}_{i \rightarrow k+1}.
\]
In this equation \( \hat{t}_{i \rightarrow k+1} \hat{e}_{i \rightarrow k+1} \) is the estimated translation from monocular vision, in which \( \hat{t}_{i \rightarrow k+1} \in \mathbb{R}^+ \) denotes the estimated norm of the translation from time \( k \) to \( k+1 \), and \( \hat{e}_{i \rightarrow k+1} \) denotes the direction of the motion. \( s_i \in \mathbb{R}^+ \) is the true global scale in the world frame, which cannot be obtained in the monocular-only case [18]. The relative scale between two translations can be extracted. Without loss of generality, one can assume \( l_{1 \rightarrow 2} = 1 \). The 3D coordinates of the tracked points can be estimated by triangulation to build a local map. A local optimization, e.g., bundle adjustment [19], shall be applied using the estimated motion to initialize the tracking thread of the S-LAM algorithm. Then, the positions at the following time instances can be obtained by minimizing the re-projection residual (photometric residual in direct method cases)
\[
\hat{c}_i^{[N]} = \arg \min_{\hat{c}_i^{[N]} \in \mathbb{C}[\hat{c}_i]} \sum_{i \in \mathbb{C}[\hat{c}_i]} \left\| \pi(\hat{c}_i^{[N]}, \hat{c}_i^{[N]}) - \hat{d}_i \right\|_\Sigma^{-1},
\]
where \( \Sigma \) is the measurements covariance matrix.

## SCALE AND RELATIVE POSE ESTIMATION EXPLOITING SPARSE RANGE MEASUREMENTS

Without any other anchor point with known absolute position, one can only estimate the position and attitude of the cameras with respect to a selected point in the navigation frame. We choose the initial position of the camera projection center of rover 2 as the coordinate reference system’s origin, and the camera’s principal axis as the y-axis. Fig. 3 illustrates the reference system and the geometry of the two rovers. The initial position and attitude of the two rovers can be expressed in the reference frame as
\[
\hat{c}_1^{[W]} = r_1 R(\alpha)[1,0]^T, \quad R(N_1 \rightarrow W) = R(\alpha + \theta - \frac{\pi}{2}).
\]
\[
\hat{c}_2^{[W]} = [0,0]^T, \quad R(N_2 \rightarrow W) = I_2,
\]
where \( I_2 \) denotes the two-dimensional identity matrix, and \( R(\cdot) \in \mathbb{S}(2) \) denotes a 2D rotation matrix.

Using the images from the monocular cameras, the egomotion of the two rovers in their navigation frames can be independently estimated up-to-scale as \( \{ \hat{c}_i^{[N]} \} \) and \( \{ \hat{c}_i^{[N]} \} \). In the common reference frame \( (W) \), the position of the two rovers at \( k \)-th keyframe can be expressed as
\[
\hat{c}_i^{[W]} = s_i r_i R(N_i \rightarrow W) \hat{c}_i^{[N]} + \hat{c}_i^{[W]}.
\]

Although the monocular camera itself can only estimate the motion with a scale ambiguity, with the additional help of a sparse set of noisy range measurements \( \{ \rho_k \} \), where
\[
\rho_k = \left\| \hat{c}_1^{[W]} - \hat{c}_2^{[W]} \right\| + \eta_k,
\]
a method for estimating the scale factors \( s_{g1}, s_{g2} \) can be devised by exploiting consecutive ranging measurements at keyframes. The true range between the two rovers at time \( k \) is
\[
G_k(s_{g1}, s_{g2}, \alpha, \theta, r_k) = \left\| \hat{c}_1^{[W]} - \hat{c}_2^{[W]} \right\| = \left\| s_{g1} R(\alpha + \theta - \frac{\pi}{2}) \hat{c}_1^{[N]} + r_k R(\alpha)[1,0]^T - s_{g2} \hat{c}_2^{[N]} \right\|,
\]
which is determined by the rover trajectories in navigation frames and 5 unknown scalar parameters: the scale factors \( s_{g1}, s_{g2} \in \mathbb{R}^+ \), the polar angle \( \alpha \in [0,2\pi] \), the attitude angle \( \theta \in [0,2\pi] \), and the initial distance \( r_k \in \mathbb{R}^+ \).

These five unknown parameters are stacked in a vector
\[
\hat{\xi} = [s_{g1}, s_{g2}, \alpha, \theta, r_k]^T.
\]
By utilizing the communication functionality of the radio link between the two rovers, rover 1 can transmit its estimated motion (up-to-scale) to rover 2. Rover 2 serves as the master that obtains both trajectory estimates in local frames. Neither images nor feature vectors are required to be transmitted over the communication channel for this method, which is a significant advantage in practice. By using the available set of range measurements along with the local trajectory estimates, the unknown parameters can be estimated by minimizing

$$\hat{\xi} = \arg\min_\xi \| \rho - G(\xi) \|^2_{Q^{-1}}, \quad \text{s.t. } B\hat{\xi} > 0,$$

(15)

with vectors $\rho = [\rho_1, \rho_2, \ldots, \rho_K]^T$ and $G(\xi) = [G_1(\xi), G_2(\xi), \ldots, G_K(\xi)]^T$.

$B = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 \end{bmatrix}$ is a selection matrix used to impose the positiveness of both scales and the initial distance. $Q$ is the covariance matrix that characterizes the ranging measurement noise $\eta = [\eta_1, \eta_2, \ldots, \eta_K]^T$. The Cramér-Rao lower bound of the range estimation can be used as an approximation when the covariance calculation is unavailable. If the ranging noise is uncorrelated across time, $Q$ is a diagonal matrix.

Due to the bounded search space and the presence of several local minima, it is challenging to solve the nonlinear inequality constrained optimization in Eq. (15). However, not all minima violating the constraints represent erroneous solutions, due to the symmetric properties of the objective function. According to Eq. (14), the norm $G_k$ is invariant if the vector $c_{i|k}^{W} - c_{2|k}^{W}$ is reversed in direction. Consequently, for any parameter vector $\hat{\xi}$, the value of the object function is invariant to the following parameter change:

$$G_k(s_{g1}, s_{g2}, \alpha, \theta, r_1)
= G_k(-s_{g1}, s_{g2}, \alpha, \theta + \pi, r_1)
= G_k(-s_{g1}, -s_{g2}, \alpha + \pi, \theta + \pi, r_1)
= G_k(-s_{g1}, -s_{g2}, \alpha, \theta, -r_1)
= G_k(s_{g1}, s_{g2}, \alpha + \pi, \theta, -r_1)
= G_k(s_{g1}, -s_{g2}, \alpha + \pi, \theta, r_1)
= G_k(s_{g1}, -s_{g2}, \alpha, \theta + \pi, -r_1)
= G_k(s_{g1}, s_{g2}, \alpha + \pi, \theta + \pi, -r_1).$$

(16)

As a result, due to the symmetry property of the cost function, any solution of the corresponding unconstrained problem can be transformed to a valid solution which satisfies $B\hat{\xi} > 0$. Therefore, we can obtain the estimates of the parameters by solving the unconstrained problem and transform the results using Table 1, if any of $s_{g1}, s_{g2}$ or $r_1$ has negative value from the unconstrained optimizer.

The nonlinear optimization problem (15) can be linearized to an unconstrained linearized least-squares problem

$$\hat{\xi} = \arg\min_\xi \| \rho - J(\hat{\xi})\hat{\xi} \|^2_{Q^{-1}},$$

with Jacobian matrix

$$J(\xi) = \begin{bmatrix} \frac{\partial G_1(\xi)}{\partial s_{g1}} & \frac{\partial G_1(\xi)}{\partial s_{g2}} & \frac{\partial G_1(\xi)}{\partial \alpha} & \frac{\partial G_1(\xi)}{\partial \theta} & \frac{\partial G_1(\xi)}{\partial r_1} \\ \vdots \\ \frac{\partial G_K(\xi)}{\partial s_{g1}} & \frac{\partial G_K(\xi)}{\partial s_{g2}} & \frac{\partial G_K(\xi)}{\partial \alpha} & \frac{\partial G_K(\xi)}{\partial \theta} & \frac{\partial G_K(\xi)}{\partial r_1} \end{bmatrix}.$$ 

The optimization (17) can be solved iteratively as

$$\hat{\xi}_{i+1} = \hat{\xi}_i + \left(J^T(\hat{\xi}_i)Q^{-1}J(\hat{\xi}_i)\right)^{-1}J^T(\hat{\xi}_i)Q^{-1} \left(\rho - G(\hat{\xi}_i)\right).$$

(18)

The scales of both trajectories, as well as the initial relative position and attitude between the two rovers, are thus estimated. By combining these estimates with the trajectories previously obtained in the navigation frames, the relative pose at any given keyframe $k$ can be extracted. As a distributed system, the master rover can transmit the estimation results to the other one using the available communication channel.

In order to solve the problem in Eq. (17), $K \geq 5$ range measurements are required. Due to the high nonlinearity of the objective function, the Levenberg-Marquardt algorithm [20] is applied, instead of a Gauss-Newton approach [21], in order to exploit its better global minimization capabilities. In addition, the initialization of the optimization is crucial due to the presence of a number of local minima. Although a suboptimal solution may have similar residual to the global minimum, the estimated parameters can be far away from the true value, leading to a wrong scale or pose. A precise approximation $(\hat{\rho})$ of the initial range $r_1$ is generally available thanks to the high accuracy of ranging measurements. Initializing the scale factors may be more difficult, but the convergence to the correct value proves to be significantly insensitive to the initial conditions of the global minimization problem, provided that the selected keyframes are sufficiently spaced (which should be significantly larger than the ranging noise). The estimation of the polar angle $\alpha$ and the attitude angle $\theta$ presents larger difficulties. Fortunately, the parameters to be estimated are constants and in most cases they do not need to be updated at high frequency. Hence a serial search for the proper initialization of the two angles is feasible. It is remarkable that if the relative position between the two rovers can be estimated by other methods, e.g., using ranging measurements from the swarm network in [13], the polar angle $\alpha$ could be precisely initialized. As a result, the search space would even reduce to a one-dimensional set.
SIMULATION RESULTS

We test the proposed method on multiple trajectories using simulation data with Gaussian additive noise. The trajectories are generated with random walk processes as accelerations, starting from static locations with random relative position and attitude. In the simulation, two noise sources are considered: ranging noise – with standard deviation $\sigma_p$ – and estimation errors on the relative translation vectors – with standard deviation $\sigma_s$. In order to simulate a realistic scenario, the error on the trajectory estimation is added on all the translation estimates instead of on positions, i.e., the error accumulates over time.

Fig. 4 shows the relation between the scale estimation accuracy of both cameras and the ranging noise $\sigma_p$. The error of scale is calculated as the root-mean-square error (RMSE) of the estimated scale factor $s_{g1}$ and $s_{g2}$ with 200 simulation runs, each under 5 randomly generated trajectories with 500 keyframes and random initial relative poses. The true values of the scale factors are between 0.3 to 0.5 in the simulation, generated according to the random walk of acceleration. To better decouple the impact of error sources, the translation error is set to 0 in this simulation. From the curves it can be concluded that the scale estimation is still reliable even with 40 to 50 [cm] ranging accuracy, given the motion estimation is sufficiently precise. On the other hand, the change of scale estimation error with respect to the increase of the translation error $\sigma_t$ is shown in Fig. 5 for a ranging error-free scenario. It can be seen that if the ranging estimation is error-free, the global scale factor can be recovered with high accuracy for propagated translation errors as large as 20 [cm] between consecutive keyframes.

In real scenarios, the ranging noise and translation error always exists at the same time. For the trajectories shown in Fig. 6, the root-mean-square error of the parameter estimation under different noise levels is shown in Table 2. All the RMSE are calculated with ten repetitive runs with independent noise. The trajectory of rover 2, i.e., the master node, is plotted in orange with thicker lines and rover 1 is in blue. Fig. 7 shows the first 30 frames to illustrate the initial relative geometry more clearly. In the serial search of initial values of the polar angle $\alpha$ and attitude angle $\theta$,
Table 2: Estimation error of scales and pose parameters in Scenario #1.

<table>
<thead>
<tr>
<th></th>
<th>$\sigma_t$ [cm]</th>
<th>$\sigma_\theta$ [cm]</th>
<th>$RMSE(s_{g1})$</th>
<th>$RMSE(s_{g2})$</th>
<th>$RMSE(\alpha)$ [deg]</th>
<th>$RMSE(\theta)$ [deg]</th>
<th>$RMSE(r_1)$ [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>5</td>
<td>5</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>0.0016</td>
<td>0.0049</td>
<td>0.0120</td>
<td>0.0129</td>
<td>0.0086</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$s_{g1}$</td>
<td>0.0015</td>
<td>0.0045</td>
<td>0.0127</td>
<td>0.0116</td>
<td>0.0067</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$s_{g2}$</td>
<td>3.3893</td>
<td>3.3426</td>
<td>8.2128</td>
<td>6.9004</td>
<td>8.8601</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.6539</td>
<td>1.8069</td>
<td>4.2246</td>
<td>8.5225</td>
<td>6.2905</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\theta$</td>
<td>0.0171</td>
<td>0.0301</td>
<td>0.0596</td>
<td>0.1620</td>
<td>0.0716</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 6: Trajectories of the two rovers in Scenario #1. The master rover trajectory is plotted in orange with thicker lines.

Figure 7: First 30 frames of the two rovers in Scenario #1.

Figure 8: Success rate with respect to number of keyframes.

The grid size is set to 10 degrees in the simulation. It can be concluded from the results that in this scenario the estimation scheme converges well even for 5 [cm] translation error and 20 [cm] ranging noise. The scale factors in both trajectories can be accurately estimated, with errors not exceeding 3%. An improvement in the angular estimation precision can be obtained by setting a higher density of serial search values in the initialization of the nonlinear optimization. Using our C++ based implementation on a desktop computer, the execution time of the proposed method is shown in Table 3.

Fig. 8 shows the performance of the algorithm using only a few keyframes. The success rate of the algorithm is evaluated in the following way: the algorithm is applied to 200 runs with independently generated noise samples for the ranging and motion estimation. The error in $\hat{\xi}$ is evaluated after 10, 20, ..., 90 keyframes. Specifically, whenever the error in $\hat{s}_{g1}, \hat{s}_{g2}$ and $\hat{r}_1$ is less than 10%, and the error of the estimated angles $\hat{\alpha}, \hat{\theta}$ is less than 10 degrees, the outcome of the algorithm is considered as a success. This success rate is represented in Fig. 8 with respect to the number of keyframes used. In the simulation, the initialization steps for $\alpha$ and $\theta$ are both set to be 60 [deg]. The standard deviation of the translation noise is set as 3 [cm], while the ranging noise is 10 [cm]. It can be concluded from the curve that the method can achieve a success rate higher than 95% after 70 keyframes (with travel distance around 20 [m]).

Other scenarios are also simulated to test the performance of the proposed method in different motion geometries. The trajectories of the rovers in various scenarios are shown in Fig. 9 and the corresponding estimation results are given in Table 4. Scenario #4 is a special situation that the motion of both rovers are constrained to be linear and are with opposite headings. It can be concluded that the method performs well in various scenarios with different geometries. A key factor that affects the precision of the estimation is the magnitude of the simulated motion. If the change of distance between the two rovers is comparable to the ranging noise, the measurement noise would be dominant in the estimation.
### Table 3: Elapsed running time for C++ based implementation.

<table>
<thead>
<tr>
<th>Elapsed time [s]</th>
<th>2.218</th>
<th>0.530</th>
<th>0.255</th>
<th>0.123</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of initialization</td>
<td>1296</td>
<td>288</td>
<td>144</td>
<td>64</td>
</tr>
<tr>
<td>$\alpha$ initialization step [deg]</td>
<td>10</td>
<td>10</td>
<td>30</td>
<td>45</td>
</tr>
<tr>
<td>$\theta$ initialization step [deg]</td>
<td>10</td>
<td>45</td>
<td>30</td>
<td>45</td>
</tr>
</tbody>
</table>

## CONCLUSION AND FUTURE WORK

In many vision applications, a single camera is preferred over a stereo rig due to weight and cost constraints. However, the global scale is not recoverable in monocular vision. We propose an algorithm to resolve the global scale ambiguity in monocular VSLAM for a pair of cameras mounted on two rovers moving independently on a plane. By exploiting range measurements between the two rovers, the correct scales of the egomotions are estimated. At the same time, the relative position and attitude can be obtained. The algorithm was successfully tested on a number of simulated datasets with various geometries and noise patterns. Based on the proposed method, the global scale and relative pose estimation can be extended to multiple rovers, provided that multiple access wireless radio channels are used. As a result, the formation of a robotic swarm can be estimated. The work can also be extended to three-dimensional motion scenarios. However, three parameters are required to parameterize any vehicle attitude in 3D cases. The convergence to global optima is much more challenging.
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Table 4: Estimation error of parameters in various scenarios.

<table>
<thead>
<tr>
<th>Scenario #</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\sigma_t) [cm]</td>
<td>5</td>
<td>5</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>(\sigma_\rho) [cm]</td>
<td>20</td>
<td>10</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>RMSE((s_1))</td>
<td>0.0052</td>
<td>0.0030</td>
<td>0.0127</td>
<td>0.0009</td>
</tr>
<tr>
<td>RMSE((s_2))</td>
<td>0.0018</td>
<td>0.0017</td>
<td>0.0046</td>
<td>0.0033</td>
</tr>
<tr>
<td>RMSE((\alpha)) [deg]</td>
<td>2.9416</td>
<td>9.7634</td>
<td>0.0005</td>
<td>5.8405</td>
</tr>
<tr>
<td>RMSE((\theta)) [deg]</td>
<td>3.5057</td>
<td>6.0490</td>
<td>0.0004</td>
<td>0.7336</td>
</tr>
<tr>
<td>RMSE((r_1)) [m]</td>
<td>0.1337</td>
<td>0.0717</td>
<td>0.0761</td>
<td>0.0205</td>
</tr>
</tbody>
</table>

Figure 9: Trajectories of the two rovers in various scenarios.

(a) Scenario #2
(b) Scenario #3
(c) Scenario #4
(d) Scenario #5


