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Abstract—Global Navigation Satellite Systems (GNSS) is the cornerstone for positioning and timing applications across land, sea and air. GNSS carrier phase observations can be used to determine the orientation of a vehicle when this is equipped with a setup of multiple GNSS antennas. Attitude determination seeks to find the rotation between two coordinate frames. In this work, we propose a formulation for the joint estimation of the positioning and attitude using quaternion rotations. The estimation is expressed in the recursive Bayesian estimation framework as an Extended Kalman Filter, whose equations and Jacobians matrices are derived. We evaluate the performance of the proposed methodology with actual data collected from a dynamic scenario under the influence of severe multipath effects.
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I. INTRODUCTION

As the prospective autonomous shipping and the autonomous car are called to completely revolutionize transportation systems, Global Navigation Satellite Systems (GNSS) will be playing a fundamental role in this change. Thus, GNSS technology has been under substantial development over the last years, especially with the prominent upgrowth and deployment of the new Galileo and BeiDou constellations. While position estimation is undoubtedly dominated by the usage of GNSS, attitude determination is one of the lesser known applications of GNSS.

Attitude determination is the process of estimating the orientation of a moving rigid body with respect to its environment and it can be considered as a classical problem with a history of more than 50 years. In a multi-antenna GNSS system, one seeks to find the rotation which relates the baseline vectors joining each pair of antenna positions across the body and the ECEF (Earth-centered Earth-fixed) frames. Although GNSS attitude determination provides substantially higher accuracy than other systems, generally based on magnetic effects, its implementation poses some constraints. On one hand, at least a couple of GNSS receivers providing carrier phase are needed. Although receivers capable of providing carrier phase are currently costly, the technology for the production of low-cost receivers is rapidly growing. On the other hand, attitude accuracy is inversely proportional to the separation between the antennas, making this system impractical for small vehicles.

Orientation can be generally represented in three principal forms: Euler angles, rotation matrix and quaternion. Euler angles describe orientation as three consecutive elemental rotations. Quaternion rotation might not be intuitive and definitely difficult to picture, but it has been widely adopted, especially in robotics and computer graphics, given its singularity-free orientation and numerical stability [1]. There is a wide variety of approaches seeking to solve the attitude problem. Generally, the solutions can be classified into two categories: algebraic-based methods for a deterministic solution [2], or optimal methods based on Batch-Least Squares [3]. In this work, the positioning and the attitude determination problems are coupled together and the resulting nonlinear least squares are recursively solved using an Extended Kalman Filter (EKF).

In [4], a general formulation is presented for GNSS attitude determination problems, showing the relation between carrier phase ambiguity resolution and solving the corresponding attitude matrix. Moreover, Teunissen proposed the C-LAMBDA (Constrained Least-squares AMBiguity Decorrelation Adjustment) method, for which the problem of finding the carrier phase integer ambiguities is constrained adding the GNSS compass problem [5]. In his serie of works [6]–[8], Giorgi further studies and enhances the attitude-aided ambiguity search. So far, this methodology has shown the best performance for GNSS-compass using carrier phase observations. More recently, [9] reviews the attitude determination topic, providing an overview on attitude estimation along with an example setup for the multi-antenna system on a vehicle. Nonetheless, an in-depth discussion on how to formulate a recursive Bayesian estimation of a rigid body attitude using multiple GNSS antennas is still missing.

This work presents a formulation for the simultaneous determination of the carrier phase ambiguities, together with the positioning and the attitude quaternion problems for a GNSS multi-antenna system. The resulting system of nonlinear equations is linearized and solved recursively by applying an EKF. Unlike the works from Teunissen and Giorgi, the integer ambiguity search is not constrained but instead the estimation of the float solution becomes constrained with the GNSS-based attitude problem. The performance of the estimated position and attitude solution are assessed using real measurements acquired during a measurement campaign. For the experimentation, a vessel, equipped with three GNSS receivers in an isosceles right triangle configuration, navigates along an inland waterway in a signal-degraded scenario with severe multipath effects.

The rest of the paper is organized as follows. In section
2 we provide a brief overview of the GNSS carrier phase positioning. Section 3 describes the attitude determination problem and particularly its solution using multi antenna GNSS setup. The section 4 introduces the joint estimation of position and attitude. Moreover, our proposed EKF is derived and it is compared to a conventional modular approach. The measurement setup and the scenario with associated results is shown in section 5. Finally, the section 6 provides a concise discussion of the obtained results together with the summary and outlook for future work.

II. GNSS Positioning Problem

The accuracy of GNSS-based attitude determination is directly proportional to the positioning accuracy. Thus, high precision GNSS positioning based on differential carrier phase measurements is mostly employed when aiming to estimate the attitude of a vehicle. Real Time Kinematics (RTK) is a relative positioning procedure, where the unknown position of a moving rover station is determined with respect to a stationary base station of known coordinates. Figure 1 illustrates the working principle. Due to the single-differencing the satellite clock error is completely eliminated, while the satellite orbit error and the atmosphere-related delays can be reduced significantly, depending on the distance between the base and rover positions ($p_B$ and $p_R$ respectively). Then, a pivot satellite (hereinafter referred using the superscript "r") is chosen for double-differencing, cancelling the delays from the receivers clock offsets.

The carrier phase and pseudorange observations from an $i^{th}$ satellite observed by the rover receiver is expressed as

$$\rho^i_R = ||p^i - p_R|| + I^i + T^i + c \left( dt_R - dt^i \right) + \varepsilon^i_R$$  \hspace{1cm} (1)

$$\Phi^i_R = \| p^i - p_B \| - I^i + T^i + c \left( dt_R - dt^i \right) + \lambda N^i_R + \epsilon^i_R$$  \hspace{1cm} (2)

where:

- $\rho^i_R$ is the code observation in meters,
- $\Phi^i_R$ is the phase observation in meters,
- $p^i$ is the position of the $i^{th}$ satellite,
- $p_R$ is the position of the rover,
- $I^i$ is the ionospheric error,
- $T^i$ is the tropospheric error,
- $\lambda$ is the carrier wavelength of the signal,
- $N^i$ is unknown number of cycles between the receiver and the satellite,
- $dt_R$ is the receiver clock offset at reception time,
- $dt^i$ is the satellite clock offset at transit time,
- $\varepsilon^i, \epsilon^i$ are the remaining errors for the code and phase observations respectively.

$u^i$ is the line-of-sight unit vector (horizontal) between the rover and the $i^{th}$ satellite positions.

![Fig. 1: Illustration of RTK working principle.](image)

As shown in Equation 2, the Euclidean norm between the satellite and receiver positions is often expressed in a linearized form as the product of the line of sight vector $u^i$ and the position of the receiver.

The mathematical model of a short-baseline (where the tropospheric and ionospheric delays are neglected) double-difference carrier phase measurement $DD\Phi$ is given by:

$$DD\Phi^i = \Phi^i_R - \Phi^i_B - (\Phi^r_R - \Phi^r_B) = u^i (p_R - p_B) - u^r (p_R - p_B) + \lambda N^{i,r} + \epsilon^{i,r}$$  \hspace{1cm} (3)

The resulting GNSS model is then described as following:

$$y = Aa + Gb + \eta$$  \hspace{1cm} (4)

where $y \in \mathbb{R}^m$ is the vector of the vector of double differenced code and carrier phase observations, $a \in \mathbb{Z}^n$ the vector of carrier phase integer ambiguities, and $b \in \mathbb{R}^p$ is the vector containing the rover coordinates and other unknown parameters, such as the atmospheric delay parameters (or in this work, the velocity and the quaternion representing the orientation of the rover). The matrices $A \in \mathbb{R}^{m \times n}$ and $G \in \mathbb{R}^{m \times p}$ relate the observations to the unknown parameters and, lastly, the vector $\eta \in \mathbb{R}^m$ is the observation noise vector assumed to follow a zero mean Gaussian distribution.

Solving this problem has been extensively studied in a variety of works [10]–[12]. The parameter estimation is realized by following three steps: float solution, the integer ambiguity estimation and the fixed solution [13]. In our context, we are focusing on the formulation of the EKF to obtain the float solution, extending the regular unknown parameter vector to include the quaternion representing the attitude of the rover.
III. GNSS FOR ATTITUDE DETERMINATION

Attitude determination is the process of finding the relationship between two coordinate systems using pairs of vectors belonging to each of these frames. This is considered a classical problem for spacecraft control, whose received-attention peaked during the late 70s. Finding the optimal attitude solution, given multiple vectors across two frames, was first formulated by Grace Wahba [14] following a least squares scheme:

$$J(C_b^e) = \frac{1}{2} \sum_{k=1}^{N} w_k \| l_k^e - C_b^e l_k^b \|$$

(5)

where $C_b^e$ is the rotation matrix relating the body to the ECEF (Earth-Center Earth-Fixed) frame, $N = \binom{m}{2}$ is the number of pairs of antennas, $l_k^e$, $l_k^b$ correspond to the baseline vector joining the position of two antennas in the ECEF and body frame respectively and $w_k$ is the weight of each observation (generally proportional to the baseline length).

For the orientation estimation of a vehicle, at least three GNSS receivers must be arranged in a coplanar configuration. Despite the system in Equation 5 becoming underdetermined, heading information could still be derived using a two-antenna setup. Figure 2 shows an example for the antennas configuration and it will assist illustrating how the baselines and the tracked position are proposed in this work. In guidance and navigation applications, the location of the vehicle’s driver is generally tracked. For instance, driver-assistance functionalities for maritime applications requires that the skipper position is estimated. Here, the aforementioned position is noted as $p_0$ and it will be the tracked position in our filter as well.

The orientation can generally be represented in three principal forms: Euler angles, rotation matrix and quaternion. Euler angles describe orientation as three consecutive elemental rotations. Although they are conceptually easy to understand, they pose a singularity problem, commonly referred to as gimbal lock, when the pitch angle approaches $\pm 90^\circ$. Rotation matrices represent an alternative for attitude parametrization which do not incur any singularity. However, rotation matrices result in difficult renormalization and computational inefficiency (rotation matrices have 9 elements to describe a 3D attitude). Finally, a quaternion is a four dimensional hyper-complex number which is often used to represent the orientation of a rigid body in a 3D space. Although attitude quaternion might not be intuitive and difficult to be visualized, it has been widely adopted, especially in robotics and computer graphics, given its singularity-free orientation and numerical stability [15]. In this work, the quaternion rotation is applied for rotating the baselines from ECEF to the body frame as

$$l_i^e = q \otimes l_i^b \otimes q^*.$$  

(6)

There are several ways to determine the quaternion depending on the order of its elements (real part first or last), its handedness or the direction of the operation (local-to-global or global-to-local rotations). This paper follows the Hamilton convention: real part first, right-handed and local-to-global rotation. For more details on the different quaternion conventions and a comprehensive explanation on quaternion algebra, the authors suggest consulting the work of Solà in [15].

As discussed previously, the accuracy of the attitude estimation is bounded by two factors: the distance between antennas and the positioning precision. In [6], an experimental test is carried out with the aim of relating the heading estimation performance to the baseline length and the number of satellites. Here, we discuss how the angular error of the heading estimation can be characterized following a geometrical approach. Figure 3 depicts the position of two GNSS antennas $p_1$ and $p_2$ separated by a distance $l$. If there is a positioning error $\delta p$ on the determination of one of the antennas, the heading error $\delta \theta$ can be formulated as

$$\sin(\delta \theta) = \frac{\delta p}{\sqrt{l^2 + \delta p^2}},$$

(7)

considering that the positioning error is considerably smaller than the baseline length $(l^2 + \delta p^2 = l^2)$ and under the small-angle assumption $(\sin(\delta \theta) = \delta \theta)$, the accuracy of the attitude can be described by

$$\delta \theta \simeq \frac{\delta p}{l}.$$  

(8)
The theoretical heading accuracy as a function of the baseline and the nominal performance of different positioning techniques (1 meter for code Single Point Positioning, 10 centimeters for Precise Point Positioning and 1 centimeter for RTK).

IV. JOINT POSITIONING AND ATTITUDE ESTIMATION

As aforementioned, the procedure of differential phase-based positioning comprises three steps: float solution, integer ambiguity fixing and state reconstruction or fixed solution [13]. This work focuses on finding the float solution and it presents the derivation of an EKF for the joint estimation of the positioning and heading of a vehicle. The float solution is the phase, in which the ambiguities and the other unknowns are estimated as real numbers. This problem is generally solved using a least squares (LS) estimation, which yields an optimal solution under the assumption of Gaussian noise (hypothesis generally accomplished by GNSS observations, whenever they are not affected by severe atmospheric condition or multipath).

EKF is a Bayesian estimator often applied for determining the float solution [16]–[18]. Given its recursive nature, the estimated float solution improves over time (although the filter can be applied in a snapshot modus, becoming equivalent to a regular LS [19]). Following the notation from Equation 4, our system state $x$ is constituted of two set of unknown parameters: $b$ the vehicle dynamics (position, velocity and quaternion orientation) and $a$ the single-differenced ambiguities.

$$x = \begin{bmatrix} b \\ v \\ q \\ a \end{bmatrix} = \begin{bmatrix} p \\ v \\ q \\ a \end{bmatrix}$$

where $p$ is the tracked position of the rover in ECEF (which also corresponds to $p_0$ in Figure 2), $v$ is the velocity in ECEF, $q$ describes the rotation from body to the ECEF frame.

Kalman filters perform in two steps, prediction-correction, recursively. During the prediction step, the system evolves following a constant-velocity dynamical model. There are handful models to select from, and the filter performance can be enhanced augmenting the prediction with sensors such as inertial measurement units (IMU). With regards to the correction step, the system is updated using the double-differenced code and phase observations from the antennas. Equation 3 can be reformulated for the $k$ antenna as:

$$DD\phi_k = (u^i - u^r) (p_{R_k} - p_B) + \lambda (a^i_k - a^r_k) + \eta$$

Let us substitute the position of the antenna $p_{R_k}$ by a function of the tracked position $p$ and the known baseline between their positions in the body frame $l_k^b$.

$$p_{R_k} = p + q \otimes l_k^b \otimes q^*$

Equation 10 is then expressed as

$$DD\Phi^a_k = (u^i - u^r) (p + q \otimes l_k^b \otimes q^* - p_B) + \lambda (a^i - a^r) + \eta$$

The EKF update is ruled by the following equations:

$$x_{t|t} = x_{t|t-1} + K_t (y_t - H_t x_{t|t-1})$$

$$P_{t|t} = P_{t|t-1} - K_t H_t P_{t|t-1}$$

$$K_t = P_{t|t-1} H_t^T (H_t P_{t|t-1} H_t^T + R_t)^{-1}$$

For simplicity, henceforth the subscript $t$ of the recursive estimation will be dropped. The code and phase double-differenced observations for each of the $k$ antennas are given as:

$$y_k = \begin{bmatrix} DD\Phi_k \\ DD\rho_k \end{bmatrix} ,$$

$$H_k = \begin{bmatrix} G_k & 0 & G_k J_q (l_k^b) & A_k \\ 0 & G_k & G_k J_q (l_k^b) & 0 \end{bmatrix}$$

where $J_q(l)$ represents the Jacobian of the baseline rotation with respect to the quaternion. The derivation of this operation
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Fig. 5: Our proposal for jointly solving the positioning and heading problem. We will refer to this approach as "Joint EKF"
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Fig. 6: Approach for parallel track for each of the antenna positions and estimation of the attitude using a memory-less technique. This approach will be referred to as "Modular EKF".

\[ y = \text{vec} \left( y_1, \ldots, y_k \right), \quad H = \text{vec} \left( H_1, \ldots, H_k \right) \quad (18) \]

The covariance matrix of the observation noise $R$ is obtained by double differencing the diagonal matrix containing the variances of the original non-differenced observations. For more details on the estimation of $R$ and the models used in this work, refer to [20].

The joint estimation of the position and the orientation of a vehicle is not a widespread technique. Instead, a rather simple but effective methodology is followed: the position of the three antennas are independently estimated and then an explicit solution for the attitude is found using memory-less techniques (a survey on these methods can be found in [21]). Figures 5 and 6 provide flow diagrams for the approach introduced in this paper and for the traditional approach respectively. There is an intriguing discussion regarding which of the two methodologies to follow, as both options present different pros and cons. On one hand, our proposal yields some disadvantages, such as the increased complexity of the filter. Also, the non-linearity nature of the attitude problem could drag a poor performance from the linearization implicit in the EKF [21]. Regarding the advantages, the proposed EKF provides an indicator of the determined attitude quality in the form of covariance. Moreover, our system can be easily augmented to use additional sensors, what can largely increase the system performance (especially when high quality gyroscopes are employed). On the other hand, the approach shown in Figure 6 also offers some clear advantages. The system is totally modular and the different tasks – estimation of the antenna positions and the later ambiguity fixing – can be parallelized. Besides, snapshot solutions such as QUEST are able to provide an explicit solution to the Wahba’s problem from Equation 5 as they are not as constrained by the non-linearity of the system as EKFs.

V. EXPERIMENT AND RESULTS

The performance of the position and heading determination of the proposed method is evaluated using real observations recorded during the measurement campaign on 16th May 2017 (DOY 208, UTC 12:00-13:30) conducted in Koblenz (Germany) on the Moselle river, in cooperation with the German Federal Waterways and Shipping Administration for the LAESSI (German acronym for Control and Assistance Systems to Enhance the Safety of Navigation in Inland Waterways) project [22]. The data is collected on board of the vessel MS Bingen (Figure 7) at 2 Hz, with an elevation mask of $5^\circ$. The equipment consists of three navXperience GNSS antennas connected to three geodetic Javad DELTA receivers.
Although observations from GPS, GLONASS and Galileo are available, for this study only GPS L1 and L2 observations will be used. As it can be seen in Figure 7, the setup for the antennas followed the same scheme as the example of body frame shown in Figure 2. Antennas 1 and 2 are aligned with the axis $X^b$, and antennas 2 and 3 are aligned with $Y^b$. The antenna positions in the body frame and the corresponding baselines between the antennas is

$$p^b_{R_1} = [0.57, -1.98, -2.09],$$
$$p^b_{R_2} = [3.82, 1.62, -4.30],$$
$$p^b_{R_3} = [13.82, -1.69, -4.29],$$

resulting in baselines lengths of 13.44, 13.91 and 3.32 meters.

Along one hour and a half, the vessel left the harbor and travelled around 8 kilometers in the demonstration area displayed in Figure 9. Due to the presence of four bridges and a waterway lock, severe multipath and none-line-of-sight effects make reliable and continuous positioning fairly challenging. The number of GPS satellites tracked and the PDOP (Precision Dilution of Precision) is shown in Figure 8. Throughout the study, there is a minimum of eight satellites locked. However under the bridges and in the vicinity of those, satellite-availability is reduced up to three satellites.

The position and attitude solutions from the proposed approach is compared to a more traditional methodology, in which the position of the antennas are independently estimated and then the attitude is derived using a snapshot method. For the comparison, QUEST [23] is used as the explicit estimator for the attitude solution in the modular EKF. Regarding the ambiguity fixing process, the standard MLAMBDA (Least-squares AMBiguity Decorrelation Adjustment) method from [24], [25] is applied.

The rate of fixed solution obtention is shown in Table I, comparing the performance of the joint and modular EKF approaches. Both approaches provide a comparable effectiveness, although the joint EKF outperforms the modular concept by 0.70% (slightly over half a minute of fixed navigation solution). Concerning the attitude determination, Figures 10, 11 depicts the estimated Euler angles obtained with the two compared approaches. The represented Euler angles follow the aircraft principal axes convention (roll for the longitudinal axis, pitch for the lateral axis and yaw for the normal axis) for relating the body to the local tangent plane NED (North-East-Down). In general, EKF is expected to a nominal inferior performance given the non-linearity of the attitude problem. This statement agrees with the histograms shown in Figure 11, where the variances of the EKF solution for the roll and pitch are slightly wider than QUEST (the snapshot attitude solver applied in the modular EKF). Similar behaviour is deduced from the estimation of the heading over time shown in Figure 10. Generally, the estimated heading from both methods is consonant although EKF appears to misbehave during in some epochs at the end of the measurement campaign (around 5200 s).

<table>
<thead>
<tr>
<th>Number of satellites / Time (%)</th>
<th>Joint EKF</th>
<th>Modular EKF</th>
</tr>
</thead>
<tbody>
<tr>
<td>9 / (61.2%)</td>
<td>82.2</td>
<td>82.0</td>
</tr>
<tr>
<td>8 / (9.2%)</td>
<td>78.4</td>
<td>78.2</td>
</tr>
<tr>
<td>7 / (28.2%)</td>
<td>65.7</td>
<td>63.9</td>
</tr>
<tr>
<td>6 / (0.9%)</td>
<td>2.1</td>
<td>2.1</td>
</tr>
<tr>
<td>≤ 5 / (0.5%)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>76.1</td>
<td>75.4</td>
</tr>
</tbody>
</table>

VI. SUMMARY AND CONCLUSIONS

A method for the recursive estimation of the positioning and attitude problems using GNSS carrier phase observations has been proposed in this work. The GNSS community has committed an extensive effort on constraining the integer least squares for an enhanced attitude determination. However, to the best of our knowledge, improving the quality of the float solution for the joint position and heading was yet to be exploited. Our proposed method yields distinct assets. Firstly, additional observation redundancy is obtained by unidtely using the measurements from all the antennas. Besides, the framework for Bayesian estimation provides a covariance as a quality indicator for the attitude solution, what can be
employed in integrated integrity monitoring systems. Given the recursive nature of our approach, the estimated covariance and attitude become more trustworthy within time. Lastly, the presented system allows for a straightforward augmentation with additional sensors, such as gyroscopes or magnetometers.

The performance of the methodology is assessed using actual data collected during a measurement campaign. The evaluation takes place in a challenging signal-degraded scenario, where the presence of high metallic structures propitiate multipath and non-line-of-sight effects. A comparison with a modular method is carried out with the same data. While joint EKF grants a higher percentage of fixed solutions, the attitude determination is slightly worsen.

Further work is planned on implementing the constrained LAMBDA method [6], where the knowledge of the baseline between the antennas is applied to improve the ambiguity search. Furthermore, certain modifications can be implemented during the correction step in the EKF so that the non-linearity incompatibility of the problem gets reduced. Finally, an interesting discussion can be found in [26] with regards to the uncertainty propagation of quaternion and Euclidean states. Unlike the position and velocity, the attitude should not be assumed to be Gaussian-distributed since it lays in the interval \([-\pi, \pi]\). Thus, constructing a filter which handles Gaussian and circular normal distributions is another prospective topic to explore in relation to attitude determination.
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