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Abstract

CFD (RANS based) simulations of REGA-1 experimental campaign concerning gasification of glycol in an oxygen-nitrogen mixture have been carried out. The reacting flow-field has been computed using a number of turbulence models while turbulence-chemistry interactions have been modeled using either the Eddy Dissipation Concept (EDC) or the presumed PDF approach. Two global-chemistry schemes have been used: the (HVI1) scheme for glycol gasification and the extended Jones-Lindstedt scheme. Radiation has been computed using the Discrete Ordinate Method with a comprehensive analysis concerning absorption/emission of infrared radiation by gaseous molecules as well as absorption and scattering on droplets. The CFD-predictions of the near-atomizer region have been sensitive to and strongly dependent on the sub-models used; the spray sub-model and the chemical schemes are the most
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important. Good quality predictions of temperature and chemical species (CO, H₂, CO₂, H₂O, CH₄) concentrations at 300 mm and 680 mm distances from the atomizer have been obtained. The HVI1 global chemistry scheme has predicted very well not only the CO/CO₂ ratios but also the trace concentrations of methane. The paper shows how to simplify the radiative heat transfer simulations without a significant loss in accuracy.
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**List of Symbols**

**Greek Letters**

- $\beta$: Second viscosity $kgm/s$
- $\delta_{ij}$: Kronecker delta
- $\epsilon_p$: Droplet emissivity
- $\eta$: Wavenumber $m$
- $\gamma^*$: Fine structure mass to the total mass ratio
- $\mu$: Dynamic viscosity $kgm/s$
- $\nu_p$: Stoichiometric coefficients for products
- $\nu_r$: Stoichiometric coefficients for reactants
- $\Omega$: Solid angle $str$
- $\Phi$: Dissipation by viscous stress $kJ/(m^3s)$
- $\Phi_{\eta}$: Scattering phase function
- $\rho$: Density $kg/m^3$
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho_p$</td>
<td>Droplet density</td>
<td>$kg/m^3$</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Stephan-Boltzmann constant</td>
<td>$W/(m^2 K^4)$</td>
</tr>
<tr>
<td>$\sigma_f$</td>
<td>Variance of the mixture fraction</td>
<td></td>
</tr>
<tr>
<td>$\sigma_{\eta,s}$</td>
<td>Gas scattering coefficient</td>
<td>$1/m$</td>
</tr>
<tr>
<td>$\tau^*$</td>
<td>Eddy characteristic time scale</td>
<td>$s$</td>
</tr>
<tr>
<td>$\tau_e$</td>
<td>Eddy characteristic lifetime</td>
<td>$s$</td>
</tr>
<tr>
<td>$\theta_R$</td>
<td>Radiation temperature</td>
<td>$K$</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>Turbulent energy dissipation</td>
<td>$m^2/s^3$</td>
</tr>
<tr>
<td>$\xi$</td>
<td>Limiting factor for reaction rate in the fine structures</td>
<td></td>
</tr>
</tbody>
</table>

**Non-dimensional Numbers**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B$</td>
<td>Spalding mass transfer number</td>
</tr>
<tr>
<td>$Nu$</td>
<td>Nusselt number</td>
</tr>
<tr>
<td>$Pr$</td>
<td>Prandtl number</td>
</tr>
<tr>
<td>$Re$</td>
<td>Reynolds number</td>
</tr>
<tr>
<td>$Re_p$</td>
<td>Droplet Reynolds number</td>
</tr>
<tr>
<td>$Sc$</td>
<td>Schmidt number</td>
</tr>
<tr>
<td>$Sh$</td>
<td>Scherwood number</td>
</tr>
</tbody>
</table>

**Roman letters**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\dot{m}_e$</td>
<td>Evaporation rate per unit of surface</td>
<td>$kg/(m^2 s)$</td>
</tr>
</tbody>
</table>
\( \dot{m}_{MEG} \) MEG mass flow rate \( kg/h \)

\( \dot{m}_{N_2} \) Nitrogen mass flow rate \( kg/h \)

\( \dot{m}_{O_2} \) Oxygen mass flow rate \( kg/h \)

\( \dot{Q} \) Heat source/sink \( kJ/(m^3 s) \)

\( \dot{q}_{w} \) Wall heat flux \( kW/(m^2 s) \)

\( \dot{s}_{m} \) Mass sources \( kg/(m^3 s) \)

\( a_d \) Acceleration due to drag force \( m^2/s \)

\( D \) Stress tensor \( kg/(m^2 s) \)

\( g \) Gravity acceleration \( m^2/s \)

\( J_i \) Mass transfer flux \( kg/(m^2 s) \)

\( J_{t,i} \) Turbulent mass transfer flux \( kg/(m^2 s) \)

\( q_c \) Heat flux vector \( kW/m^2 \)

\( q_{lm} \) Multicomponent enthalpy flux vector \( kW/m^2 \)

\( q_t \) Turbulent enthalpy flux vector \( kW/m^2 \)

\( T \) Turbulent Reynolds Stress tensor \( kg/(m^2 s) \)

\( u_{rel} \) Relative velocity \( m/s \)

\( U \) Fevre averaged gas velocity \( m/s \)

\( u_p \) Droplet velocity \( m/s \)

\( x_p \) Droplet position \( m \)
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>Arrhenius rate constant</td>
<td></td>
</tr>
<tr>
<td>$A_p$</td>
<td>Droplet external surface</td>
<td>$m^2$</td>
</tr>
<tr>
<td>$a_\eta$</td>
<td>Spectral gas absorption coefficient</td>
<td>$1/m$</td>
</tr>
<tr>
<td>$a_f$</td>
<td>Forwards reaction order</td>
<td></td>
</tr>
<tr>
<td>$a_k$</td>
<td>Absorption coefficient for band $k$</td>
<td>$1/m$</td>
</tr>
<tr>
<td>$a_r$</td>
<td>Backwards reaction order</td>
<td></td>
</tr>
<tr>
<td>$b$</td>
<td>Temperature exponent</td>
<td></td>
</tr>
<tr>
<td>$c_p$</td>
<td>Droplet specific heat capacity</td>
<td>$kJ(kgK)$</td>
</tr>
<tr>
<td>$d_p$</td>
<td>Droplet diameter</td>
<td>$m$</td>
</tr>
<tr>
<td>$D_t$</td>
<td>Turbulent molecular diffusivity</td>
<td>$kg/(m,s)$</td>
</tr>
<tr>
<td>$D_{\text{eff}}$</td>
<td>Effective molecular diffusivity</td>
<td>$kg/(m,s)$</td>
</tr>
<tr>
<td>$D_{i,m}$</td>
<td>Molecular diffusivity</td>
<td>$m^2/s$</td>
</tr>
<tr>
<td>$E$</td>
<td>Activation energy</td>
<td>$J/kmol$</td>
</tr>
<tr>
<td>$e$</td>
<td>Specific total energy</td>
<td>$kJ/kg$</td>
</tr>
<tr>
<td>$f$</td>
<td>Mixture fraction</td>
<td></td>
</tr>
<tr>
<td>$h$</td>
<td>Specific enthalpy</td>
<td>$kJ/kg$</td>
</tr>
<tr>
<td>$h_g$</td>
<td>Convective coefficient</td>
<td>$kW/(m^2,K)$</td>
</tr>
<tr>
<td>$I_k$</td>
<td>Radiation intensity in band $k$</td>
<td>$W/str$</td>
</tr>
<tr>
<td>$I_{\eta,b}$</td>
<td>Black body spectral intensity</td>
<td>$W/(str,m)$</td>
</tr>
</tbody>
</table>
$I_n$  Spectral intensity  \( W/(str \ m) \)

$I_{k,b}$  Black body intensity for band $k$  \( W/str \)

$k$  Turbulent kinetic energy  \( m^2/s^2 \)

$k_e$  Mass transfer coefficient  \( kg/(m^2 \ s) \)

$k_g$  Gas thermal conductivity  \( kW/(m \ K) \)

$k_t$  Turbulent thermal conductivity  \( kW/(m \ K) \)

$k_w$  Wall thermal conductivity  \( kW/(m \ K) \)

$k_b$  Backwards reaction rates constant

$k_{eff}$  Effective thermal conductivity  \( kW/(m \ K) \)

$k_f$  Forwards reaction rates constant

$m_p$  Droplet mass  \( kg \)

$p$  Pressure  \( Pa \)

$R$  Universal gas constant  \( J/(kmol \ K) \)

$r_{ev}$  Specific evaporation enthalpy  \( kJ/kg \)

$T$  Gas temperature  \( K \)

$T_{\infty}$  Local temperature of the gas-phase  \( K \)

$T_{he}$  Temperature of the heating elements  \( K \)

$T_p$  Droplet temperature  \( K \)

$T_w$  Wall Temperature  \( K \)
1. Introduction and Objectives

The modeling and simulation of entrained flow gasification has been a challenge for more than four decades. Due to various designs of entrained flow gasifiers (two-stage up-flow, one-stage down-flow) and different operating conditions (in particular pressure), a great number of studies have been performed. The studies, up to the 1990s, used mainly one-dimensional models of coal gasification (see e.g. Wen [1], Govind [2]) but, despite large dimensions of entrained flow gasifiers, and limited computer resources of the time, few CFD studies [3–11] have also been performed. Since then the number of works based on CFD calculations has significantly increased. Although most of these studies considered different kinds of gasifiers and used different CFD codes (in-house, Fluent, ANSYS Fluent, CFX, OpenFOAM), there are quite a few similarities, namely the use of a RANS turbulence model or the employment of a simplified reaction mechanism for the gas-phase kinetics based on the publications of Westbrook and Dryer [12], and Jones and Lindstedt [13]. Reactions of the char with CO₂, H₂, H₂O and O₂ have often been implemented employing kinetics either taken from literature or measured. Radiation has been described using one of the common models (Discrete Ordinate Method, P1 model, Discrete Transfer Radiation Model). Many research groups have carried out simulations to improve sub-models (e.g. devolatilization, chemical reactions, and slagging), to generate information important for the gasifier design, or to demonstrate that a CFD model
can be applied to compute both the composition and the temperature at the
gasifier exit. Sensitivity analysis of operating parameters (O$_2$/C-coal ratio,
H$_2$O/C-coal ratio, coal type, coal properties) and unknown model parame-
ters (e.g. homogeneous and heterogeneous reaction rates) have often been
carried out [8–11].

Brown et al. [3, 4] investigated coal gasification and measured concen-
trations of CO, CO$_2$, H$_2$, and H$_2$O at different axial and radial positions in
the Brigham Young University (BYU) atmospheric entrained flow gasifier.
They employed the PCGC-2 CFD code to compare the simulation results
with the measured data and to analyze the effects of gas-phase chemistry,
heterogeneous reaction rates, and operating conditions.

Fletcher et al. [6, 7] carried out simulations of biomass gasification in an
up-flow gasifier and investigated sensitivity of the predictions to the turbu-
ulence model used. They concluded that inside the diffuser section, the flow
could be better predicted by applying the Differential Reynolds Stress Model
than the standard k-$\epsilon$ model. The simulations provided results consistent
with measurements.

Chen et al. [8–11] and Liu et al. [14–17] performed extensive sensitivity,
design and scale-up studies for two-stage coal gasifiers applying a computer
code based on the standard k-$\epsilon$ model and the Multi Solid Progress Variable
approach. Vicente et al. [18] employed the Eulerian-Eulerian concept in
contrast to many other research groups which used the Eulerian-Lagrangian
approach. It was shown that the Eulerian-Eulerian concept is suitable to
predict the gasification even though the measured values could only be poorly
predicted.

For the DP-1 Pressurised Entrained-flow High Temperature Black Liquor
Gasifier, Marklund et al. [19, 20] used the CFX code and performed sensi-
tivity studies of the effect of black liquor physicochemical properties (specific heat) and the gas-phase absorption coefficient on the model performance. It was pointed out that the physicochemical properties did not exert a significant influence on the predictions and that the devolatilization of black liquor (including the release of sulfur) had to be described accurately. Comparison of the predicted and measured temperatures inside the reactor indicated substantial differences. This was attributed to both, simplicity of some sub-models and usage of guessed values for parameters to which the predictions were sensitive. In the work of Carlson et al. [21] comparisons of the predictions with gas compositions measured at one point inside the gasifier near the outlet indicated a good agreement. To improve the agreement with measurements one third of the formed methane had to be treated as a non-reactive species.

Silaen and Wang [22] developed an ANSYS Fluent CFD model for a two-stage entrained flow coal gasifier and studied in particular the influence of the turbulence model and the turbulent dispersion model parameter. Because the standard k-ε model, the RSM and the SST k-ω model gave similar results, while the results using k-ω model or realizable k-ε model differed from the other ones, Silaen and Wand applied the standard k-ε model as the base model in their studies. They reduced the default value of the turbulent dispersion model parameter avoiding an overprediction of fuel concentrations at the centerline.

Kumar and Ghoniem [23, 24] investigated firstly the influence of the turbulence model on the simulated results of selected test cases for which experimental data were available. Although LES was preferred, it was recommended to use SST k-ω model due to a shorter computing time. Furthermore, they suggested to increase the default model parameter $C_L$ (see Equation 9)
of the particle dispersion model in ANSYS Fluent. Three different entrained flow gasifiers (BYU EFG and two MHI EFGs) were studied to demonstrate the advantage of the SST k-ω model over the standard k-ε model. It was pointed out that an unsteady solver was necessary to compute the entrained flow gasification on a very fine mesh.

Abani and Ghoniem [25] considered also the BYU gasifier and performed both RANS simulations using standard k-ε model and Large Eddy Simulations. It was concluded that LES could describe the unsteady flow structures, the mixing, and the particle dispersion inside the BYU gasifier better than RANS simulations. RANS simulations failed to predict the conversion of the larger particles due to their accumulation near the symmetry axis; the radial dispersion was underpredicted. In addition, they overpredicted the mixing and underpredicted the temperature fluctuations in the combustion zone.

Lu and Wang [26] investigated the influence of the radiation model on the overall results of the simulation of a pressurized two stage entrained flow coal gasification. The CFD model of Silaen and Wang [22] was used and specific functions for the absorption coefficient based on Hottel’s charts and Zhang’s charts were employed. In the sensitivity studies the radiation models available in ANSYS Fluent were tested. It was shown that radiation affected more the inner wall temperatures than the gas temperature predictions and that the P1 model underpredicted the inner wall temperatures although no comparison with experimental data was made. Due to the increase of computing time by using DOM or DTRM and due to the robustness and stability of the P1 model, it was suggested to use the P1 model in future works.

Ku et al. [27] considered various sorts of biomass and carried out sensitivity analysis concerning operating conditions using OpenFOAM. The results were in accordance with the values measured at the exit of the gasifier. The
accuracy of the predictions of Gao et al. [28] and Ku et al. was similar.

To the best of our knowledge, there is no CFD study on entrained flow
gasification of biomass which is complemented by a validation using in-
gasifier measured data. To close this gap, various groups inside and out-
side the frame of the Helmholtz Virtual Institute of Gasification Technology
(HVIGasTech) [29–31] have considered CFD modeling and simulation of en-
trained flow gasification of glycol in the Research Entrained flow GAsifier
(REGA) (see e.g. [30–39]). In a three-part series, we present our current
experimental and modeling results concerning gasification of mono ethylene
glycol (MEG) which we have used as a model fuel. In the first part [40] an
experimental campaign called REGA-glycol-T1 is described. In this paper
we report on simulation of the campaign using RANS based CFD. The third
paper [41] describes Large Eddy Simulations of the same REGA-glycol-T1
campaign.

2. Modeling

2.1. Modeling the gas-phase flow field

The gas-phase of the REGA gasifier has been modeled using the Reynolds
averaged Navier-Stokes (RANS) approach for the closure of the steady state
Navier-Stokes (NS) equations. For the mass and momentum conservation,
the RANS approach leads to the following equations:

\[ \nabla (\rho \mathbf{U}) = \dot{s}_m \]  \hspace{1cm} (1)

\[ \rho (\mathbf{U} \cdot \nabla) \mathbf{U} = -\nabla P + \nabla (\mathbf{D} + \mathbf{T}) + \rho \mathbf{g} + \mathbf{f} \]  \hspace{1cm} (2)

The velocity vector (\(\mathbf{U}\)), the density (\(\rho\)) and the species mass fraction (\(Y_i\))
must be interpreted as Favre averaged values. For a Newtonian fluid, the
stress tensor (\(\mathbf{D}\)) can be related, as a first approximation, to the averaged
velocity gradients, resulting in the Boussinesq approximation. In Cartesian coordinates it can be written in the following form:

\[ D_{ij} = \mu \left( \frac{\partial U_i}{\partial x_j} + \frac{\partial U_j}{\partial x_i} \right) + \delta_{ij} \left( \beta - \frac{2}{3} \mu \right) \frac{\partial U_i}{\partial U_i} \] (3)

The turbulent Reynolds stress tensor \( \mathbf{T} \) has been calculated using the Reynolds stress model (RSM) [42, 43]. Other three simpler standard models, namely the realizable k-\( \epsilon \) [44, 45], standard k-\( \epsilon \) [44, 46] and the SST k-\( \omega \) [47, 48] have also been tested. The source term (\( \dot{s}_{in} \)) in the continuity equation and the force per unit of mass (\( \mathbf{f} \)) in the momentum equation take care of the exchange of total mass and momentum between the droplets and the gas-phase. In the RSM, transport equations for each component of the \( \mathbf{T} \) tensor are solved. The pressure (\( P \)), the density (\( \rho \)), and the temperature (\( T \)) are related to each other through the ideal-gas equation of state.

2.2. Modeling the discrete-phase

For the simulation of the thermal conversion of the MEG, droplets are described using the Discrete Phase Model (DPM). The DPM assumes that the volume fraction of the liquid-phase is small so that interactions among droplets can be neglected. This assumption is surely not satisfied near the atomizer orifice where the liquid jet is still unbroken and secondary atomization is taking place. The simulation of the atomization process is too expansive to be incorporated into the model therefore the initial conditions (droplets velocities and size distribution) are taken from measurements (see Jacobs et al. [30, 40]).

The dispersion of the liquid-phase is simulated in a Lagrangian frame; for
each droplet the following equations are solved:

\[
\frac{dx_p}{dt} = u_p \tag{4}
\]

\[
\frac{du_p}{dt} = a_d + \left(1 - \frac{\rho}{\rho_p}\right) g \tag{5}
\]

where \(a_d\) and \(g\) are the acceleration due to drag force and the acceleration due to gravity. The droplets are assumed to be spherical, therefore the drag acceleration is written as:

\[
a_d = \frac{18 \mu C_D Re_p}{d \rho_p^2} \left| u_{rel} \right| u_{rel} \tag{6}
\]

where \(u_{rel} = u - u_p\) is the relative velocity of the droplets respect to the actual velocity \(u\) of the gas. The actual velocity of the gas is calculated from the Favre averaged gas velocity \(U\) adding a random contribution from the turbulent fluctuations:

\[
u_i = U_i + \xi \sqrt{u_i'^2} \tag{7}
\]

where \(\xi\) is a normally distributed random number. If the assumption of homogeneous turbulence is used, as in the k-\(\varepsilon\) and k-\(\omega\) models, the previous equation is simplified into the following:

\[
u = U + \hat{n} \sqrt{2k} \tag{8}
\]

where \(\hat{n}\) is a random generated unit vector.

The equations of motion (4) and (5) are solved in a given instance of the turbulence for a characteristic lifetime of the eddy defined by

\[
\tau_e = 2 C_L \frac{k}{\varepsilon} \tag{9}
\]

with the constant \(C_L = 0.15\) for the k-\(\varepsilon\) model and \(C_L = 0.3\) for the RSM. In order to increase the accuracy of the model, the equations for each droplet
are integrated 100 times and the results are averaged before passing them to the solver for the gas-phase.

In Equation (6) the droplet Reynolds number \( Re_p \) is defined by:

\[
Re_p = \frac{\rho_d |u_{rel}|}{\mu}
\]  

(10)

and the drag coefficient, \( (C_D) \), taken from [49]:

\[
C_D = a_1 + \frac{a_2}{Re_p} + \frac{a_3}{Re_p^2}
\]  

(11)

The aforementioned model has been originally developed in Sheffield [50–52], implemented in the Fluent software and since then it is an integral part of many CFD codes.

2.3. Species transport equations

The equation for the Favre averaged mass fraction \( Y_i \) of each species \( (i) \) is written as follow:

\[
\nabla (\rho Y_i \mathbf{U}) = \nabla \mathbf{J}_i + \dot{s}_i 
\]  

(12)

where the mass transfer flux \( \mathbf{J}_i \) is given by:

\[
\mathbf{J}_i = \rho D_{i,m} \nabla Y_i + \mathbf{J}_{l,i}
\]  

(13)

with \( \mathbf{J}_{l,i} \) being the unclosed turbulent mass transfer flux. The source term \( \dot{s}_i \) takes into account both, the interaction with the fluid-phase and the chemical reactions proceeding in the gas-phase.

2.4. Energy balance equation

An equation similar to Equation (12) is written for the total energy \( e = h + \frac{u^2}{2} - \frac{v}{\rho} \):

\[
\nabla (\rho e) + \nabla \cdot (\mathbf{U} p) = \Phi + \dot{Q} - \nabla \cdot q + L
\]  

(14)
The rate of work done by external forces ($L$) takes into account the work done during the momentum exchange between the gas-phase and the liquid-phase while $\Phi$ is the dissipation by viscous stress.

The energy flux vector ($q$) consists of several contributions, namely heat transfer due to conduction ($q_c$), turbulent transport ($q_t$), multicomponent heat diffusion ($q_m$) and heat flux due to concentration gradients ($q_D$) (Dofour effect). The thermal conduction is described by the Fourier law:

$$q_c = -k_g \nabla T$$  \hspace{1cm} (15)

where $k_g$ is the thermal gas conductivity. The multicomponent heat transfer rate reads:

$$q_m = \nabla \cdot \left( \sum_j h_j J_j \right)$$  \hspace{1cm} (16)

The Dofour effect as well as the Soret effect are neglected in this work.

In the above equations the two new unclosed turbulent fluxes, $J_{t,i}$ and $q_t$, are modeled using the gradient diffusion hypothesis:

$$J_{t,i} = D_t \nabla Y_i$$  \hspace{1cm} (17)

$$q_t = k_t \nabla h$$  \hspace{1cm} (18)

where the turbulent diffusivity ($D_t$) and the turbulent conductivity ($k_t$) are introduced. Using these two quantities, it is possible to define an effective diffusivity ($D_{eff}$) and an effective conductivity ($k_{eff}$). The effective thermal conductivity is given by:

$$k_{eff} = k_g + \frac{c_p \mu_t}{Pr_t}$$  \hspace{1cm} (19)

where $k_g$, here, is the thermal conductivity of the gas mixture. The default value of the turbulent Prandtl number is 0.85. Turbulent mass transfer is treated similarly:

$$D_{eff,i} = D_{i,m} + \frac{\mu_t}{\rho Sc}$$  \hspace{1cm} (20)
where $Sc$ is the Schmidt number equal to 0.7.

The thermodynamic properties, namely specific heats, viscosity, thermal conductivity and mass diffusivity, are needed and they are calculated using tabulated fittings of measured values or using the kinetic theory of gases. In particular the specific heats are calculated as a function of the temperatures using polynomials [53] and the molecular viscosity for a pure species is calculated using the Sutherland viscosity law with three coefficients. Thermal conductivity is calculated using the kinetic theory of gases with the help of data for the Lennard-Jones potentials. Diffusivity is calculated using a modification of the Chapman-Enskog formula. The need for a multicomponent diffusion is justified considering that good accuracy is required for the calculation of the evaporation rate of MEG using correlation (26).

The temperature of each droplet is calculated solving the energy balance equation assuming lumped capacitance method ($Bi \ll 1$):

$$m_p c_p \frac{dT_p}{dt} = h_p A_p (T_\infty - T_p) + \epsilon_p A_p \sigma (\theta_R^4 - T_p^4) + r_{ev} \frac{dm_p}{dt}$$  \hspace{1cm} (21)

where $c_p$ represents the specific heat capacity of the droplets, $A_p$ the surface area of the droplets, $T_\infty$ the local temperature of the gas-phase, respectively. Radiation is taken also into account using the radiation temperature $\theta_R$, defined by $\theta_R = \left(\frac{G}{4\sigma} \right)^{1/4}$ with $G$ being the total incident radiation; $r_{ev}$ is the specific enthalpy of vaporization for the MEG.

The convective heat transfer coefficient ($h_g$) is evaluated using the correlation [54]:

$$N u = \frac{h_g d_p}{k} = 2.0 + 0.6 Re_d^{1/2} Pr^{1/3}$$  \hspace{1cm} (22)

where $d_p$ represents the droplet diameter, $k$ the thermal conductivity of the continuous phase and $Pr$ is the Prandtl number of the continuous-phase.
Due to evaporation the diameter of the droplets changes following a $d^2$-law:

$$\rho_p \frac{d}{dt} d_p = -6 \cdot \dot{m}_e$$  (23)

The evaporation rate per unit of surface ($\dot{m}_e$) is calculated using the following correlation:

$$\dot{m}_e = k_e \cdot \ln(1 + B)$$  (24)

with $k_e$ the mass transfer coefficient and $B$ [55] the mass transfer number that takes into consideration the Stephan flow:

$$B = \frac{Y_s - Y_s}{1 - Y_s}$$  (25)

The glycol-vapor mass fraction $Y_s$ and $Y_s$ are evaluated at the bulk and at the surface, respectively. At the surface of the droplet, thermodynamical equilibrium is assumed and the partial pressure of glycol-vapor ($p'$) equals the saturation pressure: $p' = p_{sat}(T)$. The mass transfer coefficient ($k_e$) is calculated using a correlation for the Sherwood ($Sh$) number as a function of the Reynolds ($Re_p$) and the Schmidt number ($Sc$):

$$Sh = k_e \frac{d_p}{D_{1,m}} = 2.0 + 0.6Re_p^{1/2}Sc^{1/3}$$  (26)

2.4.1. Radiative heat transfer

The variation of the spectral intensity ($I_\eta$) along an optical path ($s$) due to absorption, emission, and scattering (both, in- and out-scattering) is described by the radiative transfer equation (RTE):

$$\frac{dI_\eta}{ds} = -a_\eta \cdot I_\eta + a_\eta \cdot I_{\eta,b} - \sigma_{\eta,s} \cdot I_\eta + \frac{\sigma_{\eta,s}}{4\pi} \int_0^{4\pi} I_\eta(\vec{s}_i) \cdot \Phi_\eta(\vec{s}_i, \vec{s}) \cdot d\Omega_i$$  (27)

where $a_\eta$ is the gas absorption coefficient, $I_\eta$ is the spectral intensity, $\sigma_{\eta,s}$ is the scattering coefficient, and $\Phi_\eta$ is the scattering phase function. Index $\eta$
emphasizes that the RTE is valid for one single wavenumber $\eta$ only. However, since gas absorption properties and, therefore, the radiation intensity field strongly depend on wavenumber, simplifications for the treatment of gas properties are essential in conjunction with overall CFD calculations. The influence of those simplifications are verified in Section 6.3. Solution of the intensity field, Equation (27), is obtained using a modern form of the discrete ordinates method, e.g. see [56], which is called finite volume method [57, 58]. In this method, the RTE, is solved for a discrete number of solid angles $\Delta \Omega$. Each direction ($i$) has a weight given by its finite solid angle $\Delta \Omega_i / 4\pi$. In this work, a division of 8 polar angles and 8 azimuthal ones per quadrant is used (8x8), which means that the RTE is solved in $4 \cdot 8 \cdot 8 = 256$ discrete directions (axis symmetry). Since the mesh used in this work is unstructured, pixelation [58] is used to minimize the control-angle overhang which means that solid angle are further subdivided for integration over solid angle. In this work a pixelation of 4x4 is used. For more details on the radiation solver, the reader is referred to textbooks [59, 60] or the original publications [57, 58].

2.5. Turbulence-chemistry interaction

Combustion, through heat release, affects the formation and dissipation of turbulence but also the presence of fluctuating fields affects strongly the rate of reactions. The effects of the heat release on the turbulence are believed to be well described by the turbulence models. The temperature rise increases the molecular viscosity, leading to an increase of the dissipation rate ($\epsilon$). Moreover, in the combustion region, the expansion of the gas causes an increase of the velocity, leading to an increase of the kinetic energy ($k$). Gradients of density and pressure create an extra source for the turbulence. In this work, the calculation of the species concentration and the interaction between turbulence and chemistry are modeled using two different
approaches. In the first approach, transport equations for each species are
solved together with Eddy Dissipation Concept (EDC) for the turbulence-
chemistry interaction. The second approach is based on the probability den-
sity function (PDF) of the mixture fraction (here denoted $f$) coupled with a
chemical equilibrium procedure.

2.5.1. The EDC model

The species transport approach is coupled with the EDC model ([61])
for the reaction rates. In order to react, reactants must be mixed at the
molecular level. The smallest scales (eddies) in the turbulent spectrum are
responsible for the mixing at the molecular level. Inside these eddies (called
fine structures) the reactants are well mixed and the structure can be viewed
as a well-stirred reactor. Inside the fine structures the turbulence has no
effect. When the fine structure is destroyed (by the turbulence), then the
reacted gas mixture is released into the surrounding fluid.

The characteristic time scale of the fine structure is calculated from a
model of turbulent energy cascade:

$$\tau^* = \left( \frac{C_2}{3} \right)^{1/2} \sqrt{\frac{\mu}{\rho \epsilon}}$$

(28)

and the fine structure mass to the total mass ratio is:

$$\gamma^* = \left( \frac{3C_2}{4C_1^2} \right)^{3/4} \left( \frac{\mu \epsilon}{\rho k^2} \right)^{3/4}$$

(29)

Mass transfer between the fine structure and the surroundings is given by:

$$\dot{m} = \frac{\gamma^*}{\tau^*} = A \left( \frac{\mu \epsilon}{\rho k^2} \right)^{1/4} \frac{\epsilon}{k}$$

(30)

with the constant $A$ being a function of the constants $C_1$ and $C_2$. For these
constant it was found empirically that $C_1 = 0.135$ and $C_2 = 0.5$, giving for
the constant $A$ the value of 23.66 [61].
The source term for species $i$ in Equation (12) is given by:

$$\dot{s}_i = \rho \frac{\gamma^*}{\tau^*} (Y_{i}^o - Y_{i}^*) \xi$$

(31)

In the above equation $Y_{i}^o$ is the mass fraction of species $i$ in the surrounding fluid entering the fine structure, and $Y_{i}^*$ is the final composition in the fine structure. The factor $\xi$ can be considered to limit the fraction of the fine structure that really reacts. Usually, it is near 1 and in this work its influence is ignored. The composition of the two regions can be related to provide the mean composition in the volume:

$$Y_i = \gamma^* \xi Y_{i}^* + (1 - \gamma^* \xi) Y_{i}^o$$

(32)

Combining the last two equations, the rate of combustion can be written in terms of the mean mass fraction and the fine structure mass fractions:

$$\dot{s}_i = \frac{\gamma^*}{\tau^*} (Y_i - Y_{i}^*) \frac{\xi}{1 - \gamma^* \xi}$$

(33)

2.5.2. The PDF model

Alternatively to the Reynolds-averaging source terms and the transport equations for energy and species, a single-point joint probability density function (PDF) can be derived [62]. The PDF, denoted by $P$, can be considered to be proportional to the fraction of the time that the fluid spends at each species, temperature, and pressure state. The probability function $P$ has $N + 2$ dimensions for $N$ species, temperature, and pressure spaces. When the PDF is known, any thermochemical moment (e.g., the mean temperature, the $RMS$ temperature, the mean reaction rate) can be calculated. The composition PDF transport equation can be derived from the Navier-Stokes equations. In the case of the probability density function for the mixture fraction $f^*$, the general PDF Equation can be simplified further because $f^*$
has no source terms and the dimensionality of the $\mathcal{P}$ is reduced to only three variables: the mixture fraction ($f$), the temperature ($T$) and the pressure ($p$).

Although $\mathcal{P}$ can be evaluated in a lower dimension space, its detailed calculation is still computationally expensive. A less expensive method is to use a presumed PDF. In the present work, the $\beta$-function is used which is mathematically defined as:

$$\beta_{a,b}(f^*) = C \cdot (f^*)^{a-1}(1 - f^*)^{b-1}$$ (34)

where $C$ is the constant that assures the normalization. The two parameters $a$ and $b$ are linked to the first and the second moment of the PDF. If the dimensionality is further reduced by considering $\mathcal{P}$ as a function of the mixture fraction $f$ only, the parameters $a$ and $b$ are calculated using the mean value of mixture fraction $f = \bar{f}^*$ and the mixture fraction variance $\sigma_f = (f^*)^2$:

$$a = f \left( \frac{f(1 - f)}{\sigma_f} - 1 \right)$$ (35)

$$b = (1 - f) \left( \frac{f(1 - f)}{\sigma_f} - 1 \right)$$ (36)

The conservation equation for the mean mixture fraction variance, $(\sigma_f)$ is:

$$\frac{\partial}{\partial t} (\rho \sigma_f) + \nabla \cdot (\rho U \sigma_f) = \nabla \cdot \left( \frac{\mu_t}{\sigma_t} \nabla \sigma_f \right) + C_g \mu_t (\nabla^2 f) - C_d \rho \frac{\varepsilon}{k} \sigma_f$$ (37)

The constants $\sigma_t$, $C_g$, and $C_d$ take the values 0.85, 2.86, and 2.0, respectively.

The influence of temperature on the chemistry is taken into consideration through the enthalpy ($h$), calculated together with the flow-field.

From the definition of the PDF it is possible to derive means and variances for all the other variables. The mean of the species (denoted by $\langle \cdot \rangle$) and the
mean of the density are calculated by:

\[
\langle Y_i(h) \rangle = \int_0^1 \beta(f^*) Y_i(f^*, h) df^*
\]  

(38)

\[
\frac{1}{\rho(h)} = \int_0^1 \beta(f^*) \frac{1}{\rho(f^*, h)} df^*
\]  

(39)

Knowing the PDF and the specific enthalpy \((h)\), the chemical composition can be calculated using a chemical equilibrium procedure for each \(f^*\).

2.5.3. Comments concerning turbulence-chemistry interaction modeling

In modeling gasification processes several requirements must be satisfied by the chemistry-turbulence interaction models. Each turbulence-chemistry modeling approach possesses advantages and disadvantages. What generally is required from such a model can be summarized as follows:

1. Good predictions of the micro-mixing process and consequently a good method for accounting for slow-down of chemical reactions due to turbulent mixing;

2. Correct asymptotic behavior predicting chemical equilibrium at large residence times (see below);

3. Usability, in terms of applicability to complex industrial gasification plants.

The first requirement is fulfilled by both above described models, considering that exothermic reactions are expected to be fast and consequently reaction rates are not everywhere kinetically controlled. Both chosen models are able to predict the slow-down of chemical (laminar) rates in turbulent flows. Generally, the description of the turbulent fluctuations and of the mixing provided by a PDF method is more accurate than the one given by the EDC since more details are retained by the PDF description while the EDC describes the turbulent fluctuations based upon two regions only. A drawback
of the $\beta$-PDF model, in the modeling of the REGA reactor, is its inadequacy of simulating mixing of three streams. In REGA (see [40]) the stream of evaporating glycol is mixed with the gasification medium (oxygen enriched-air) and with recirculated and partially converted syngas. Since evaporation is slower than the entrainment (mixing with the recirculated syngas), even if the recirculation is strong, the inaccuracy introduced should be small. This may not be correct in the near burner region where the atomization process governs the mixing.

The second requirement is related to the need to let the water gas shift reaction (WGSR) reach the equilibrium. In combustion problems, the WGSR is important inside the flame hot spots only. In gasification systems, the WGSR equilibrium is reached at lower temperatures. The PDF method equipped with chemical equilibrium provides a way to reach equilibrium in any conditions however, the EDC does not possess this property. In the EDC, the reaction rates are limited by the local turbulent time scales. Since the standard implementation of EDC is based on quantities locally calculated in each cell, there is no memory of previously achieved molecular mixing and when a local turbulent time scale increases, because of laminarization or natural turbulence decay as in convective regions, the chemical reactions do not have anymore the possibility to reach equilibrium in the gas-phase. As a lemma of this analysis, models based only on turbulent mixing as the Eddy Break Up model [63], or the mixed-is-burned model, not implementing chemistry, do not reproduce accurately the reaction rates and they are inadequate for gasification modeling.

The advantage of the species transport model coupled with the EDC manifests itself in its adaptability to complex geometrical arrangements pertinent in industrial applications. The implementation of the PDF method
discussed here is based on one single mixture fraction. One mixture fraction is enough for the simulation of the gasification of pure MEG, as in this paper, but it is not enough for the simulation of, for example, slurry (oil + char) gasification. Increasing the number of mixture fractions is mathematically feasible but the resulting model requires more computational power.

A drawback of the PDF model implemented for this work is the use of chemical equilibrium in regions where finite rate chemistry plays a role.

2.6. Glycol decomposition and gas-phase reactions

The chemical reactions used in the EDC can be written in the following way:

\[ \sum_r \nu_r M_r \rightleftharpoons \sum_p \nu_p M_p \]  \hspace{1cm} (40)

where the index \( r \) refers to the reactants and \( p \) to the products. The forwards and the backwards reaction rates are written generally in the following way:

\[ \frac{1}{\nu_r} \frac{d[M_r]}{dt} = - \sum_j k_{j,f} \prod \text{forward \ } [M_j]^{\alpha_j} + \sum_j k_{j,b} \prod \text{backward \ } [M_b]^{\alpha_b} \]  \hspace{1cm} (41)

The rate constants are expressed using the Arrhenius form:

\[ k_{f,b} = AT^b \exp \left( -\frac{E}{RT} \right) \]  \hspace{1cm} (42)

In the previous equations all the concentrations are expressed in \( \text{kmol/m}^3 \) while the time is in second. The unit for the Arrhenius rate constant \( A \) changes accordingly to each reaction. The following reaction sequence is considered:

1. thermal decomposition of MEG molecules. MEG vapor decomposes into a gas containing CO, CO\(_2\), CH\(_4\), H\(_2\), H\(_2\)O

\[ R1 : \text{C}_2\text{H}_6\text{O}_2 \rightarrow \text{CO}, \ \text{CO}_2, \ \text{CH}_4, \ \text{H}_2, \ \text{H}_2\text{O} \]
2. reactions with $O_2$:

b1) partial oxidation of MEG-vapor in gas-phase

$$R2 : C_xH_yO_z + \zeta O_2 \rightarrow \zeta_1 CO + \zeta_2 H_2 + \zeta_3 CO_2 + \zeta_4 H_2O$$

b2) oxidation of decomposition products and syngas components

$$R3 : H_2 + 0.5O_2 \rightarrow H_2O$$

$$R4 : CO_2 + 0.5O_2 \rightarrow CO_2$$

$$R5 : CH_4 + 0.5O_2 \rightarrow CO + 2H_2$$

3. reforming / gasification reactions.

$$R6 : CO + H_2O \rightleftharpoons CO_2 + H_2$$

$$R7 : CH_4 + H_2O \rightleftharpoons CO + 3H_2$$

Two global kinetics mechanisms have been used. The HVI1 mechanism (see Table 1) has been derived using both the detailed mechanism of Hafner et al. [32] for glycol decomposition and the GRI3.0 mechanism [64] for oxidation of C1 to C3 hydrocarbons. The second mechanism, named here as extended-Jones-Lindstedt (eJL) mechanism (see Table 2), has been composed by adding the first two reactions (eJL-1 and eJL-2), derived from Hafner et al. [32] mechanism, into the known Jones-Lindstedt mechanism [13].

In the original paper [13] two equations for the eJL-4 rate have been given. In this work we use:

$$\frac{d[H_2]}{dt} = -k_4 \cdot \frac{[H_2]^{0.5}[O_2]^{2.25}}{[H_2O]}$$

since it is supposed to be more accurate than the other one [13]. One should realize that the original JL mechanism has been developed for methane combustion in lean mixtures, in other words, not for substoichiometric oxidation.
Table 1: The HVI1 mechanism for MEG gasification

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Rate Coefficient ( A )</th>
<th>Pre-Exponential Factor ( b )</th>
<th>Activation Energy ( E ) / ( \text{kJ mol}^{-1} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>HVI1-1 ( \text{C}_2\text{H}_6\text{O}_2 \rightarrow 9\text{H}_2 + 7\text{CO} + \text{H}_2\text{O} + \text{CH}_4 )</td>
<td>( 9.31 \cdot 10^{13} )</td>
<td>0.0</td>
<td>2.684</td>
</tr>
<tr>
<td>HVI1-2 ( \text{CH}_4 + 1/2\text{O}_2 \rightarrow \text{CO} + 2\text{H}_2 )</td>
<td>( 1.5811 \cdot 10^{14} )</td>
<td>0.0</td>
<td>2.512</td>
</tr>
<tr>
<td>HVI1-3 ( \text{CO} + 1/2\text{O}_2 + \text{H}_2\text{O} \rightarrow \text{CO}_2 + \text{H}_2\text{O} )</td>
<td>( 3.1623 \cdot 10^{11} )</td>
<td>0.0</td>
<td>1.256</td>
</tr>
<tr>
<td>HVI1-4 ( \text{H}_2 + 1/2\text{O}_2 \rightarrow \text{H}_2\text{O} )</td>
<td>( 2.8464 \cdot 10^{14} )</td>
<td>0.0</td>
<td>2.592</td>
</tr>
<tr>
<td>HVI1-5 ( \text{CH}_4 + \text{H}_2\text{O} \rightleftharpoons \text{CO} + 3\text{H}_2 )</td>
<td>( 1.7 \cdot 10^{10} )</td>
<td>0.0</td>
<td>2.300</td>
</tr>
<tr>
<td>HVI1-6 ( \text{CO} + \text{H}_2\text{O} \rightleftharpoons \text{H}_2 + \text{CO}_2 )</td>
<td>( 8.5 \cdot 10^9 )</td>
<td>0.0</td>
<td>2.040</td>
</tr>
</tbody>
</table>

However, the mechanism has been frequently used [6, 20, 21, 24, 65, 66] in modeling of entrained flow gasification of a variety of fuels beginning with coal [65] and ending up with black liquor [20, 21] since there are hardly any other mechanisms available. Thus, the objective is to examine applicability of the eJL mechanism to the REGA-glycol-T1 gasification experiment.

The rate of MEG-vapor decomposition (reactions HVI1-1 and eJL-1) is also calculated using the EDC. In this case the EDC does not consider the mixing of different reactants (not needed for this kind of reaction) but takes into account the heating up of the MEG due to the turbulent mixing. With the assumption of the Lewis number equal to unity, the mathematical expression for the reaction rate does not differ from the one of other reactions.

When the EDC is used a direct integration of the rate equations inside the fine structures has been adopted. Techniques of using tabulated values for the chemistry (for example the ISAT table) has not been used in order to avoid the introduction of extra inaccuracies into the calculations.
### Table 2: The extended Jones-Lindstedt (eJL) mechanism for MEG gasification

<table>
<thead>
<tr>
<th>Reaction</th>
<th>A</th>
<th>b</th>
<th>E / (10^8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>eJL-1 (4\ C_2H_6O_2 \rightarrow 9\ H_2 + 7\ CO + H_2O + CH_4)</td>
<td>(9.31 \cdot 10^{13})</td>
<td>0.0</td>
<td>2.684</td>
</tr>
<tr>
<td>eJL-2 (C_2H_6O_2 + O_2 \rightarrow 2\ CO + 2H_2O + H_2)</td>
<td>(4.3975 \cdot 10^{10})</td>
<td>0.0</td>
<td>1.256</td>
</tr>
<tr>
<td>eJL-3 (CH_4 + 1/2\ O_2 \rightarrow CO + 2\ H_2)</td>
<td>(4.4 \cdot 10^{11})</td>
<td>0.0</td>
<td>1.256</td>
</tr>
<tr>
<td>eJL-4 (2H_2 + O_2 \rightleftharpoons 2\ H_2O)</td>
<td>(2.5 \cdot 10^{16})</td>
<td>-1</td>
<td>1.6747</td>
</tr>
<tr>
<td>eJL-5 (CH_4 + H_2O \rightarrow CO + 3\ H_2)</td>
<td>(3.0 \cdot 10^{8})</td>
<td>0.0</td>
<td>1.256</td>
</tr>
<tr>
<td>eJL-6 (CO + H_2O \rightleftharpoons CO_2 + H_2)</td>
<td>(2.75 \cdot 10^{9})</td>
<td>0.0</td>
<td>0.838</td>
</tr>
</tbody>
</table>

3. Inlet and boundary conditions for REGA-glycol-T1 campaign

The REGA-glycol-T1 experiment has been simulated using a 2D axisymmetric solver with a discretization of the computational domain using roughly \(10^5\) unstructured cells. Mesh sensitivity has been performed and computational runs using structured meshes have also been carried out. The number of cells has been determined by the accuracy needed inside the flame where steep gradients are present (cell size \(\simeq 0.1\) mm). The inputs of the model for REGA-glycol-T1 experimental run (see [40]) are summarized in Table 3.

<table>
<thead>
<tr>
<th>MEG</th>
<th>(\dot{m}_{\text{MEG}})</th>
<th>(\frac{\text{kg}}{\text{h}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nitrogen</td>
<td>(\dot{m}_{N_2})</td>
<td>(\frac{\text{kg}}{\text{h}})</td>
</tr>
<tr>
<td>Oxygen</td>
<td>(\dot{m}_{O_2})</td>
<td>(\frac{\text{kg}}{\text{h}})</td>
</tr>
<tr>
<td>TOTAL</td>
<td>31.29</td>
<td>(\frac{\text{kg}}{\text{h}})</td>
</tr>
</tbody>
</table>

Table 3: Inputs for the simulations of the REGA-glycol-T1 campaign (see Table A1 in [40])

Both the air infiltrating the reactor and the nitrogen purge (see [40]) are injected together with the atomizing medium, resulting in a gas flow of...
18.73 kg. The oxygen represent then 0.516 % mass fraction (0.483 % mole fraction) of the total gas input into the reactor.

The walls of the REGA has been electrically heated. For the heating elements a fixed temperature of $\vartheta_{he} = 1200^\circ$C has been assumed. The heating elements are placed inside the lateral wall at a depth of $\delta_w = 50$mm, and the heat transfer through this layer has been calculated using the Fourier law for a cylindrical wall:

$$\dot{q}_w = 2\pi k_w \frac{T_{he} - T_w}{\ln R_2/R_1}$$

(44)

with $\dot{q}_w$ the specific heat flux through the wall, $k_w = 2.5 \frac{\text{kW}}{\text{mK}}$ the thermal conductivity of the refractory material, $T_w$ the temperature of the internal surface and $R_1$ and $R_2$ are appropriate radii.

The no slip velocity condition is assumed at the walls. This condition creates a boundary layer that requires fine cells near the walls to be adequately resolved. To avoid the exact solution of the near wall effects and consequently minimize the cell number requirement, the wall function approach is used. In the simulations, the smooth regime is always used, neglecting roughness effects. Since in the performed simulations the wall $y^+$ is smaller then 30 the two layer model where the linear viscous region is resolved together with the logarithmic turbulent region and a blending function is used [67]. Similar approach using a law-of-the-wall has been used also to resolve the boundary layer for the enthalpy and for the species.

3.1. Inlet conditions for the spray modeling

The MEG droplets diameter distribution has been taken from measurements [40] and fitted into the Rosin-Rammler function (see Figure 1). In the figure both mass based and volume based distributions are presented. The parameters for the mass based Rosin-Rammler distribution take values of
$D_{\text{mean}} = 100.9 \, \mu m$ and $n = 1.776$. The volume based distribution (Function Gamma in Figure 1) is used in radiation calculations presented in Section 6.4. Droplets are injected with a velocity of $U = 10 \, m/s$ with injection directions distributed uniformly in a cone of $\alpha = 10^\circ$ half angle.

![Figure 1: Fitting of the droplet diameter distributions](image)

**4. Results**

Figure 2 shows the calculated stream lines, for the HVI1 chemistry model in the upper part, the extended JL model in the middle (both combined with the EDC) and for the PDF model (combined with equilibrium) in the lower part; the RSM has been used for turbulence. The near burner region shows a strong outer recirculation zone where the syngas is brought back to the burner and mixed with both the oxygen enriched-air (the gasification medium) and the glycol spray issued from the burner. All the models predict qualitatively the same pattern with similar figures for the total recirculated
mass. The recirculation predicted by the HVI1 model has a strength of $130 \frac{kg}{h}$, corresponding to about 7 times the amount of the enriched-air injected into the reactor (about 4 times the total mass flow injected into the reactor), and it extends up to $z = 840$ mm distance from the burner. The extended JL model predicts the length of the recirculation zone to be 910 mm. The PDF model predicts a stronger recirculation zone with a strength of $135 \frac{kg}{h}$ and a 800 mm length. The predictions of the PDF model differ also in the region downstream of the recirculation zone, where the stream lines are more open than in the predictions of the EDC based models.

![Streamlines predicted by three chemistry models (RSM used for turbulence)](image)

The measurements [40] have been taken in radial direction at two distances from the burner, at $z = 300$ mm ($z_1$) and at $z = 680$ mm ($z_2$) and along the reactor axis. Figure 3 shows contours of the CFD-calculated temperature (Bottom) and the temperature profile along the axis (Top). The good agreement, for all the calculations presented, is an indication of the correctness of the adopted thermal boundary conditions.

In Figure 4 the gas temperatures (left) and the composition (right) are shown at five distances from the burner. All the models show the same general features while differences appear in details. Up to 150 mm from the
burner, a cold (thin) core is formed in the middle of the reactor, where glycol
droplets are present. Around this cold core a thin (hot) flame is predicted by
all the models. Both EDC models show a similar flame structure with the eJL
model predicting a longer flame while the HVI1 model predicting a slightly
hotter region. The predictions of the PDF model are substantially different
in the first 200 mm from the burner. The mixing between the streams is
quicker and it is accomplished within the first 50 mm from the burner (for
both runs using the EDC model a figure of 100 mm is applicable). As a
consequence of the faster mixing and the chemical equilibrium assumption,
ignition takes place very close to the burner, at the outer edge of the oxy-
gen enriched-air jet. Figure 3 shows clearly the absence of a cold (conical)
region in the PDF calculations. An immediate ignition of glycol-vapor re-
sults in a high temperature region also on the axis and this high temperature
drives further evaporation (endothermic process) with a subsequent decrease
in temperature, clearly seen in Figure 3.

The maximum temperature predicted by the HVI1 model is $T_{\text{max}} = 2867$
K while the eJL model predicts $T_{\text{max}} = 2775$ K. Both temperatures are
high for the absence of radicals in the mixture. Inside the flame, in the
first 100 mm from the burner, the PDF model, due to the coupling with
chemical equilibrium calculations, predicts up to 2% radicals, not taken into
consideration in the global mechanisms. As a consequence, the PDF model
predicts the maximum temperature of $T_{\text{max}} = 2497$ K which is substantially
lower than the predictions of the other two models.

From the comparisons presented in Figure 4, it is possible to see that
both EDC models predict very accurately the temperature and composition
of the gas at $z_2 = 680$ mm. The HVI1 mechanism slightly overpredicts the
methane concentration at $z_2 = 680$mm, while at traverse $z_1 = 300$ mm the
Figure 3: Top: Measured and predicted gas temperature along the gasifier axis. Bottom: raster plot of the CFD-calculated temperatures

predictions are very accurate. The temperatures are well reproduced by all the calculations. The eJL mechanism predicts higher temperatures on the axis while the species concentrations are not as flat as the measurements indicate. It is worthy noticing that the extended JL mechanism does not reproduce correctly the CO to CO$_2$ ratio near the axis: the measurements indicate higher carbon monoxide than carbon dioxide concentrations while the extended JL shows the opposite. This mechanism predicts a longer flame and at 300 mm traverse the gas composition reflects more combustion than gasification.
Figure 4: Temperature (Left) and Composition (Right) radial profiles.
Figure 5: Glycol-vapor decomposition rates: $\text{MEG} \rightarrow \text{CO} + \text{H}_2 + \text{H}_2\text{O} + \text{CH}_4$. The contours are colored by reaction rate (Top) and by gas temperature (Bottom).

5. Discussion

5.1. Structure of the reaction zones

In Figure 4 the radial profiles of temperature and the species concentration are presented at several traverses namely at $z = 100$ mm, $z = 150$ mm, $z = 200$ mm, $z = 300$ mm, $z = 680$ mm. The temperature and the concentrations in the last two traverses have been used previously for the validation of the model. The results in the first three traverses, even if no measurements could have been done, will be used to infer the structure and the length of the reaction zone.

Both models show that in the recirculation zone no chemical reactions are taking place. While the chemical composition of the flame is similar, differences are observable at $z = 200$ mm where, for the HVII model, the oxidation zone is completed while, for the eJL mechanism, it is still going on.

Figure 5 shows the contours of the glycol-vapor decomposition rates (in $\text{kmol} \cdot \text{m}^{-3} \cdot \text{s}^{-1}$); the contours are clipped with a 1% iso-line of maximum value. The glycol-vapor decomposition reaction (HVII-1 and eJL-1) is the same in both
HVI1 and eJL mechanisms. Therefore the characteristics of the MEG decomposition are similar in both simulations. The decomposition is quick and confined to a small region shown in Fig 5. The simulations using the HVI1 mechanism show a more elongated glycol decomposition region with a maximum decomposition rate around \( z = 150 \text{ mm} \), at a temperature of \( T \approx 1200 \text{ K} \) with most of the decomposition occurring well above \( T \approx 2000 \text{ K} \) (up to \( T \approx 2800 \text{ K} \)). Around 10% of oxygen is present at the onset of the decomposition. The extended JL mechanism predicts a more concentrated decomposition region at around \( z = 200 \text{ mm} \) starting at much higher temperatures of \( T \approx 1800 \text{ K} \) up to a maximum temperature of \( T \approx 2800 \text{ K} \). Oxygen is still present with a concentration around 20%, which is higher than in the case of the HVI1 mechanism. Both mechanisms predict no glycol decomposition in the close vicinity of the MEG injection.

In the eJL mechanisms glycol-vapor can be oxidized by \( \text{O}_2 \) (reaction eJL-2). The calculations show that even if oxygen is present and the temperature is high enough at the onset of the MEG decomposition region, the influence of the oxygen is negligible. Only a small fraction of the glycol-vapor (2%) reacts directly with oxygen; most of the glycol (98%) is decomposed following the R1 reaction (HVI1-1 and eJL-1).

The methane created by the glycol decomposition can react further either with oxygen or with water-vapor or both. The contour plot of rate with water-vapor is presented in Figure 6. In the case of the eJL mechanism, \( \text{CH}_4 \) reacts quickly with oxygen and then later, slower, with water. At the outlet of the reactor all the methane has been decomposed and no methane is recirculated back into the the MEG jet. Using the HVI1 mechanism, the overall conversion of methane is slower and at the REGA outlet \( 0.06 \frac{kg}{h} \) (0.2% by mass, wet) are still present. For comparison, \( \text{CH}_4 \) is created during the
glycol-vapor decomposition at a rate of $0.8 \frac{k_2}{k_1}$. The methane remains then in the recirculation zone and reacts with the oxygen and the water-vapor present in the thin flame where the temperature is high. Therefore, the region in which methane reacts with water-vapor is more extended, if eJL mechanism is used.

The methane reaction with oxygen is in both mechanisms quicker than the reaction with water-vapor and the oxidation predicted by the HVII mechanism is much quicker than the one predicted by the JL mechanism. For both mechanism as soon as methane and oxygen are present together, they react quickly. For the HVII mechanism the oxidation of methane is present all over the thin flame while for the extended JL only at the tip of the flame. This is linked to the previous observation that in the calculations with the eJL mechanism no CH$_4$ reach the base of the flame due to quicker reactions with water-vapor.

In the thin flame region the combustible gas entrained from the recirculation zone is at stoichiometric conditions while the oxygen is present in the atomization medium. In this thin flame region, combustion of carbon monox-
ide and hydrogen takes place in parallel with the oxidation of methane.

From the above discussion it is evident that the oxidation reactions are responsible for the small thin flame formed at the top of the reactor, while the glycol decomposition together with the homogeneous WGSR determine the syngas composition.

Figures 3 and 4 show the WGSR equilibrium temperature introduced in Part I [40], together with the gas temperature. The WGSR equilibrium temperature is lower than the gas temperature mainly in the gasification zone. It is to infer that the eJL mechanism leads quicker to equilibrium than the HVI1 mechanism.

The main gaseous species are generated by thermal cracking (reaction R1), and the concentration of MEG, still in the liquid-phase, is shown in Figure 7. All three models predict presence of liquid-glycol downstream the main oxidation region.

![Figure 7: MEG concentration in liquid-phase](image)

Evaporation histories of four different droplet sizes (namely 20 µm, 50 µm, 100 µm and 200 µm) are shown in Figure 8. The simulation with the eJL mechanism predicts twice longer evaporation times explaining then the difference in the liquid concentrations already seen in Figure 7. In Equation
Figure 8: (Top) Mass of evaporated glycol (integrated over reactor cross-section) as a function of the axial distance from the burner; complete evaporation at 12.56 kg/h (Bottom) Evaporation histories of droplets of various diameters: \(d_p = 200\, \mu m\), \(d_p = 100\, \mu m\), \(d_p = 50\, \mu m\) and \(d_p = 20\, \mu m\)

(24), to a first order, the evaporation rate is a function of the difference between the saturated pressure (function of the droplet temperature only) and the partial pressure of glycol-vapor. In the gasification region the concentration of MEG in the vapor-phase is for the simulation with the eJL mechanism twice larger than those calculated by the HVI1 mechanism. The rate for the MEG decomposition is described in both models using the same expression, but the lower gas temperature calculated using the eJL mechanism is responsible for the aforementioned difference.

6. Sensitivity Analysis

A sensitivity analysis has been performed in order to identify the key sub-models and model coefficients affecting the predictions.
6.1. Turbulence models

The standard k-\( \epsilon \) model, the realizible k-\( \epsilon \) and the SST k-\( \omega \) have been used in place of the more advanced RSM.

It is recognized that the standard k-\( \epsilon \) model is weaker than other, more advanced turbulence models, in predicting accurately the spread of free round (and planar) jet. Both the realizible version of the k-\( \epsilon \) and the k-\( \omega \) model are superior in predicting this kind of flow structure.

When various turbulence models are applied to the REGA reactor, most of the differences can be seen in the flow-field only, as shown in Figure 9. For all the simpler models the strength of the recirculation increases from \( \dot{m} = 130 \) to \( \dot{m} = 144 \text{ kg/h} \); in the case of the standard k-\( \epsilon \) model a wider jet is predicted, as shown in Figure 9 (Left). Despite of these velocity differences the composition of the gas-phase changes only slightly as presented in the same figure (Right). This effect can be understood when comparing the time scale of the small eddies \( \tau^* \) (see Equation 28) and the fraction of the fine structure \( \gamma^* \) (see Equation 29). Both quantities are functions of the turbulent energy (k) and the dissipation rate (\( \epsilon \)) and the differences inside both reaction zones are about 10\%. If the goal of the simulations is to correctly predict the chemical composition of the syngas, the choice of the turbulence model is irrelevant.

6.2. Droplets initial conditions

The results of the calculations are sensitive to changes in quantities related to the droplets. The diameter distribution, the momentum of the droplets and the properties of the liquid MEG should be known with a good accuracy.

The diameter distribution has been changed, adopting a distribution with a twice bigger mean diameter \( d_{\text{mean}} = 200 \mu \text{m} \), and a second distribution with
Figure 9: Axial velocities (Left) and composition (Right) predicted using the RSM and three other turbulence models. All the models use the HVI1 chemistry (see Table 1)
twice smaller mean diameter \( d_{\text{mean}} = 50 \mu m \). The spread parameter has been kept constant for both calculations. The direct effect of the aforementioned changes is the change of the droplets evaporation rate and as a consequence shifting of the evaporation region. Droplets are heated up mainly by convection and therefore for quick evaporation they have to leave the cold region present in the center of the reactor. As Figure 8 clearly shows (using the HVII model), the adopted diameter distribution in the main calculations \((d_{\text{mean}} = 100 \mu m, n = 1.776)\) provides already the conditions for quick evaporation. Therefore, reducing the mean diameter by a factor of two, brings no major changes to the predictions.

On the contrary, by using a distribution with diameters increased by a factor of two, more liquid droplets tend to evaporate outside the hot thin flame region. The calculations do not show significant changes in the flow-field and only small changes in the flame are found. More observable differences appear in the composition of the recirculation zone and in the characteristics of the gasification region. Due to slower evaporation rates, the peaks present just outside the flame are flattened out. The tip of the flame has a slightly different form and 300 K higher temperatures since the endothermic evaporation process is not as intensive as in the standard calculations. The composition of the recirculation zone changes slightly, with the concentration of \( CO_2 \) decreasing (in vol. dry) from the previously found value of 25% to 22.5% (% vol. dry) and the CO increasing from 20% to 23% (% vol. dry). Also the mole fraction of the hydrogen decreases from 18% to 16% (% vol. dry).

Particularly important is the determination of the molecular diffusion of glycol-vapor as a function of temperature, needed for the determination of the evaporation rate (see Equation (24)). Since a change in the diffusivity
leads to a quicker or a slower glycol evaporation, the consequences of using an inaccurate value are similar to the effects observed using smaller or bigger droplets.

6.3. Gas radiation properties

For the solution of the radiative transfer equation, Equation (27) in Section 2.4.1, radiative transfer coefficients have to be determined. As already stated, the RTE is valid for one single wavenumber only. In principle, the RTE must be solved for each wavenumber and then integrated over the whole wavenumber range to yield the total intensity \( I = \int I_\eta \cdot d\eta \). The gas absorption spectra of \( \text{H}_2\text{O}, \text{CO}_2, \) and \( \text{CO} \) consists of several million individual spectral absorption lines. Different models exist which differ in CPU time requirement and accuracy. The most accurate is the line-by-line model which considers each individual absorption line using spectral databases like HITEMP-2010 [68] with a typical resolution of \( \Delta \eta = 0.01 \text{ cm}^{-1} \).

In this work a gray-gases model (WSGGM) [69] has been developed based on accurate spectral line-by-line calculations using HITEMP-2010 database [68]. In this approach, the RTE is solved for each gray band \((k)\) separately, and weighted by its temperature weighting function \((w_k)\). Assuming negligible scattering, the RTE can then be written for each gray-gas [70]:

\[
\frac{dI_k}{ds} = -a_k \cdot I_k + w_k \cdot a_k \cdot I_b
\]  

(45)

Summation over all contributions yields to the total intensity \( I = \sum I_k \).

The same method, as described in [37–39], has been used to calculate absorption spectra as a starting point for the calculation of emissivity as a function of temperature for different pressure-path lengths \( p_a \cdot L \) where \( p \) is the sum of partial pressures of all radiatively participating molecules and \( L \) is the optical path length. In the WSSGM the total emissivity is calculated
using:

$$\varepsilon^{\text{tot}} = \sum_{k=0}^{N_g} w_k(T) \cdot [1 - \exp(-a_k \cdot p_a \cdot L)]$$ (46)

where $N_g$ is the number of gray-gases, $w_k$ is the temperature scaling function of gas $k$, $a_k$ is the pressure-based absorption coefficient of pseudo gas $k$, and $p_a \cdot L$ is again the pressure path-length.

Taking into account three radiatively active gases, namely H$_2$O [39], CO$_2$ [37], and CO [71, 72], the pressure path-length ($p_a \cdot L$) is given in the form:

$$(p_a \cdot L) = P_t \cdot (x_{\text{H}_2\text{O}} + x_{\text{CO}_2} + x_{\text{CO}}) \cdot L$$ (47)

Using this definition we have produced an emissivity chart at atmospheric pressure, i.e. emissivity as a function of temperature for different pressure path-lengths, where the temperature has been varied between 450 K and 2950 K while the $(p_a \cdot L)$ values have been logarithmically varied between 0.001 bar cm to 6000 bar cm at 30 discrete values.

The mean values of the molar fractions corresponding to the REGA gasifier have been used for the calculation of each absorption spectrum.

While producing the emissivity chart, Figure 10, the carbon monoxide content in the line-by-line calculated absorption spectra is set to a constant value of $x_{\text{CO}} = 0.18$. The remaining parameter is then the mixing ratio of $\text{MR} = x_{\text{H}_2\text{O}} / x_{\text{CO}_2}$. Figure 10 shows the line-by-line calculated emissivity chart as well as the values calculated using the fitted WSGGM using 5 gray-gases (plus a clear-gas, $N_g = 5$) and the 6-th order weighting polynomials.

The developed WSGGM differs by 0.017 % ± 1.272 % from the line-by-line model. The same procedure has been used to fit this model to charts calculated at molar ratios $\text{MR} = 1.5 \ldots 3.3$ by altering the amount of CO$_2$.

Altogether 13 WSGGM have been produced, each model with an accuracy of ±6 %. The produced sets of tabulated values have been implemented into
Figure 10: Example of a fitted WSGGM using 5 gray-gases (plus a clear-gas) and a 6th order polynomial for the weighting function. Emissivities calculated using the fitted WSGGM differ by 0.017 % ± 1.272 % from the line-by-line calculated values.
the radiation solver and in each computational cell radiative properties are evaluated using the local composition (mixing ratio).

The CFD calculations have been carried out using either a constant emissivity, determined using a typical gas composition inside the gasifier and a typical temperature, or the developed WSGGM is used which facilitate a variable absorption. The constant absorption coefficient \( (a) \) for the DO solver is then calculated through the mean beam length \( (L_{eq}) \):

\[
a = -\frac{\ln \left(1 - \varepsilon \right)}{L_{eq}} = 0.53 \, m^{-1}
\]

In what follows, the calculation using the constant absorption coefficient is used as a reference case. Figure 11 shows the change in absorption coefficient for the reference calculation and the usage of the WSGGM. The absorption coefficient in case of the WSGGM is an average value calculated through:

\[
\bar{a} = p_a \cdot \sum_{k=0}^{5} w_k(T) \cdot a_k
\]

It can be seen that the absorption coefficient is larger than the constant value \( (0.53 \, m^{-1}) \) almost throughout the whole domain. Since the absorption coefficient is related to the temperature, as shown in Figure 11, the value calculated using the WSGGM is smaller at elevated temperatures while it is larger at low temperatures, if compared to the assumed constant value of \( 0.53 \, m^{-1} \). The radiation flux incident on the walls changes only slightly and most of the changes are in the near-flame region. The radiation source changes especially in the flame region but, the effect on the temperature field is small since in this region the energy source due to the chemical reactions is much larger (around two orders of magnitude) if compared to the radiative contribution. Furthermore, in the flame-core region there are plenty of MEG droplets that contribute to the radiation.
Figure 11: Effect of the WSGGM on (i) the absorption coefficient, (ii) the temperature field, (iii) the wall incident radiation, and (iv) the gas radiation source term.
Figure 12 shows the wall incident radiation, the radiative as well as total (radiative plus convective) heat flux to the inner wall of the REGA reactor, and the inner wall temperature. Due to the WSGGM the surface incident radiation is increased in the near-flame region so that the wall temperature is also slightly increased. As can be seen in Figure 12, the radiative heat flux to the wall significantly increases whereas the total heat flux increases to a lesser extent since due to the higher wall temperature the convective heat transfer decreases. The total heat flux to the wall (radiation + convection) is 34.22 kW (reference case) and 36.17 kW (WSGGM), whereas for the radiative heat flux alone values of 26.41 kW (reference case) and 33.59 kW (WSGGM) are applicable so that in case of the WSGGM the contribution of radiation is more pronounced if compared to the convective part.

6.4. Absorption and Scattering on droplets

Besides the gas radiation, also the contribution of the droplets must be taken into account. In contrast to gaseous molecules, droplets do not only emit and absorb but also scatter radiation. Assuming spherical droplets, scattering coefficients can be calculated using the Mie-Lorentz theory [59, 73]; the absorption coefficient depends on the droplet diameter or more precisely on the diameter distribution (see section 3.1). Calculations of the volume fraction using the determined diameter distribution for REGA-glycol-T1 conditions have shown that the scattering can be treated as independent [59] and the scattering inside the small cell volume take place on single droplet.

The absorption and the scattering coefficients on a single particle generally depend on the size parameter \( x = \pi \cdot D \cdot \eta \) and the complex index of refraction \( m \) which, for glycol, is taken from Sani and Dell' Oro [74]. For details on the calculation, the reader is referred to [59, 73].

The absorption as well as scattering coefficients are calculated during the
Figure 12: Effect of the WSGGM on (i) the wall surface incident radiation, (ii) the radiative as well as (iii) the total (radiation + conduction) heat flux to the wall, and (vi) the wall temperature.
droplets tracking and are evaluated as mean values for all droplets; the phase function is taken as a fluid property so that one function is used only.

It should be emphasized that the calculations are based on the inlet droplet size distribution. Due to the droplet evaporation, the real distribution is tilted towards smaller diameter resulting in a more isotropic phase-function.

In the reference calculation, we have used a constant particle absorption coefficient of $Q_{\text{abs}} = 0.5$ and isotropic scattering, i.e. a constant phase function of $\Phi = 1$, whereas in the modified case, we have included the particle absorption coefficient as a function of droplet diameter for a source temperature of 1400 K.

In Figure 13 the differences between the two approaches are shown. It can be seen that, since the droplets are almost completely evaporated at a distance of 50 cm, the contribution of the droplet radiation to the radiative heat transfer is negligible. Neither the particle radiation source term nor the incident radiation nor the gas temperature change due to the extended model. The particle radiation source term exhibits a large maximum value if compared to the gas radiation source term but this observation is valid at the droplet injection point only. Due to the different absorption coefficients, the evaporation rate of the droplets might be influenced resulting in a slightly different gas composition. However, at 300 mm distance, such differences in radiation invoke 0.05% changes in gas composition.
Figure 13: Influence of the Mie-theory-based particle radiation model on (Top) the particle radiation source term, (in plotting limited to a minimum value of 10 kW/m²), (Center) the wall incident radiation, and (Button) the gas temperature. (Const.) simulations performed using a constant ($\alpha = 0.53 \text{m}^{-1}$) absorption coefficient; (Mie-Theory) simulations performed using absorption and scattering coefficients calculated using Mie Theory (see Text)
7. Conclusions

We have carried out CFD simulations of REGA-glycol-T1 experimental campaign [40] concerning gasification of glycol in an oxygen-nitrogen mixture at an absolute stoichiometry of 0.74. In the steady-state RANS-based simulations, the reacting flow-field has been computed using a number of turbulence models while turbulence-chemistry interactions have been modeled using either the Eddy Dissipation Concept (EDC) or the presumed PDF approach. In conjunction with the EDC, two global-chemistry schemes have been used: the HVII-scheme for glycol gasification and the extended Jones-Lindstedt scheme. The presumed PDF model has been combined with a chemical equilibrium procedure. Radiation has been computed using the Discrete Ordinate Method with a comprehensive analysis concerning absorption/emission of infrared radiation by gaseous molecules as well as absorption and scattering on droplets. The following has been concluded:

(a) The in-gasifier flow-pattern consisting of the glycol spray and the gasification medium (oxygen-air mixture) jet, both driving a strong recirculation zone bringing the syngas back to the near atomizer region, has been well predicted using the RANS models. Only little sensitivity of the flow-field predictions to turbulence model variations and the chemical schemes has been observed.

(b) The CFD-predictions of the near-atomizer region are sensitive and strongly dependent on the sub-models used; the spray sub-model being perhaps the most important. The effect of the chemical scheme used for the near-atomizer predictions has also been substantial.

(c) The simulations have identified the existence of several distinct reaction zones. Near the glycol atomizer, there exists a central spray zone where droplets are being produced and evaporation takes place. The zone extends
up to 150 mm distance (around 25 equivalent nozzle diameters) downstream
of the atomizer and is enveloped by a high temperature flame which is located
at the boundary between the forward flow of the central jet and the strong
recirculation zone. The recirculation zone extends down to 800 mm distance
(around 130 equivalent nozzle diameters) transporting hot syngas back to the
burner. The syngas, entrained into the gasification medium stream, reacts
with oxygen at locally oxygen-rich (combustion) conditions.

(d) Good quality predictions of temperature and chemical species (CO,
H₂, CO₂, H₂O, CH₄) concentrations at 300 mm and 680 mm distances from
the atomizer have been obtained. The HVI1 global chemistry scheme has
predicted very well not only the CO/CO₂ ratios but also the trace concen-
trations of methane. The eJL scheme happens to be less accurate.

(e) The radiative transfer calculations accounting for the presence of
droplets have been very elaborate. We have demonstrated that such cal-
culations can be drastically simplified using a constant value of the absorp-
tion coefficient provided that the value is determined using proper spectral
line-by-line calculations. With such determined absorption coefficient the
radiative fluxes, and the radiative source in the enthalpy (energy) equation,
are accurately calculated.
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