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Abstract. In this paper, we proposed an azimuth-range decouple-based $L_1$ regularization method for wide ScanSAR imaging via extended chirp scaling (ECS) and applied it to the TerraSAR-X data to achieve large-scale sparse reconstruction. Compared with ECS, the conventional ScanSAR imaging algorithm based on matched filtering, the proposed method can improve the synthetic aperture radar image performance with full-sampling raw data for not only sparse but also nonsparse surveillance regions. It can also achieve high-resolution imaging for sparse considered scenes efficiently using down-sampling raw data. Compared with a typical $L_1$ regularization imaging approach, which requires transfer of the two-dimensional (2-D) echo data into a vector and reconstruction of the scene via 2-D matrix operation, our proposed method has less computational cost and hence makes the large-scale regularization reconstruction of considered area become possible. The experimental results via real data validate the effectiveness of the proposed method. © 2017 Society of Photo-Optical Instrumentation Engineers (SPIE) [DOI: 10.1117/1.JRS.11.015007]
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1 Introduction

Synthetic aperture radar (SAR), an active microwave radar, when installed in a platform, e.g., an airplane or a satellite, transmits and receives electromagnetic waves producing high-resolution images of surveillance regions by the matched filtering (MF) method. In modern SAR processing, wide-swath imaging is commonly used in marine monitoring, ship detection, etc. ScanSAR provides a typical wide-swath SAR imaging mode, which increases the swath width by periodically switching the incidence angle of the antenna among different subswaths from near to far range. The data coverage of each subs swath in one scanning period is called burst, i.e., the data in each subs swath consisting of a set of bursts obtained in all periods. The antenna will scan along the range several times, which will decrease the azimuth resolution. In other words, ScanSAR mode increases the swath by sacrificing the azimuth resolution. To further increase the swath width, TerraSAR-X introduces the new wide ScanSAR mode to achieve a broader range coverage of over 200 km. Compared with ScanSAR, wide ScanSAR increases only the number of subswaths. The imaging geometry, formation, and reconstructed algorithm of it are identical to ScanSAR.
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MF is the conventional SAR imaging method that needs to satisfy the Shannon–Nyquist sampling theory. The Range–Doppler algorithm (RDA) and the chirp scaling algorithm are the well-known MF-based SAR-focusing approaches and have been widely used in the processing of SAR raw data. For ScanSAR, Moreira et al. developed an extended chirp scaling (ECS) algorithm in 1996, which can achieve high-resolution imaging successfully. Compressive sensing (CS), an important development in sparse signal processing, proposed by Donoho et al. is a technique that can recover the original signal even from far fewer samples than sampling theory required. Recently, sparse signal processing has been successfully applied in SAR imaging and obtained encouraging results in reconstructing high-resolution images via the $L_1$ regularization method. However, due to the range and azimuth are coupled in the SAR raw data, conventional $L_1$ regularization method requires much higher computational cost and therefore becomes impractical in wide-swath imaging. To solve the aforementioned problem, Zhang et al. introduced an azimuth-range decoupling method that can reduce the computational complexity of CS-based SAR imaging using a constructed approximated observation operator, an inverse of the MF procedure, to replace the exact observation function, i.e., measurement matrix in CS, and then exploit $L_q(0 < q \leq 1)$ regularization technique to reconstruct the considered scene efficiently. In 2014, Fang et al. further demonstrated the above azimuth-range decoupling idea in detail using RDA as the example and applied it to Stripmap SAR imaging successfully. The CS-SAR imaging not only can acquire high-resolution images with down-sampling data but also can reduce the computational cost of the same order as the traditional MF-based SAR imaging methods.

Motivated by the above idea, in this paper, we proposed an ECS-based azimuth-range decoupling wide ScanSAR imaging approach. In this method, we exploit the echo simulation operator constructed based on the inverse procedure of the ECS algorithm to replace the exact observation matrix (measurement matrix) in the conventional $L_1$ regularization-based imaging procedure and then utilize the iterative thresholding algorithm (ITA) to achieve iterative recovery of the considered scene.

The main contributions of the present work are as follows:

1. Exploiting full-sampling ScanSAR raw data, not only for sparse but also for nonsparse surveillance regions, our proposed method can improve SAR imaging performance efficiently compared with MF-based imaging approaches (e.g., ECS in this paper), e.g., sidelobe, noise, and clutter suppression, and has potential in super-resolving imaging.
2. Exploiting down-sampling ScanSAR raw data, for sparse surveillance regions, our proposed method can achieve high-resolution imaging from raw data domain, while MF-based approaches could not successfully reconstruct the considered scene using fewer measurements than the requirement of sampling theory. Compared with the conventional $L_1$ regularization imaging approach, our proposed method has less computational complexity and memory occupation and allows large-scale reconstruction of sparse considered area.
3. The proposed method is very helpful in practical ScanSAR system design. For large-scale sparse scene observation, e.g., ocean analysis, we can increase the swath width by decreasing pulse repetition frequency (PRF) appropriately, called azimuth down-sampling. The decrease of PRF will also reduce the system complexity efficiently. For the collected huge ScanSAR raw data with less PRF, our proposed method also can achieve reconstruction successfully.

The rest of this paper is organized as follows. Section presents the wide ScanSAR imaging model and conventional $L_1$ regularization-based wide ScanSAR reconstruction method. Section describes the proposed ECS-based azimuth-range decouple $L_1$ regularization mechanism for the wide ScanSAR imaging along with an iterative recovery algorithm and the analysis of the computational cost. Section shows the experimental results via TerraSAR-X wide ScanSAR date. Conclusions are drawn in Sec.

2 Wide ScanSAR Imaging Based on $L_1$ Regularization

As shown in Fig., similar to ScanSAR, discarding the weighting coefficient that is the constant term, for one beam, the echo data $s(\eta, \tau)$ at time $(\eta, \tau)$ of wide ScanSAR can be expressed as
Fig. 1 Wide ScanSAR imaging geometry.

\[
s(\eta, \tau) = \iiint \sigma(p, q) \cdot \sum_n \text{rect} \left( \frac{\eta - nT_p}{T_b} \right) \cdot \text{rect} \left[ \frac{\tau - 2R(p, q, \eta)/c}{T_r} \right] \nonumber \\
\cdot \exp \left(-j\frac{4R(p, q, \eta)}{\lambda}\right) \cdot \omega \left[\frac{\tau - 2R(p, q, \eta)}{c}\right] \, dp \, dq, \tag{1}
\]

where \(\eta\) is the azimuth time, \(\tau\) is the range time, and \(\sigma(p, q)\) is the backscattered coefficient at point \((p, q)\) in the considered scene with \(1 \leq p \leq N_p, 1 \leq q \leq N_Q\). \(c\) and \(\lambda\) are the speed of light and the wavelength, respectively. \(T_r\) is the transmitted pulse duration, \(T_b\) is the burst duration, \(T_p\) is the signal cycle period (or called synthetic aperture time), \(n\) is the burst index, \(\omega(\tau)\) is transmitted signal, and \(R(p, q, \eta)\) is the slant range. In this paper, we will perform the regularization-based wide ScanSAR imaging for each burst in turn and then combine the results of all bursts together to achieve a final image of the considered area. According to Eq. (1), the echo signal \(y(\eta, \tau)\) in the specific burst can be represented as

\[
y(\eta, \tau) = \iiint \sigma(p, q) \cdot \text{rect} \left( \frac{\eta}{T_b} \right) \cdot \text{rect} \left[ \frac{\tau - 2R(p, q, \eta)/c}{T_r} \right] \nonumber \\
\cdot \exp \left(-j\frac{4R(p, q, \eta)}{\lambda}\right) \cdot \omega \left[\frac{\tau - 2R(p, q, \eta)}{c}\right] \, dp \, dq. \tag{2}
\]

We discretting the time series as \(T_m(m = 1, 2, \ldots, M)\). Let \(X\) denotes an \(N_p \times N_Q\) matrix whose \((p, q)\) entry is \(\sigma(p, q)\). Let \(x = \text{vec}(X)\) with vectorization operation \(\text{vec}(-)\) stacks the columns of \(X\). Let \([a]\) represents the floor of a nonnegative real number \(a\). For \(1 \leq n \leq N\) with \(N = N_p \times N_Q\), define \(p_n = [(n - 1)/N_p] + 1, q_n = n - (p_n - 1)N_p\). The \(n\)th entry of \(x\) is then \(\sigma(p_n, q_n)\). Thus, we can obtain the discretting model as follows:

\[
y(\eta_m, \tau_m) = \sum_{m=1}^{M} \sum_{n=1}^{N} \phi(m, n)\sigma(p_n, q_n), \tag{3}
\]

with the wide ScanSAR measurement matrix \(\Phi = [\phi(m, n)]_{M \times N}\) of one burst being

\[
\phi(m, n) \cong \iiint_{(\eta, \tau) \in T_m} \text{rect} \left( \frac{\eta}{T_b} \right) \cdot \text{rect} \left[ \frac{\tau - 2R(p, q, \eta)/c}{T_r} \right] \nonumber \\
\cdot \exp \left(-j\frac{4R(p, q, \eta)}{\lambda}\right) \cdot \omega \left[\frac{\tau - 2R(p, q, \eta)}{c}\right] h_m(\eta, \tau) \, d\eta \, d\tau, \tag{4}
\]

where matrix \(H \cong [h_m]\) denotes the down-sampling operation, and the conventional wide ScanSAR radar observation matrix \(\Theta = [\theta(m, n)]_{M \times N}\) can be expressed as
\[ \theta(m, n) = \text{rect} \left( \frac{\eta_m}{T_b} \right) \text{rect} \left[ \frac{\tau_m - 2R(p_n, q_n; \eta_m) / c}{T_r} \right] \cdot \exp \left[ -j \frac{4R(p_n, q_n; \eta_m)}{\lambda} \right] \omega \left[ \frac{\tau_m - 2R(p_n, q_n; \eta_m) / c}{c} \right]. \] (5)

Then, we can rewrite the wide ScanSAR imaging model as

\[ y = H\Theta x + n_0 = \Phi x + n_0, \] (6)

where \( y \in \mathbb{C}^{M \times 1} \) is the echo data, and \( n_0 \in \mathbb{C}^{M \times 1} \) is the thermal noise. If there is no down-sampling of echo data, \( H \) is an identity matrix.

In Eq. (6), if \( x \) is sparse enough and measurement matrix \( \Phi \) satisfies the restricted isometry property (RIP) condition, we can recover \( x \) by solving the following optimization problem:

\[ \hat{x} = \min_x \left\{ \| y - \Phi x \|_2^2 + \zeta \| x \|_1 \right\}, \] (7)

where \( \zeta \) is the regularization parameter. After the aforementioned recovery, \( \hat{x} \) should be reshaped back into a matrix.

### 3 Azimuth-Range Decouple-Based \( L_1 \) Regularization Wide ScanSAR Imaging via ECS

In practical wide ScanSAR imaging, due to the recovered algorithm based on optimization problem in Eq. (6) needs to transfer the 2-D echo data into a vector and reconstruct the considered scene via 2-D matrix operation for every image point in turn, which leads to much more computational cost. Therefore, an azimuth-range decoupling operation is essential in the \( L_1 \) regularization-based wide ScanSAR imaging so as to make large-scale sparse reconstruction of the considered scene possible.

In this section, using ECS as the example of the recovery algorithm, we will demonstrate the proposed azimuth-range decouple-based \( L_1 \) regularization wide ScanSAR imaging approach in detail. To illustrate the proposed method intuitively and clearly, we first define some operating matrices of ECS algorithm as shown in Table [I].

#### 3.1 Imaging Model

According to Eq. (7), 2-D ScanSAR imaging model without down-sampling can be represented as

\[ Y = \Xi X, \] (8)

where \( Y \in \mathbb{C}^{N_r \times N_q} \) is the 2-D echo data of the bursts in one subswath, \( X \in \mathbb{C}^{NP \times NQ} \) is the backscattered coefficient of the considered scene in one subswath, and \( \Xi \) is the radar system observation matrix.

Let \( R(\cdot) \) indicates the ECS imaging procedure of one subswath in wide ScanSAR, thus the surveillance region of one subswath \( X \) can be reconstructed by the ECS algorithm as

\[ X = R(Y), \] (9)

with \( R(\cdot) \) being

\[ R(Y) = \{ F_q^{-1} \circ F_q(Y) \circ \Psi_1 F_r \circ \Psi_2 F_r^{-1} \circ \Psi_3 \circ \Psi_4 \circ \Psi_5 \} \circ \Psi_b, \] (10)

where the symbol \( \circ \) denotes the Hadamard product.

The concept of azimuth-range decoupling derives from the formation of SAR echo data from the reflectivity image \( X \) of the surveillance region. The radar system observation matrix \( \Xi \) can be used to obtain the echo data by performing an azimuth convolution \( \Xi_a \) on the reflectivity image to generate the phase history, a range azimuth migration operator \( M \) to generate 2-D curves, and
Therefore, according to the above idea of the azimuth-range decoupling operation, the imaging model in Eq. (8) can be rewritten as

\[ Y = ΞX = M(Ξ_α X)Ξ_r = P(X), \]  

(11)

where \( P(·) \) is the echo simulation operator, the inverse procedure of the high-precision MF imaging, e.g., ECS algorithm \( R(·) \) in this paper, which can be presented as

\[ P(X) = F_H^{-1} \left\{ \left[ F_η(X \cdot Ψ_6) \right] \bullet Ψ_5^H \bullet Ψ_4^H \bullet Ψ_3^H \bullet Ψ_2^H \bullet Ψ_1^H \right\}, \]  

(12)

where \((·)^H\) is the conjugate transpose operator.

After performing random down-sampling of the echo data, Eq. (12) can be expressed as

\[ Y_d = H_y Y H_r = H_y P(X) H_r + N_0, \]  

(13)

where \( Y_d \) is the 2-D downsampled echo data, \( H_y \) and \( H_r \) are the azimuth and range down-sampling matrices denoting the sparse sampling strategy, and \( N_0 \) is a noise matrix.

Similar to the one-dimensional (1-D) wide ScanSAR reconstruction model in Eq. (7), for the 2-D model in Eq. (14), we can reconstruct the considered scene by

\[ \hat{X} = \min_X \left\{ \left\| Y - H_y P(X) H_r \right\|_F^2 + \alpha \left\| X \right\|_1 \right\}, \]  

(14)

where \( \hat{X} \) is the recovered 2-D image of the focused subswath, \( \left\| \cdot \right\|_F \) is the Frobenius norm of a matrix, and \( α \) is the regularization parameter.

### 3.2 Iterative Recovery

In our proposed method, ITA is used to solve the optimization problem [Eq. (14)]. The approximated sequence of solution is

\[ X^{(i+1)} = F \left\{ X^{(i)} + \mu^{(i)} [R(\bar{X}^{(i)})] \right\}, \]  

(15)

<table>
<thead>
<tr>
<th>Operator</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>( F_r )</td>
<td>Range Fourier transform</td>
</tr>
<tr>
<td>( F_η )</td>
<td>Azimuth Fourier transform</td>
</tr>
<tr>
<td>( F_r^{-1} )</td>
<td>Range inverse Fourier transform</td>
</tr>
<tr>
<td>( F_η^{-1} )</td>
<td>Azimuth inverse Fourier transform</td>
</tr>
<tr>
<td>( H_r )</td>
<td>Range down-sampling matrix</td>
</tr>
<tr>
<td>( H_η )</td>
<td>Azimuth down-sampling matrix</td>
</tr>
<tr>
<td>( Ψ_1 )</td>
<td>Chirp scaling</td>
</tr>
<tr>
<td>( Ψ_2 )</td>
<td>Range cell migration correction, range compression, and secondary range compression</td>
</tr>
<tr>
<td>( Ψ_3 )</td>
<td>Phase correction</td>
</tr>
<tr>
<td>( Ψ_4 )</td>
<td>Antenna pattern correction</td>
</tr>
<tr>
<td>( Ψ_5 )</td>
<td>Removal of hyperbolic azimuth phase and introduction of linear frequency modulation</td>
</tr>
<tr>
<td>( Ψ_6 )</td>
<td>Desampling and fractional shifts</td>
</tr>
</tbody>
</table>
where $(\cdot)^T$ is the transpose operator, $F(\cdot)$ is the thresholding operator. In Eq. (15), there are two critical parameters, $\mu$ and $\alpha$, that control the iterative procedure, which are set adaptively to the iteration step as shown in Table 1. Normalized parameter $\mu$ controls the convergence speed of the iterative algorithm, whereas regularization parameter $\alpha$ controls the reconstructed precision.

Let $Z^{(i)} = X^{(i)} + \mu^{(i)}[R(H^T_r[Y - H_p[X^{(i)}]H^T_r])] \in \mathbb{C}^{N_p \times N_Q}$. The thresholding operator $F[Z^{(i)}, \mu^{(i)}\alpha^{(i)}]$ is defined in terms of components as

$$F[Z^{(i)}, \mu^{(i)}\alpha^{(i)}] = \begin{cases} f[Z^{(i)}(1,1), \mu^{(i)}\alpha^{(i)}] & f[Z^{(i)}(2,1), \mu^{(i)}\alpha^{(i)}] \quad \cdots \quad f[Z^{(i)}(1,N_Q), \mu^{(i)}\alpha^{(i)}] \\ f[Z^{(i)}(2,1), \mu^{(i)}\alpha^{(i)}] & f[Z^{(i)}(2,2), \mu^{(i)}\alpha^{(i)}] \quad \cdots \quad f[Z^{(i)}(2,N_Q), \mu^{(i)}\alpha^{(i)}] \\ \vdots & \vdots & \ddots & \vdots \\ f[Z^{(i)}(N_P,1), \mu^{(i)}\alpha^{(i)}] & f[Z^{(i)}(N_P,2), \mu^{(i)}\alpha^{(i)}] \quad \cdots \quad f[Z^{(i)}(N_P,N_Q), \mu^{(i)}\alpha^{(i)}] \end{cases}$$

For the element $f[Z^{(i)}(n_P, n_Q), \mu^{(i)}\alpha^{(i)}]$ with $n_P = 1, 2, \ldots, N_P$ and $n_Q = 1, 2, \ldots, N_Q$ in Eq. (14), the iterative operation can be expressed as

$$f[Z^{(i)}(n_P, n_Q), \mu^{(i)}\alpha^{(i)}] = \begin{cases} \text{sgn}[Z^{(i)}(n_P, n_Q)][|Z^{(i)}(n_P, n_Q)| - \mu^{(i)}\alpha^{(i)}], & \text{if } |Z^{(i)}(n_P, n_Q)| > \mu^{(i)}\alpha^{(i)} \\ 0, & \text{otherwise.} \end{cases}$$

The detailed procedure of ITA is shown in Table 2, where the absolute value operator is applied to a matrix elementwise. $\Delta X^{(i)}$ equals $\Delta X^{(i)}$ at the support of $X^{(i-1)}$ and equals to zero otherwise. $|X^{(i)} + \mu \Delta X^{(i)}|_{K+1}$ denotes the $(K + 1)$ largest amplitude element of image $|X^{(i)} + \mu \Delta X^{(i)}|$ with $K$ being a parameter representing the scene sparsity.

### 3.3 Computational Cost

In the following, we will discuss the computational complexity and the memory occupation of the proposed method in detail. For comparison, we also analyze the computational cost of conventional ECS and the L1 regularization method. In the calculation, let $I$ denote the required iterative steps; $N_P$ and $N_Q$ represent the pixels in the azimuth and range direction, respectively;

**Table 2** ITA for azimuth-range decouple-based L1 regularization wide ScanSAR imaging.

<table>
<thead>
<tr>
<th>Input:</th>
<th>Echo data $Y$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Range and azimuth down-sampling matrix $H_r$ and $H_p$</td>
<td></td>
</tr>
</tbody>
</table>

| Initial: | $X^{(0)} = 0$ |
| Iteration: | While $i \leq I_{max}$ and Residual $> \epsilon$ |
| Step 1: | $W^{(i)} = Y - H_p[X^{(i)}]H^T_r$ |
| Step 2: | $\Delta X^{(i)} = \delta[H^T_r W^{(i)} H_r]$ |
| Step 3: | $\mu^{(i)} = |H_p[H^T_r \Delta X^{(i)}]H_p|/\|\Delta X^{(i)}\|_F$ |
| Step 4: | $\alpha^{(i)} = |X^{(i)} + \mu^{(i)} \Delta X^{(i)}|_{K+1}/\mu^{(i)}$ |
| Step 5: | $X^{(i+1)} = F[X^{(i)} + \mu^{(i)} \Delta X^{(i)}] + \mu^{(i)}\alpha^{(i)}]$ |
| Step 6: | Residual $= |X^{(i+1)} - X^{(i)}|_F$ |
| Step 7: | $i = i + 1$ |

| Output: | Recovered image $\hat{X} = X^{(0)}$ |
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\( M_t = \frac{T_{out}}{T_b} \) represent the rate between the output azimuth extension \( T_{out} \) and the ScanSAR burst duration \( T_b \), according to the discussion by Xu et al.\(^1\) for ScanSAR imaging, the computational complexity of ECS is \( C_{ECS} = O[N_P N_Q M_t \log(N_P N_Q M_t)] \). For each iteration of our proposed method, its computation includes two main parts: the calculations of an inverse ECS and an ECS procedure, which have commonly the computational complexity of \( O[N_P N_Q M_t \log(N_P N_Q M_t)] \) and a decouple thresholding operation with complexity \( O(N_P N_Q M_t) \). Therefore, the total computational complexity of our proposed method is at the order \( C_{\text{Pro}} = O[N_P N_Q M_t \log(N_P N_Q M_t)] \). While for the \( L_1 \) regularization method shown in Sec.\(^2\) due to its need to transfer the 2-D echo data into a vector and reconstruct the considered scene via 2-D matrix operation for every image point in turn, the computational cost of it will reach \( C_{L1} = O(N_P^2 N_Q^2) \), which is unacceptable for large-scale wide ScanSAR imaging. Compared with the conventional \( L_1 \) regularization approach, the accelerated rate of our proposed method is about

\[
    r_C = \frac{C_{L1}}{C_{\text{Pro}}} = O \left( \frac{N_P N_Q}{M_t \log(N_P N_Q M_t)} \right).
\]

In memory occupation, since our proposed method needs only to store the input, output, and several matrices shown in Table\(^1\), its memory occupation can be represented as \( M_{\text{Pro}} = O(N_P N_Q) \) bytes, which are at the same order as ECS algorithm. However, for conventional \( L_1 \) regularization method, due to it needs to transfer the 2-D echo data into a vector, construct the measurement matrix for every point of a considered scene in turn and perform the reconstruction based on the large measurement matrix, the memory need of it is very huge, about \( M_{L1} = O(N_P^2 N_Q^2) \) bytes.

From the above analysis, we can see that compared with the conventional \( L_1 \) regularization approach, the proposed method can reduce the computational complexity and memory occupation efficiently, which is at the same order as ECS-based SAR imaging algorithm.

4 Experiment and Discussion

In this section, we use TerraSAR-X wide ScanSAR focused data with six beams to illustrate the validity of our proposed imaging method. The data with 40-m azimuth resolution and 1.36-m slant range resolution were acquired at the west coast of Denmark on April 20, 2014 (see Fig.2).

4.1 Large-Scale Reconstruction

Figure\(^3\) shows the imaging results of one beam by means of conventional ECS and the proposed azimuth-range decouple-based \( L_1 \) regularization methods based on the full-sampling data. In Fig.\(^3\) we can see that the proposed method not only can suppress clutter and sidelobe effectively for the oceanic area, a typical sparse scene, but also has achieved accurate recovery of the

\[
\text{Fig. 2} \quad \text{Surveillance region of the TerraSAR-X wide ScanSAR data (optical image is from Google Earth).}
\]
nonsparse region (see Fig. 4). It is known that the conventional $L_1$ regularization SAR imaging technique only can be applied to the reconstruction of sparse scene because of the restriction of RIP condition and is not appropriate to the nonsparse region, e.g., urban area. However, our proposed method introduces an idea in the regularization reconstruction of the nonsparse surveillance region and makes large-scale regularization-based SAR imaging of the considered scene via full-sampling raw data possible, while it does not need to consider the sparsity of the surveillance region.

4.2 Clutter Suppression

Figures 5 and 6 are the reconstructed results by ECS and the proposed methods for ship- and wind-driven generators on the sea surface based on full-sampling data, respectively. We can see that compared with ECS, the proposed method can suppress the oceanic clutter and reduce side-lobes. To illustrate the effect of the proposed method in image performance improvement, we use the target-to-background ratio (TBR) \( TBR(X) \) to evaluate the clutter suppression effect quantificationally which can be expressed as

\[
TBR(X) \triangleq 20 \log_{10} \left( \frac{\max_{(p,q) \in T} |X(p,q)|}{(1/N_B) \sum_{(u,v) \in B} |X(u,v)|} \right),
\]

where \((p,q)\) denotes the image pixel, and \(T\) is the target area that is surrounded by the background region \(B\), and \(N_B\) is the number of pixels in \(B\). We should note that the higher TBR is better.

The quantitative analysis of clutter suppression with TBR is depicted in Table 3. The results in Table 3 are in accord with the visual effect in Figs. 5 and 6, i.e., our proposed method out-performs the MF-based method when the clutter suppression effect is used for gauging the image performance.

Fig. 3 Reconstructed one beam of wide ScanSAR data via (a) ECS and (b) the proposed method.

Fig. 4 Reconstructed nonsparse surveillance region by (a) ECS and (b) the proposed method.
4.3 Super-Resolving

Super-resolving is the potential of the $L_1$ regularization-based SAR imaging technique. Figure 7 shows the imaging results using ECS and the proposed methods based on full-sampling data. Compared with ECS, we find that the proposed method has higher resolution ability due to its suppressing clutter and sidelobes well (see the targets, especially in the red rectangles in Fig. 7). This means that our proposed method is suitable for the super-resolving imaging of the surveillance region.

![Fig. 5 Reconstructed ships by (a) ECS and (b) the proposed method.](image)

![Fig. 6 Reconstructed wind-driven generators by (a) ECS and (b) the proposed method.](image)

**Table 3** TBR of the selected regions in the images reconstructed by the ECS and the proposed method (dB).

<table>
<thead>
<tr>
<th>Method</th>
<th>Region 1</th>
<th>Region 2</th>
<th>Region 3</th>
<th>Region 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECS</td>
<td>33.86</td>
<td>29.86</td>
<td>39.91</td>
<td>26.35</td>
</tr>
<tr>
<td>Proposed</td>
<td>60.31</td>
<td>53.96</td>
<td>59.66</td>
<td>51.59</td>
</tr>
</tbody>
</table>

4.4 Downsampling Data-Based Regularization Reconstruction

An advantage of the CS-based method is that it can recover the original sparse signals from far less samples than the well-known Shannon–Nyquist sampling theory requires. In this section, to
demonstrate the validity of the proposed method in ScanSAR imaging based on down-sampling data, we perform 80% and 50% random down-sampling for full-sampling echo data and reconstruct the surveillance region by ECS and the proposed method, respectively (see Fig. 8).

Figure 8 shows that, due to the down-sampling, ECS could not recover the targets successfully with obvious ambiguities and energy dispersion. However, the proposed method also can reconstruct the considered scene successfully with lower sidelobes, noise, and clutter even only using 50% samples.

5 Conclusions

In this paper, we developed an ECS-based azimuth-range decouple $L_1$ regularization wide ScanSAR imaging method. On the one hand, for full-sampling ScanSAR raw data, the proposed method can improve SAR imaging performance efficiently compared with MF-based imaging
approaches (e.g., ECS in this paper), e.g., sidelobe, noise, and clutter suppression, for both sparse and nonsparse considered scenes and has potential in super-resolving imaging. On the other hand, it also can achieve high-resolution imaging for sparse scenes efficiently using down-sampling raw data. Compared with the conventional $L_1$ regularization imaging approach, our proposed method has less computational cost and hence makes large-scale regularization reconstruction of sparse considered areas possible. Experimental results via the real TerraSAR-X wide ScanSAR data verified our proposed method.

In addition, it should be noted that the proposed method is very helpful in practical ScanSAR system design. For large-scale sparse scene observation, e.g., ocean analysis, we can increase the swath width by decreasing PRF appropriately and use our proposed method to achieve high-resolution sparse reconstruction.
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