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Highlights

• Impactors of different type/size/velocity can produce craters of the same diameter.
• Conditions for such “isocraters” are derived from scaling laws, modeled numerically.
• Response of interior to isocrater impacts varies strongly between impactor types.
• Responses to similar impactors vary strongly with planetary structure.
• Observed geophysical anomalies may allow to resolve non-uniqueness of impactor.

Abstract

Impactors of different types and sizes can produce a final crater of the same diameter on a planet under certain conditions. We derive the condition for such “isocrater impacts” from scaling laws, as well as relations that describe how the different impactors affect the interior of the target planet; these relations are also valid for impacts that are too small to affect the mantle. The analysis reveals that in a given isocrater impact, asteroidal impactors produce anomalies in the interior of smaller spatial extent than cometary or similar impactors. The differences in the interior could be useful for characterizing the projectile that formed a given crater on the basis of geophysical observations and potentially offer a possibility to help constrain the demographics of the ancient impactor population. A series of numerical models of basin-forming impacts on Mercury, Venus, the Moon, and Mars illustrates the dynamical effects of the different impactor types on different planets. It shows that the signature of large impacts may be preserved to the present in Mars, the Moon, and Mercury, where convection is less vigorous and much of the anomaly merges with the growing lid. On the other hand, their signature will long have been destroyed in Venus, whose vigorous convection and recurring lithospheric instabilities obliterate larger coherent anomalies.

1 Introduction

The cratered surfaces of planetary bodies in the solar system offer abundant evidence that meteorite impacts have been an important geological factor in their evolution, especially in the first few hundreds of millions of years. However, the dynamics of the impact process itself as well as later degradation make it difficult to reconstruct the physical properties of the impactor unambiguously (e.g., Herrick and Hynek, 2017), because the impactor is usually obliterated during the impact, even though numerical models of central peak formation in complex craters suggest that a certain fraction of the impactor material may be preserved to some extent, especially in slow or oblique impacts (e.g., Yue et al., 2013; Svetsov and Shuvalov, 2015). The principal features of the remaining crater, i.e., its geometrical characteristics, depend on a combination of several parameters that characterize the impactor and the target. While it is in principle possible to determine the target properties reasonably well, the combination of properties of the projectile (diameter, velocity, density) can generally only be inferred on the basis of morphological studies of the crater and the ejecta (e.g., O’Keefe and Ahrens, 1982; Schultz and Crawford, 2016) or statistical information on candidate impactor types, especially if the crater or basin is very old and its ejecta are obliterated.

There are several candidate impactor classes, which belong to two general groups, namely asteroids and comets; in principle, larger trans-neptunian objects (TNO) which for some reason acquired very eccentric orbits that brought them into realms of the solar system closer to the Sun are a third group, although no such objects are known to exist presently. The asteroids are divided into various classes, of which especially the rocky S-types and the less dense
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C-types are important due to the relatively large mass and number fractions of the total asteroid population they constitute (DeMeo and Carry, 2013). These two major classes are expected to travel at similar velocities, but differ markedly in their average densities (Carry, 2012). There is even more uncertainty about the density of comets, but it seems to be clear that they are, on average, less dense by at least a factor of two than even C-type asteroids. In the inner Solar System, their velocities cover a wide range at any given distance from the Sun, as they originate from different reservoirs at very different distances from the center.

Direct statistical information about their relative abundance is essentially limited to results from observations of present-day populations. While total meteorite fluxes can be deduced to some extent from cratering statistics, such statistics provide no direct information about the proportions of the different impactor types and their possible temporal evolution. In an attempt to establish a more stringent link with the past, Ivanov et al. (2002) compared the observed size–frequency distribution of the modern main-belt asteroid population with that of the impactors on the Moon as derived from the lunar cratering record and impact scaling laws and found that both have a similar shape. These authors hence argue that at least for the past ~ 4 Gyr, most impacts in the inner Solar System were caused by main-belt asteroids, or more generally, collisionally evolved bodies. Similar conclusions were also reached by other authors on the basis of cratering statistics and dynamical simulations (e.g., Strom et al., 2005; Rickman et al., 2017). Still, many assumptions made about these issues rely heavily on knowledge of the current state and on models of long-term Solar System evolution including phenomena such as orbital shifts of planets (e.g., Gomes et al., 2005), all of which are still poorly known. Furthermore, the earliest stage of impact history is not constrained by a similar argument, and the case has been made that different impactor populations have existed at different times during the history of the Solar System and are recorded on Mars and on the farside of the Moon, respectively (Bottke et al., 2017).

A frequently made assumption in models of individual impacts on planets and/or their effects on their interiors is that the impactor is a body of the most frequent class, usually assumed to be an S-type asteroid traveling at the average impact velocity corresponding to the target planet and striking at an angle of 45°. Given the need to limit the scope of such studies, this focus on the most frequent and hence most likely category is perfectly legitimate, but it may lead to impacts of other bodies being forgotten. However, all of those other categories are not so rare that they can safely be considered insignificant: the contribution of comets has been estimated to lie between a few per cent and a few tens of per cents, increasing with proximity of the target planet to the Sun (e.g., Chyba, 1987; Olsson-Steel, 1987). It seems therefore rather unlikely that even all of the dozens of large impact basins expected to have existed in the inner Solar System were formed only by S-type asteroids; for instance, it has been suggested that the South Polar–Aitken basin on the Moon or the crater Eminescu on Mercury were formed by cometary impacts (Shevchenko et al., 2007; Schultz, 2017). Geochemical arguments, especially isotopic studies of water and nitrogen for the Earth, the Moon, and Mars, point to a strong dominance of asteroidal impactors but also confirm the existence of a contribution of cometary impactors on the order of a few percent (e.g., Barnes et al., 2016); these authors also invoke carbonaceous chondrites as a major asteroidal source for the water, which would indicate that many impactors were C-type asteroids (Carry, 2012). Near-surface geological aspects of this ambiguity have been addressed in the literature in some cases (e.g., Pugacheva et al., 2016, for the Shackleton crater on the Moon), but the implications for the deep interior evolution have not received much attention so far.

In this paper, we consider different combinations of impactor characteristics that would all result in a crater of the same size (diameter) according to the scaling laws established by the theory of impact dynamics; we will call such events “isocrater impacts”. Related scaling laws indicate that such isocrater impacts may still differ in their effects on the interior of the planet. By combining two-dimensional dynamical models of mantle convection with a parameterization of the principal effects of impacts based on scaling laws, we address the question whether the differences in interior dynamics effects of large isocrater impacts can be large enough to have significant consequences for the long-term evolution of the planet. The general theoretical considerations in the next section also allow us to exclude certain impactor types as causes of large impact basins for a given target body and thus also as important exogenic influences on interior dynamics. Furthermore, the models can also provide hints whether a population of now-extinct impactors might or must be considered to explain observed consequences of certain impacts.

2 Theory

The final crater is the outcome of the collapse of the transient crater formed during the impact, and their diameters $D_t$ and $D_{tr}$ are related by the empirical relations

$$D_t = \begin{cases} 1.18D_{tr} & \text{simple craters} \\ 1.17D_{tr}^{1.13}/D_{s2c}^{0.13} & \text{complex craters} \end{cases}$$

(Richardson, 2009; Melosh, 2011), where $D_{s2c}$ is the diameter of transition from simple to complex crater shape. Following the practice of previous studies, we will apply the scaling laws for complex craters to the impact basins that result from giant impacts, because no generally applicable relations are available for these extreme cases at this time. However, although numerical studies give some indication that several scaling laws also hold for large basins (Potter et al., 2015), they also suggest that in particular the relations between the dimensions of the transient crater
and the final structure are not as straightforwardly related as for complex craters and that other measures than the final crater diameter may be more useful (e.g., Miljković et al., 2016). At any rate, although our focus in this study lies on basin-forming impacts because of their direct and substantial effect on mantle dynamics, we emphasize that the following considerations are at least as valid for smaller impacts.

The relation between the diameter of the transient crater and the characteristics of the impactor is derived by dimensional analysis:

\[ D_{t,t} = 1.16 \left( \frac{\varrho_{\text{imp}}}{\varrho} \right)^{\frac{1}{2}} D_{0.78}^{0.44} \left( \frac{v_{\text{imp}}}{g} \right)^{0.44}, \]

where \( D_{\text{imp}} \) is the diameter of the impactor, \( \varrho \) and \( \varrho_{\text{imp}} \) the densities of the target and the impactor, \( v_{\text{imp}} \) is the velocity of the impactor, and \( g \) is gravity (e.g., Werner and Ivanov, 2015); following common practice (e.g., Chapman and McKinnon, 1986), we replace the velocity with its vertical component, thus introducing an implicit dependence on the angle \( \theta \) with the horizontal in this and most of the following equations. The numerical values of the coefficient and exponents vary with certain target properties, especially porosity, and are chosen here to correspond to a frictionless, pore-free material because of our main focus on very large impacts; for porous targets with friction, the constants would be slightly different (see Supplement). Inserting Eq. 2 into Eq. 1 yields

\[ D_t = 1.3688 \left( \frac{\varrho_{\text{imp}}}{\varrho} \right)^{\frac{1}{2}} D_{0.78}^{0.44} \left( \frac{v_{\text{imp}}}{g} \right)^{0.44} \]

for simple craters and

\[ D_t = 1.3836 \left( \frac{\varrho_{\text{imp}}}{\varrho} \right)^{0.377} D_{0.8114}^{0.4972} \left( \frac{v_{\text{imp}}}{g} \right)^{0.2486} \]

for complex craters. For a given planet, \( \varrho \) and \( \varrho_{\text{imp}} \) are given and reasonably well known, and \( D_{\text{imp}} \), which is inversely proportional to \( g \), is also a constant characteristic for that planet deduced from crater geometry analysis. The remaining variables in eq. 2, \( D_{\text{imp}} \), \( \varrho_{\text{imp}} \), and \( v_{\text{imp}} \), however, are not known and may vary widely between different impactor types. Eqs. 3 thus illustrate the dilemma of non-uniqueness of the impactor: we have only one observable, \( D_t \), but three unknown factors. In order to resolve the problem, two further independent conditions for these unknowns would be necessary. Unfortunately, various other geometrical or structural characteristics of a crater or basin that have been measured systematically are expressed in terms of \( D_t \), for instance the expression for the depth \( h_t \) of the final crater known as Schröter’s rule, \( h_t = a h D_{\text{imp}}^n \), where \( a_h \) and \( b_h \) are constants. However, characteristics of this form do not provide independent constraints. Furthermore, even if one could estimate the total mass of ejecta, this would not help distinguish different impactor types either, as can be shown using a relation between crater and impactor size and ejecta mass derived from dimensional analysis and experiments by Housen and Holsapple (2011, eq. 18). They represent the total mass of ejecta launched from within a distance \( x \) of the center of the impact as

\[ M_{\text{ej}}(x) = k_{\text{ct}} \varrho \left[ x^3 - \left( \frac{x}{2} D_{\text{imp}} \right)^3 \right], \]

where \( k_{\text{ct}} \) and \( \varrho \approx 1.2 \) are constants; for the total mass of ejecta, \( x = D_{t,t}/2 \). At least for the target bodies considered here, however, \( D_{t,t} \gg D_{\text{imp}} \) so that one may neglect the term \( \varrho \approx D_{\text{imp}}/2 \). By inserting the preceding relations then follows that for isocrater impacts, the resulting ejecta masses will be approximately equal as well, irrespective of the impactor type.

With no possibility to resolve the ambiguities on the basis of crater structure metrics, we now consider the condition for two impactors 1 and 2 to produce a final crater of the same diameter on the same target, which is given by \( D_{t,1} = D_{t,2} \):

\[ \frac{D_{\text{imp},1}}{D_{\text{imp},2}} = \left( \frac{\varrho_{\text{imp},1}}{\varrho_{\text{imp},2}} \right)^{-0.43} \left( \frac{v_{\text{imp},1}}{v_{\text{imp},2}} \right)^{-0.56} = \delta_{12}, \]

for both simple and complex craters; this defines a set of isocrater impacts. We have tacitly assumed that the target density \( \varrho \) is the same for different impactors, although one may well argue that impactors of different sizes, which penetrate to different depths and affect different volumes as discussed below, “see” targets with different effective densities. However, the differences would be difficult to assess in detail and depend on the thermal evolution of the planet, and as they are expected to be minor, it seems legitimate to neglect them here. Figure 1 (left panel) shows the ratio of impactor diameters, \( \delta_{12} \), for isocrater impacts according to Eq. 5, whereby impactor 2 is chosen as a common reference impactor, namely an S-type asteroid. The isolines thus show how strongly the size of impactor 1 must differ from that reference in order to produce a crater of the same size, for any combination of density and velocity, which are also normalized to the density and velocity, respectively, of the reference. An isocrater condition analogous to the one for the final diameter can also be formulated for the diameters of regions with thinned or thickened crust, \( D_{\text{thin}} \) and \( D_{\text{thick}} \), proposed by Miljković et al. (2016) as characteristics for large impact basins. With their assumption that \( \varrho_{\text{imp}} = \varrho \), which we will refer to as a “homogeneous impact” in the following, this leads to a relation identical to Eq. 5 (with a slightly different exponent for the velocity ratio due to their choice of exponent) for both diameters. As \( D_{\text{thin}} \) and \( D_{\text{thick}} \) are not independent, however, the impactor cannot be uniquely characterized even in a homogeneous basin-forming impact.
For the dynamics of the interior, it is the subsurface features of an impact rather than the crater that are of primary interest, but their geometry and properties are more difficult to study and less well described in terms of an analytical model. One measure of particular interest is the depth of the center of the isobaric core, \( z_{ic} \). All analytical models agree on a linear (or nearly linear) dependence on the impactor diameter but give different additional dependences on other variables, most significantly on the impactor velocity and on the ratio of impactor and target density. For instance, a numerical study by Pierazzo et al. (1997) determined a power-law dependence on \( v_{imp} \) but did not account for the density ratio \( \rho_{imp}/\rho \) between impactor and target as both were assumed to consist of the same material in their models. In other studies that included this ratio, it usually enters the relations as a square or cube root. In view of this inconclusive situation, we decided to combine the square-root relation for the density with the Pierazzo et al. (1997) formula, i.e.,

\[
z_{ic} = a_z D_{imp} v_{imp}^{b_z} \left( \frac{\rho_{imp}}{\rho} \right)^{0.5},
\]

with \( a_z = 0.1524 \) and \( b_z = 0.361 \). At least, this does not conflict with the original equation from Pierazzo et al. (1997) for homogeneous impacts, but future numerical simulations of heterogeneous impacts should test whether empirical fits yield an exponent of the density ratio that is significantly different from 0.5. A brief summary of different expressions for \( z_{ic} \) from the literature is given in the Supplement.

The ratio of the depths of the isobaric cores for two isocrater impacts then follows by combination with eq. 5:

\[
\frac{z_{ic1}}{z_{ic2}} = \left( \frac{\rho_{imp1}}{\rho_{imp2}} \right)^{0.07} \left( \frac{v_{imp1}}{v_{imp2}} \right)^{b_z-0.56} = \zeta_{12},
\]

i.e., it is almost independent from the density ratio and changes approximately with the fifth root of the velocity ratio, if we use the value \( b_z = 0.361 \) from Pierazzo et al. (1997). Figure 1 (right panel) shows how strongly the depth of penetration differs for isocrater events relative to the S-type asteroid reference case. Although this \( b_z \) value was derived from a dataset without ice, the fit for ice yields a similar value, which indicates that ice lies well within the range of \( b_z \) values for candidate materials; this point is important, because several types of potential impactors contain major ice fractions.

The other principal geometrical characteristic of an impact is the size of the shocked volume. As a first-order approximation, it has become somewhat common to subdivide a region affected by an impact into an isobaric core near the center of the impact, where the shock pressure shows relatively little variation, and some far-field outside
that region, where it decays fairly quickly with distance. Pierazzo et al. (1997) have also parameterized the radius of the roughly spherical (neglecting boundary effects from the surface) isobaric core using their homogeneous impacts and suggest the general formula

\[ r_{ic} = a_r D_{\text{imp}}^{b_{ic}} \tag{8} \]

with \( a_r = 0.225 \) and \( b_r = 0.211 \) for various materials except ice; their \( b_r \) for ice is smaller by a factor of 3.5, but as this seems to be mostly a consequence of a single point (at \( v_{\text{imp}} = 10 \text{ km/s} \), the lowest velocity considered in their study) of their dataset, we suspect that even ice would be represented adequately by \( b_r = 0.211 \). However, given the density dependence of \( z_{ic} \) and considering that the amplitude of the shock is determined by the thermoelastic properties of the projectile and the target, there is no obvious reason why the radius of the isobaric core, i.e., the region most severely affected by the shock, should be independent from these properties. In order to clarify this point, we take a different approach and start with one of the smooth global approximations for shock pressure decay proposed by Ruedas (2017), namely the “inverse-r approximation”, which reads

\[ p(r) = p_{\text{M}} \frac{a_r}{b_r + \left( \frac{2r}{v_{\text{imp}}} \right)^n} \tag{9} \]

in a form in which the shock pressure \( p \) is normalized with the theoretical value from impedance matching, \( p_{\text{M}} \), and the distance \( r \) from the center of the impact is normalized with the impactor radius \( D_{\text{imp}}/2 \); note that this formula does not require that \( p(0) = p_{\text{M}} \). The parameters \( a_r, b_r, \) and \( n \), which are functions of \( v_{\text{imp}} \), can be determined from fits to model results, whereby the model can be for a homogeneous impact. On the basis of the scarce available data, Ruedas (2017) suggested that pressure decay for impacts with materials for which no data are available can be estimated using the parameters determined for other materials and the material properties that go into the impedance match solution in order to rescale \( p \) with the appropriate \( p_{\text{M}} \). He also suggested to replace the somewhat imprecise definition of the isobaric core from Pierazzo et al. (1997) from which eq. 8 was derived with a definition that is directly based on the parameterization of the pressure decay, e.g., the distance at which a certain fraction \( \varphi \) of the maximum pressure is reached,

\[ r_\varphi = \frac{D_{\text{imp}}}{2} \left( \frac{1 - \varphi}{\varphi} b(v_{\text{imp}}) \right)^{\frac{1}{n(v_{\text{imp})} + 1 b(v_{\text{imp}})}} \tag{10} \]

or the position of the inflexion point,

\[ r_{\text{inf}} = \frac{D_{\text{imp}}}{2} \left( \frac{n(v_{\text{imp})} - 1}{n(v_{\text{imp})} + 1 b(v_{\text{imp}})} \right)^{\frac{1}{n(v_{\text{imp})} + 1 b(v_{\text{imp})}}}. \tag{11} \]

Such an analytic derivation from \( p(r) \) offers, in principle, the possibility that the radius of the isobaric core thus redefined depends on both velocity and density, but as these equations show, the density dependence drops out at least for these choices; this would also be the case for the alternative pressure formula considered by Ruedas (2017). If one applies again the isocrater criterion eq. 5, the ratios of the isobaric cores of two isocrater impacts are

\[ \psi_{12} = \frac{r_{\text{ic1}}}{r_{\text{ic2}}} = \left( \frac{v_{\text{imp1}}}{v_{\text{imp2}}} \right)^{-0.43} \frac{v_{\text{imp1}}}{v_{\text{imp2}}} b_r^{-0.56} \tag{12} \]

\[ \phi_{12} = \frac{r_{\text{f1}}}{r_{\text{f2}}} = \left( \frac{v_{\text{imp1}}}{v_{\text{imp2}}} \right)^{-0.43} \frac{v_{\text{imp1}}}{v_{\text{imp2}}}^{-0.56} b_1^{-\frac{1}{n_1}} b_2^{-\frac{1}{n_2}} \left( \frac{1 - \varphi}{\varphi} \right)^{\frac{1}{n_1} - \frac{1}{n_2}} = \delta_{12} b_1^{-\frac{1}{n_1}} b_2^{-\frac{1}{n_2}} \left( \frac{1 - \varphi}{\varphi} \right)^{\frac{1}{n_1} - \frac{1}{n_2}} \tag{13} \]

\[ \xi_{12} = \frac{r_{\text{inf1}}}{r_{\text{inf2}}} = \left( \frac{v_{\text{imp1}}}{v_{\text{imp2}}} \right)^{-0.43} \frac{v_{\text{imp1}}}{v_{\text{imp2}}}^{-0.56} \left( \frac{a_1 - 1 b_1}{a_2 - 1 b_2} \right)^{\frac{1}{n_1}} = \delta_{12} \left( \frac{a_1 - 1 b_1}{a_2 - 1 b_2} \right)^{\frac{1}{n_1}} \tag{14} \]

for the isobaric core definitions from Pierazzo et al. (1997) and Ruedas (2017). For all three definitions, there would be the same dependence on approximately the square-root of the density ratio, but the velocity dependences are different, and they are complicated in the latter two formulas because the parameters \( b \) and \( n \) are, in fact, material-dependent functions of \( v \) as well, and so the ratios become dependent on the target planet as well as on the impact angle. We use the non-linear forms preferred by Ruedas (2017),

\[ b(v_{\text{imp}}) = \alpha_b v_{\text{imp}}^{\beta_b}, \quad n(v_{\text{imp}}) = \alpha_n + \beta_n \log v_{\text{imp}}, \tag{15} \]

with the coefficients \( \alpha_b = 0.266, \beta_b = 1.161, \alpha_n = -0.203, \) and \( \beta_n = 1.954 \) for dunite, as better data are not available; strictly, coefficients for every material combination would be necessary, resulting in slightly different functions for every impactor type at every planet. Note that with the form eq. 15 and the chosen coefficients, \( \phi_{12} \) has a pole at \( v_{\text{imp}} = 1.27 \text{ km/s} \), and the highest \( v_{\text{imp}} \) at which \( \xi_{12} \) has a pole is approximately 4.13 km/s; this means that the formulae become unreliable at such low velocities and may need adjustment. The full set of ratios is shown in Figures 2 and S1 for an impact angle of 45°.
Figure 2. Ratios of radii of the isobaric core for isocrater impacts as functions of the ratios of densities and impactor velocities according to Eq. 12 (after Pierazzo et al., 1997) (top left) and the inflexion point formula Eq. 14 (after Ruedas, 2017), respectively. The reference bodies are the same as in Fig. 1.
Apart from the geometrical relations, there are also semi-empirical relations between impactor parameters and the amount of melt produced in an impact. While we will rather calculate melting in the framework of the thermal anomaly and the ensuing dynamics in the numerical models, applying the empirical scaling laws to the bulk amount of melt is a useful exercise for the purpose of a general comparison between different impactor classes. Starting from a scaling law after Bjorkman and Holsapple (1987, Eqs. 14,15) and Abramov et al. (2012), we can write

\[ V_m = k D_{imp}^3 \left( \frac{\rho_{imp}}{\rho} \right)^\nu \left( \frac{v_{imp}^2}{E_{melt}} \right)^{\frac{3\mu}{2}} \]  

(16)

where \( V_m \) is the melt volume, \( E_{melt} \) is a certain internal energy of the shocked target, and \( k, \nu, \) and \( \mu \) are constants related to the target. Theoretically, the velocity exponent \( \mu \) varies between 1/3 and 2/3 for momentum and energy scaling, respectively, but is experimentally found to lie between approximately 0.47 and 0.58 for commonly encountered materials, whereby the former is considered applicable to porous soils and the latter to non-porous materials such as metals (Holsapple and Schmidt, 1987; Bjorkman and Holsapple, 1987). Abramov et al. (2012, Eq. 11) implies that the density exponent \( \nu \) is 1, whereas Bjorkman and Holsapple (1987) suggested a value of 0.67 on the basis of crater growth scaling (also see Holsapple and Schmidt, 1987). Combining this relation with eq. 5 as before, we have

\[ \lambda_{12} = \frac{V_{m1}}{V_{m2}} = \left( \frac{\rho_{imp1}}{\rho_{imp2}} \right)^{\nu-1.29} \left( \frac{v_{imp1}^2}{v_{imp2}^2} \right)^{3\mu-1.68} \]  

(17)

for the ratio of impact melt volumes in isocrater impacts.

While this approach may give an estimate of the total amount of melt produced, the calculation via the shock pressure and heating is more suitable for integration into a convection model. The downside is that the actual thermal anomalies, which can be calculated by combining the decay laws by Pierazzo et al. (1997) or Ruedas (2017) with the impedance-match solution for the shock of colliding infinite half-spaces, cannot be cast in a simple form anymore. The impedance match shock pressure is given by

\[ p_{IM} = \rho (v_B + S_H u_{IM}) u_{IM}, \]  

(18)

with the density of the target, \( \rho \), in g/cm\(^3\), the speed of sound in the target, \( v_B \), in km/s, and the Hugoniot slope \( S_H = (1 + \gamma)/2 \) being related to the Grüneisen parameter \( \gamma \) (Melosh, 1989, App. II). The particle velocity \( u_{IM} \) at the interface with the impactor is

\[ u_{IM} = \frac{-B_u + \sqrt{B_u^2 - 4A_u C_u}}{2A_u} \]  

(19)
with

\[ A_u = \varrho_S h - \varrho_{\text{imp}} h_{\text{imp}} \]  \hspace{1cm} (19a)

\[ B_u = \varrho v_B + \varrho_{\text{imp}} (v_{B,\text{imp}} + 2 S_{h,\text{imp}} v_{z,\text{imp}}) \]  \hspace{1cm} (19b)

\[ C_u = -\varrho_{\text{imp}} v_{z,\text{imp}} (v_{B,\text{imp}} + S_{h,\text{imp}} v_{z,\text{imp}}) \]  \hspace{1cm} (19c)

(e.g., Melosh, 2011), whereby the properties used here are those of the unshocked material. The speed of sound of the target is derived from the thermoelastic properties as given by the mineralogical model for the planet via \( v_B = \sqrt{K_S/\varrho} \), where we use values for the adiabatic bulk modulus \( K_S \) and for \( \varrho \) averaged over the isobaric core volume in the convection models. In the impactor types that can be regarded as having a low porosity, the speed of sound in the impactor is simply determined using Birch’s law, \( v_{B,\text{imp}} = 2.36 \varrho_{\text{imp}} - 1.75 \) (e.g., Poirier, 2000, eq. 4.64); we treat the S- and C-type asteroids and the TNOs as belonging into this group, on the grounds that at the size of the impactors we consider the porosity tends towards low values (Carry, 2012). In porous bodies, especially comets, the porosity causes not only the density, but also the bulk sound speed to drop to very low values. Davidsson et al. (2016) discuss various suggestions for the density, compressive strength, and porosity of comets from the literature and find porosities upwards of 60% to be plausible; however, as we consider very large comets in this paper, we assume that some compaction has occurred and reduced the porosity to 50%. Compressive strengths are found to be on the order of at most 1 kPa for pristine material, which would give a speed of sound on the order of a few meters per second; this is also consistent with a Young’s modulus of no more than 10 kPa found in the Deep Impact experiment carried out on the comet 9P/Tempsel 1 (Richardson et al., 2007). Figure 4 shows the shock pressure decay with distance for isocrater impacts with different impactor types on the different targets; the temperature anomaly or waste heat production from the impact cannot be represented in such a general plot, because the dependence on the depth of penetration of the impactor enters via the pressure term and introduces an additional direct dependence on the impactor diameter. In almost all cases, the shock pressures reached in cometary and TNO-type impacts are substantially higher than those for asteroid impactors, and a much larger volume is exposed to them.

The impact velocities for most of the impactor types considered here are reasonably well known and constrained by observations of existing bodies. Therefore we will rely on data from the literature in connection with them. In the case of the hypothetical TNO-type impactors, however, the situation is different, because there are no known TNO-like objects in an orbit that reaches into the inner Solar System. For the purpose of including an interesting and extreme scenario, we posit their occasional appearance in the early history of the Solar System based on the assumption that gravitational interactions with the gas or ice giants, especially Neptune, may have perturbed the orbits of Kuiper belt objects (KBOs) in such a way that some of them have been deflected onto very eccentric paths that cross the orbits of the inner planets, somewhat similar to comets originating in that region. We use some results from orbital mechanics to derive values for the impact velocities at different planets that would be consistent with an origin somewhere in the Kuiper belt; the derivation is given in A.

Figures 1–3 give an impression of the variability of impactors that produce a crater of the same size, whereby one must keep in mind that the points that mark the impactor classes for different planets are only average values and that the values for individual impactors may differ substantially. The different impactor classes have properties quite different from the reference class, the S-type asteroids, but Fig. 1 (left) reveals that the differences in velocity can partly or completely compensate the differences in material effects. As a consequence, impactors of the same size but otherwise as different as S-type asteroids and long-period comets (LPCs) can create the same crater on Venus, Mercury, or the Earth; on Mars and the Moon, however, the comet would have to be almost one-fifth smaller according to Eq. 5, if we use the mean values for the densities and velocities from Table 2. In general, C-type asteroids are expected to show the largest size contrast with the reference for isocrater impacts.

The impactor diameter itself, however, is only of indirect significance with regard to the dynamical effects. The more directly relevant variables are the center depth and the radius of the isobaric core as well as the amount of impact melt produced, all of which are functions of \( D_{\text{imp}} \). Fig. 1 (right) shows that asteroidal impactors penetrate essentially to the same depths in isocrater impacts, irrespective of the class, as a consequence of the near-zero dependence on the density ratio, whereas comets and TNOs penetrate \( \sim 20\% \) less deeply than a reference impactor in an isocrater impact and may therefore at first sight be expected to have a lesser effect on mantle dynamics. On the other hand, Eq. 17 and Fig. 3 suggest that these same impactor types should produce substantially more melt than the reference case as a consequence of the contrast in material properties, and Fig. 4 indicates that the shocked volumes are larger: These effects should more than compensate for the smaller \( D_{\text{imp}} \) and a stronger dynamical effect of cometary and TNO-type impactors is indeed confirmed by our numerical models, as will be shown below. The reason for the contrasting melt productivities lies partly in the size of the isobaric core, which for cometary and TNO-type impactors is always larger than for the reference type; this holds regardless whether the Pierazzo et al. (1997) definition (top left panel in Figs. 2 and S1) or the \( \varphi \)-value or inflexion point definitions from Ruedas (2017) is used.

There are also differences between isocrater impactors in terms of atmospheric erosion, which are briefly outlined in the Supplement, as they are beyond the scope of this paper.
Figure 4. Shock pressure as a function of distance from the impact point according to eq. 9 for isocrater impacts with different impactor types. The distance is normalized with the diameter of an S-type impactor for better comparison of the relative size of the shocked volume. For simplicity, constant densities of 3200–3300 kg/m$^3$ have been assumed for each planet.

3 Method and setup of numerical models

We test the effects of different impactor types on the interiors of terrestrial planets with numerical models of mantle convection. The method has been described in detail elsewhere (e.g., Ruedas and Breuer, 2017, and references therein), and so we will only give a brief outline of the approach and focus on the aspects of the model specific to this study. The convection algorithm is a modified version of the code StagYY (Tackley, 1996, 2008) and solves the equations of conservation of mass, momentum, and energy in the compressible, anelastic approximation on a two-dimensional spherical annulus grid (Hernlund and Tackley, 2008) with free-slip, isothermal top and bottom boundaries. Melting and the transport of trace components such as water and radionuclides are modeled with tracer particles. In partially molten regions, we extract all melt that is less dense than the matrix, down to an extraction threshold of 0.7% (continuous or dynamic melting, cf. Shaw, 2000) and add it instantaneously to the top to build the crust (see Supplement); in impacts, where complete melting may be achieved in a small volume, a hard upper bound of 60% is imposed on melting. Incompatible components such as the internal heat sources are redistributed according to their partitioning coefficients. The convection model is coupled to a detailed model of the petrological and physical properties of the mantle and crust consisting of a parameterization of experimental phase diagrams of peridotite and basalt/eclogite as well as their thermoelastic properties such as the density, and the melting behavior. The viscosity is described by an extended Arrhenius-type flow law that includes a dependence on pressure, temperature, and water, iron, and melt...
content (e.g., Hirth and Kohlstedt, 2003). The core is represented by a simplified one-dimensional model following Nimmo et al. (2004) and Williams and Nimmo (2004), but we do not include the possibility of core crystallization, which is unimportant for the purpose of this study. The most important model parameters are given in Table 1, and some more technical details about the method are provided in the Supplement.

We consider four target bodies, namely Mars, Moon, Venus, and Mercury; the Earth is left out in order to avoid possible complications with its plate tectonics and complex water cycle. Each of these targets has its peculiarities with regard to the response to impacts. There are also significant differences in Mg# and alkali contents between the four targets under consideration, and so there are differences between the solidi of their mantles of up to 100 K at any given pressure (cf. B, Fig. 1), which have implications for the production of melt. As the models presented here are only a general survey meant to highlight some consequences of giant impacts specific for these four planets rather than a detailed study, we do not strive to reproduce specific observations, although we do account for certain important properties and consider the details of the Mars and Moon models in some more detail. The model sets are generally designed to include one impact-free model and two subsets with single impacts of either “large” or “small” size, designated by “L-” or “S-”, and of one of the different impactor types (S, C, TNO, LPC).

Mars has about half the diameter of Venus and is twice as far from the Sun, which causes impacts of projectiles of a given size to be less energetic than on targets closer to the Sun. The martian core is assumed to be large enough to prevent the existence of a basal perovskite+ferropericlase layer, in agreement with recent structure models based on the moment of inertia (Khan and Connolly, 2008; Konopliv et al., 2011; Rivoldini et al., 2011). Previous models (Ruedas and Breuer, 2017) let us expect that on Mars, events much smaller than the Isidis-forming impact would not result in large-scale, long-lasting effects under the assumption of an S-type asteroid impactor, and so we take the event that formed the Hesperium impact basin, which is a bit smaller than Isidis, as a lower bound. The corresponding basin has a diameter of 1065 km (Frey, 2008; Roberts et al., 2009), implying a diameter of the assumed S-type asteroid impactor of 185 km and an isobaric core diameter after eq. 11 of 102 km (cf. Fig. S4). As the upper limit we use the Utopia-forming event (\(D_I = 3380\) km), which is one of the largest basins in the Solar System and could have been caused by an S-type asteroid with \(D_{\text{imp}} = 685\) km. For better comparison, we will use these two S-type asteroid sizes as reference and derive from them crater sizes for Mars and Venus and, partly, for the Moon and Mercury; these are summarized in Table 2.

Venus, by contrast, is larger and closer to the Sun, which entails high average impact velocities for all sorts of impactors. The properties of the planet are assumed to correspond to those of the present, as far as they are known. The mantle is assumed to have a peridotitic petrology with Mg# = 0.92, corresponding to the chondritic model by Morgan and Anders (1980) (Fegley, 2014), and the core is taken to be at the large end of the expected range from Konopliv and Yoder (1996). The surface temperature is set to today’s high value, which implies that the target material properties are somewhat different from those of other planets: the density and the bulk modulus, which control the speed of sound, are lower, the thermal expansivity is greater, the viscosity is smaller, and the mere fact that the temperature is closer to the solidus means that less energy has to be expended to bring the material to the melting point. The viscosity of the lower mantle has been tuned to approach the shape determined by Steinberger et al. (2010). In order to avoid another parameter that would add more dynamical complexity to the model, we did not include plastic yielding of the lithosphere as other authors did (e.g., Armann and Tackley, 2012). Giant impact basins are not known on Venus because of its geologically young surface, but have without doubt existed in its ancient past (Karimi et al., 2017).

The Moon is the smallest target, but mostly thanks to its closer distance to the Sun, impact velocities are larger than on Mars (cf. Table 2). For its mantle, which accounts for most of the body, we assume an Earth-like mineralogy but with Mg# = 0.83 (Taylor and McLennan, 2009). As the Utopia-forming S-type impactor would have produced a crater substantially larger than the largest known basin (South Pole–Aitken basin, \(D_I \approx 2500\) km) according to the scaling laws, whose applicability under such conditions would be questionable, we chose the latter as the upper limit for that body; it could have been produced by an S-type asteroid with \(D_{\text{imp}} = 403\) km.

Mercury is not much larger than the Moon, but has a very thin mantle with an estimated Mg# in the range of approximately 0.94 to 0.97 (Robinson and Taylor, 2001) and a surface gravity similar to Mars thanks to its unusually large core; on the other hand, its proximity to the Sun causes impact velocities to be much larger than at the other targets. The combination of high impact energies and a thin mantle is expected to result in a unique style of response to an impact, which will contrast with the other targets, whose mantles have much larger volumes with larger convective structures. Similar to the Moon, the Utopia-forming S-type impactor would have produced too large a crater, and the impactor would even have penetrated into the core. The diameter of the resulting basin would be about 25% larger than the high-Mg anomaly (\(D_I \approx 2550\) km) in the northwestern part of the planet, which is the largest hitherto identified potential (albeit not undisputed) impact site on that planet (e.g., Weider et al., 2015; Frank et al., 2017). However, the center of the isobaric core for such an impactor would lie more than halfway to the core–mantle boundary (CMB) of Mercury, and the strongly shocked region is expected to intersect with it. Melosh (1984) has discussed in detail how the compressive shock wave turns into a tensile wave upon reflection at the free surface of a planet and how the interference of both results into partial annihilation of the shock in a certain area near the surface. For a deeply penetrating impact on a planet with a thin mantle and a liquid outer core like Mercury, we need to consider the potential effects of a lower strong reflector as well, because the shock-wave will partly be reflected at the CMB and will interfere with the direct wave. In order to estimate the character of this interference, we calculate the P-wave
Table 1. Essential model parameters. Further parameters are listed in Table 1 and in Table S2.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Mars</th>
<th>Moon</th>
<th>Venus</th>
<th>Mercury</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_{P}$ (km)</td>
<td>3389.5$^a$</td>
<td>1737.1513$^b$</td>
<td>6051.8$^a$</td>
<td>2439.36$^c$</td>
</tr>
<tr>
<td>$R_{core}$ (km)</td>
<td>1730$^{1,1}$</td>
<td>350$^i$</td>
<td>3320$^i$</td>
<td>2020$^e$</td>
</tr>
<tr>
<td>$T_{surf}$ (K)</td>
<td>218$^b$</td>
<td>250$^{b,1}$</td>
<td>735$^b$</td>
<td>440$^d$</td>
</tr>
<tr>
<td>$D_{cc}$ (km)</td>
<td>5.6$^m$</td>
<td>18.7$^k$</td>
<td>3.5$^l$</td>
<td>11.7$^p$</td>
</tr>
<tr>
<td>Initial $T_{pot}$ (K)</td>
<td>1700</td>
<td>1550</td>
<td>1800</td>
<td>1700</td>
</tr>
<tr>
<td>Bulk silicate Mg#</td>
<td>0.75$^{h, r}$</td>
<td>0.83$^i$</td>
<td>0.92$^{c,i}$</td>
<td>0.94$^l$</td>
</tr>
</tbody>
</table>

$^a$Estimated value. $^1$Calculated from empirical fit (see Supplement).


\[ R_{PP} = \frac{\varrho_m v_P c \cos \varphi_m - \varrho_m v_P m \cos \varphi_m}{\varrho_m v_P c \cos \varphi_m + \varrho_m v_P m \cos \varphi_m} \] (20)

(e.g., Müller, 2007), where $\varrho_m$, $v_P$, and $\varphi_m$ are the density and the P-wave velocity in the mantle and core, and the angles of incidence and refraction of the seismic ray, respectively. For Mercury at a time close to 400 My, our numerical convection models have $\varrho_m = 3266.5$ kg/m$^3$, $v_{P m} \approx 8.15$ km/s, $\varrho_m = 6692$ kg/m$^3$, and $v_{P m} = 5.03$ km/s, which suggests that for small angles of incidence $\varphi_m$, i.e., close to the center of the isobaric core, $R_{PP} > 0$. Interference would therefore be constructive in the most critical region and may result in an enhancement of the strongly heated region and melt production from the impact. Hence we conclude that the applicability of the simple impact model used here and in most other studies of this sort may be questionable in this case, and we decided to limit the Mercury models to a “quasi-Hematite” impact, which produces a basin of approximately the size of Caloris.

Inspection of Figures 1–3 shows that certain combinations of impactor candidates are more likely to produce isocratet events with different dynamical effects in the deeper interior than others and that these combinations vary between planets. We shall now investigate some combinations in which those effects differ considerably, i.e., for which at least some of the ratios $\zeta_{imp,S}$, $\zeta_{imp,i}$, $\psi_{imp,i}$, $\Phi_{imp,i}$, and $\zeta_{imp,S}$ differ significantly from 1. In general, the effects of X-type asteroids are most similar to those of the reference S-type impactors and will therefore not be considered further. C-type asteroids have a bit more different effects as a consequence of their lower density: they would be about one-third larger but penetrate to the same depth; the shocked volume and melt volume would be 2.5 times larger, however. TNO-type impactors are even less dense and twice as fast as the reference impactor, and although they would have to be of the same size, they penetrate some 20% less deeply into the target. The radius of the isobaric core is nonetheless several times larger than in the reference case, especially for targets at greater distance from the Sun. Finally, comets have still lower densities than TNOs, but their velocities may be smaller or larger, depending on whether they are short-period or long-period comets. The former, whose periods are less than 200 years and whose orbits thus mostly lie within that of Neptune, would rather have to be a bit larger than the reference impactor, whereas the latter come from much further out and would tend to be a bit smaller. Both would penetrate between one-quarter and one-third less deeply but shock a much larger volume, even larger than TNOs. However, for very large impacts this implies comets of enormous size, which are not observed today and are rather unlikely to form; the largest cometary nucleus observed so far has a diameter of $\sim 96$ km (Korsun et al., 2014), and so we will assume a generous upper limit of $\sim 150$ km for the size of comets, which is also in general agreement with the estimated maximum size of cometary impactors recently deduced by Rickman et al. (2017).

4 Results

In our brief survey of impact effects on the interiors, we will focus on the most salient features of the impact-generated temperature and composition anomalies and some essential dynamic characteristics. In the case of Mars and the Moon, which yield the richest model series, we also consider density and bulk sound velocity as potential observables of interest.

4.1 Mars

Fig. 5 (upper part) shows snapshots of the temperature and the composition (depletion) field for the Hematite isocrat set at the time of impact and $\sim 200$ My later. This set consists of S- and C-type asteroid impactors as well as an LPC-type and a TNO-type impactor. The two asteroidal impacts are very similar in size and do not produce a major
Table 2. Isocrater impact sets for Mars, Moon, Venus, and Mercury. The reference case is an S-type asteroid. All diameters and depths are given in kilometers, densities in kg/m$^3$, and absolute velocities in km/s. Impactor velocities for asteroids are from Grieve et al. (2007, Mercury), O’Keefe and Ahrens (1994, Venus), Chyba (1991, Moon), and Ivanov (2001, Mars), the long-period comet velocities are from Shoemaker and Wolfe (1987, Moon) and Steel (1998, Mars), and the TNO velocities are from this study (cf. A).

<table>
<thead>
<tr>
<th>Planet</th>
<th>$D_f$</th>
<th>Type</th>
<th>$\varrho_{\text{imp}}$</th>
<th>$v_{\text{imp}}$</th>
<th>$D_{\text{imp}}$</th>
<th>$D_{\text{nfl}}$</th>
<th>$z_{\text{ic}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mars</td>
<td>1065</td>
<td>S</td>
<td>2720</td>
<td>9.6</td>
<td>185</td>
<td>102</td>
<td>81</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C</td>
<td>1330</td>
<td>9.6</td>
<td>251</td>
<td>138</td>
<td>77</td>
</tr>
<tr>
<td></td>
<td></td>
<td>LPC</td>
<td>540</td>
<td>45</td>
<td>154</td>
<td>312</td>
<td>61</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TNO</td>
<td>1060</td>
<td>24</td>
<td>165</td>
<td>258</td>
<td>68</td>
</tr>
<tr>
<td></td>
<td>3380</td>
<td>(L)</td>
<td>2720</td>
<td>9.6</td>
<td>685</td>
<td>378</td>
<td>301</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C</td>
<td>1330</td>
<td>9.6</td>
<td>930</td>
<td>513</td>
<td>286</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TNO</td>
<td>1060</td>
<td>24</td>
<td>611</td>
<td>955</td>
<td>254</td>
</tr>
<tr>
<td>Moon</td>
<td>1259</td>
<td>S</td>
<td>2720</td>
<td>12</td>
<td>185</td>
<td>154</td>
<td>91</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C</td>
<td>1330</td>
<td>12</td>
<td>251</td>
<td>209</td>
<td>86</td>
</tr>
<tr>
<td></td>
<td></td>
<td>LPC</td>
<td>540</td>
<td>58</td>
<td>152</td>
<td>330</td>
<td>68</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TNO</td>
<td>1060</td>
<td>29.2</td>
<td>167</td>
<td>289</td>
<td>77</td>
</tr>
<tr>
<td></td>
<td>2500</td>
<td>(L)</td>
<td>2720</td>
<td>12</td>
<td>403</td>
<td>336</td>
<td>197</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C</td>
<td>1330</td>
<td>12</td>
<td>547</td>
<td>456</td>
<td>187</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TNO</td>
<td>1060</td>
<td>29.2</td>
<td>365</td>
<td>629</td>
<td>167</td>
</tr>
<tr>
<td>Venus</td>
<td>1257</td>
<td>S</td>
<td>2720</td>
<td>18</td>
<td>185</td>
<td>239</td>
<td>109</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C</td>
<td>1330</td>
<td>18</td>
<td>251</td>
<td>324</td>
<td>103</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TNO</td>
<td>1060</td>
<td>35.7</td>
<td>188</td>
<td>352</td>
<td>94</td>
</tr>
<tr>
<td></td>
<td>3984</td>
<td>(L)</td>
<td>2720</td>
<td>18</td>
<td>685</td>
<td>885</td>
<td>403</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C</td>
<td>1330</td>
<td>18</td>
<td>930</td>
<td>1201</td>
<td>383</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TNO</td>
<td>1060</td>
<td>35.7</td>
<td>697</td>
<td>1304</td>
<td>348</td>
</tr>
<tr>
<td>Mercury</td>
<td>1579</td>
<td>S</td>
<td>2720</td>
<td>25</td>
<td>185</td>
<td>296</td>
<td>127</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C</td>
<td>1330</td>
<td>25</td>
<td>251</td>
<td>401</td>
<td>121</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TNO</td>
<td>1060</td>
<td>46.4</td>
<td>195</td>
<td>399</td>
<td>111</td>
</tr>
</tbody>
</table>

thermal anomaly; they dissipate quickly without influencing the plume distribution substantially, although the heat flux anomaly and a marked compositional anomaly remain at the site permanently. LPC- and TNO-type impactors both produce considerably larger thermal and compositional anomalies, which come close in size to the S-type Utopia-size event. They produce a thick crust, of which a part quickly delaminates, sinks to the CMB, and is then slowly mixed back into the mantle, whereas there is much lesser crustal thickening and hardly any delamination in the asteroidal impacts of the Hematite set.

The magnitude of the effects of the Utopia-sized impacts can clearly be put in the order $S < C < TNO$, whereby especially the TNO-type impact would shock-heat about one-eighth of the mantle and reach all the way down to the CMB (Fig. 5, lower part); considering that extrapolation of the scaling laws to such a large size may be problematic, this result should probably not be treated as quantitatively accurate. The effect on mantle convection is more diverse in the large impacts, but it is substantial for all three variants, and for the C-type asteroid and the TNO-type impactors, the compositional anomaly is expected to extend far beyond the final crater. The final compositional anomaly, which in this case resembles closely the pattern at $\sim 600$ My, is fairly sharply bounded in the case of the small (Hematite-sized) impacts, but it transitions quite smoothly into the undisturbed mantle in the large (Utopia-sized) impacts. The reason is probably that in smaller events the depth of penetration of the impactor and the entire impact-induced anomaly are shallower and more closely coupled to the lithosphere, which would hamper its subsequent spreading. In a large event like Utopia, by contrast, the post-impact dynamics reach deeper into the mantle, and much of the ensuing anomaly develops in the sublithospheric mantle without encountering obstacles.

The root-mean-square velocity $v_{\text{rms}}$ of the convective flow in the mantle, which serves us here as a measure of convective vigor, shows that there are only small differences between the impact-free model and the Hematite-size events. By contrast, the Utopia-size impactors cause substantial deviations in convective vigor that last for more than 100 My or, in the extreme case of a TNO-type impactor, for several hundreds of millions of years (Fig. 6). The latter also features wide-spread appearances of lithospheric instability presumably caused by the massive production and partial eclogitization of cold crust overlying a strongly depleted sublithospheric layer from the impact, which are reflected in the numerous velocity maxima. The two cases with a large C- or TNO-type impactor also raise the mean temperature of the mantle more strongly relative to the impact-free model than all other cases.

In order to test whether the different impactor types can be discerned on the basis of the present-day remnants of the impact-generated anomalies, we consider the radial profiles of the density and the bulk sound speed taken at the center of the impact basin and at a certain distance from it as derived from the final datasets of the model runs.
Figure 5. Temperature ($T$, left part) and depletion ($f$, right part) of models with impacts on Mars by different impactor types and of different sizes. All impacts occur between the 8 and the 9 o’clock position and produce a basin with either the diameter of the Hematite basin ($D_f = 1065$ km) or the diameter of the Utopia basin ($D_f = 3380$ km) on Mars. The upper row of each impact size subset shows the state directly after the impact, the lower row the state 200 Myr after the impact. The colorbars are clipped for clarity.
Judging from the snapshots in Fig. 5, the anomalies in these two geophysical observables may be expected to differ in both magnitude and spatial extent for each impactor type, but the question is whether and under which conditions the differences would be detectable. The off-center profile is taken at a distance from the center that is just beyond the margin of the anomaly of the S-type impactor, which is always the smallest; this selection is meant to ensure that for the S-type case, there is no signal, whereas for the other ones there should still be a signature of the anomaly. For the small impact, this distance (∼10°) is easily found due to the sharp boundary of the anomaly, but in the large-impact models, we chose instead a location at ∼40° from the center of the crater, where the anomaly of the S-type impactor is already much weaker. The composition (f) profiles in Fig. 7a and d show that the anomaly is defined by an up to about three times stronger depletion of the mantle and that it is larger in the models with C-, LPC-, or TNO-type impactors. This stronger depletion translates into a lower density \( \rho \) of the anomaly, but the density deficit in the shallow sublithospheric mantle is similar in all cases, namely mostly on the order of 20 to 30 kg/m\(^3\) relative to the mean of the impact-free model (Fig. 7b,e). The negative density anomalies of the C-, LPC-, or TNO-type events, however, reach deeper, but only in the large impacts is the vertical extent of a distinct low-density volume larger by several tens or even more than a hundred kilometers such that it may be detectable in gravity data. A peculiar feature of the large TNO-type impact is the large eclogitized crustal root, which is visible as a high-density anomaly between ca. 120 and 140 km and is expected to founder at some point, as well as eclogitic cumulates at the CMB. The bulk sound speed \( v_B = \sqrt{K_S/g} \) anomaly is also identifiable in all cases, but does not exceed 0.05 km/s (Fig. 7c,f), and the different anomalies are not sufficiently distinct from each other to offer a realistic possibility of distinguishing them seismically. In the (admittedly extreme) case L-TNO, it must be noted that the anomaly ends up encompassing the entire planet, forming a more or less uniform layer whose irregularities are due to later secondary processes; such a layer would obviously not appear as an anomaly any more.

4.2 Moon

The Moon is unusual for its very small core, whose surface does not provide space for a large number of mantle plumes to form. The relatively great depth of the mantle prevents even large impacts from affecting directly its entire depth range in spite of the Moon being a fairly small body. The plumes from the CMB rise sluggishly due to the small \( g \) and largely dissipate before reaching the base of the lithosphere, which later becomes unstable and drives convection by cold downwellings; \( v_{\text{rms}} \) is several times smaller than in the Mars models (Fig. 6). The anomalies caused by large impacts trigger strong upwellings that attract plumes from the surroundings or draw new ones from the CMB behind them as they ascend (Fig. 8); these plumes grow at the expense of other, more remote ones. The anomalies spread out over a much larger area than corresponds to the impact crater and introduce a significant degree-1 component into the global convection pattern. As one consequence of this pattern, the cold lithospheric downwellings do not start
Figure 7. Present-day compositional (a,d), density (b,e), and bulk sound speed (c,f) profiles for the small (Hematite, upper row) and large (Utopia, lower row) impact models on Mars. The “no impact” profiles are global lateral averages, the other profiles are local depth profiles taken at the impact site (solid lines) and at a more remote location in the region of the impact (dashed lines; Hematite: $\sim 10^\circ$, Utopia: $\sim 40^\circ$).
Figure 8. Temperature ($T$) and depletion ($f$) of models with isocrater impacts on the Moon by an S-type asteroid and by a long-period comet. The impacts produce a basin with a diameter of $D_{\text{f}} = 1259\,\text{km}$, slightly larger than Mare Imbrium; the S-type asteroid had the same diameter as the one that produced the Hematite basin on Mars ($D_{\text{imp}} = 185\,\text{km}$), the comet had a diameter of $D_{\text{imp}} = 152\,\text{km}$. The top row shows the state directly after the impact, the bottom the state at 2 Gyr, several hundreds of millions of years after the final geometry of the anomaly was essentially established. In the middle row, one can see how the anomaly rises after the impact and spreads beneath the lithosphere, attracting a preexisting plume (S-type) or triggering one at the CMB (LPC-type). The colorbars are clipped for clarity.
Figure 9. Present-day compositional (a,d), density (b,e), and bulk sound speed (c,f) profiles for the small (Mare Imbrium, upper row) and large (South Pole–Aitken, lower row) impact models on the Moon. The “no impact” profiles are global lateral averages, the other profiles are local depth profiles taken at the impact site (solid lines) and at a more remote location in the region of the impact (dashed lines; Mare Imbrium: $\sim 40^\circ$, South Pole–Aitken: $\sim 90^\circ$).
4.3 Venus

In Venus, the mantle-to-core ratio is comparable to Mars, but contrary to the latter, Venus is much larger and thus has a massive perovskite+ferropericlase lower mantle, and the phase transition between the upper and the lower mantle acts as a partial barrier to mantle currents. For this reason, the primary effects even of large impacts on convection dynamics are mostly confined to the upper mantle, except for events in which the diameter of the impactor exceeds ~300 km. The higher lithostatic pressure gradient narrows the depth range susceptible to melting, but this limitation is partly offset by the hot lithosphere, which is considerably closer to the melting point than in all other terrestrial bodies of our Solar System. Any impactor large enough to survive the encounter with the dense atmosphere, which is the case for all impactors considered here, therefore has to expend less of its energy on heating the target to the melting point and can, at least in principle, produce more melt. The steep pressure gradient also shifts phase boundaries to

\[ \Delta T \]

Figure 10. Temperature anomaly \( T(r, \vartheta) - T_{\text{ave}}(r) \) of the small Venus isocrater models with an S-type impactor (left, \( D_{\text{imp}} = 185 \text{ km} \)) and a TNO-type impactor (right, \( D_{\text{imp}} = 188 \text{ km} \)) just after the impact. The final crater is 1257 km in diameter, virtually the same size as the lunar one in Fig. 8 and 4.6 times larger than Mead, the largest crater on Venus in existence today. Note that the impactors have almost the same size; the larger anomaly of the TNO-type impactor is due to its higher velocity. Still, the anomalies of both impacts barely reach into the lower mantle. The cold downwellings (blue) consist of cold lithospheric material including eclogitized crust. The colorbar is clipped for clarity.
shallower depths than in smaller, less massive bodies, in particular the plagioclase–garnet transition of the basaltic crust. For this reason, crustal delamination is common even in the impact-free model and may in principle affect the upper crust in strong events, which would be in agreement with the observation that Venus’s surface is geologically young and has been resurfaced on a global scale. In our models, the mantle of Venus experiences an initial heating phase similar to Mars due to the more intense radioactive heat production, but unlike the other planets, it does not cool subsequently because heat loss to the hot atmosphere is very inefficient; this particular feature of venusian thermal evolution is consistent with the findings of earlier studies (e.g., Armann and Tackley, 2012; Gillmann et al., 2016).

As a consequence of the hot lithosphere, the shallow basalt–eclogite transition and the large size of the planet, the response to impacts on Venus is somewhat different from other, smaller planets. An impact does produce a regional upwelling, but has no immediate effect on the lower mantle in that it does not trigger a plume from the CMB. Quite to the contrary, the massive production of crust at the impact site soon lets the crust thicken into the stability field of eclogite, such that a major part of it delaminates. Delamination occurs on a much larger scale than on other planets and produces an avalanche-like flow of relatively cool, eclogite-rich material into the lower mantle; such downwellings appear in the temperature anomaly image Fig. 10 as dark blue regions. This mass flux induces a return flow of hot, primitive material into the upper mantle, often in the form of plume-like pulses in regions adjacent to the impact site. The vigorous convection including delamination of the crust, both in general and regionally in the aftermath of an impact, has the same effect on the mantle as on the surface: it quickly obliterates coherent, geophysically identifiable traces of impact-generated anomalies, leaving no hope to detect vestiges of ancient basin-forming impacts in the modern lithosphere of Venus. The enhanced delamination of relatively cool lithospheric material causes models with impacts to have mean mantle temperatures that generally lie a few tens of kelvins lower than that of the impact-free model, except for a short period of a few tens of millions of years directly after the impact. This thermal effect and the fact that the impacts affect a smaller fraction of the mantle are probably the cause for a reduction of \( v_{\text{rms}} \) in the aftermath of an impact (Fig. 6).

4.4 Mercury

Structurally, Mercury is in some sense the opposite of the Moon, as it has a very large core and a thin mantle. As a consequence, large impacts shock a major fraction of, or even the entire, depth range of the mantle and induce melting in a large part of it. Melt production to great depth is further facilitated by the relatively flat lithostatic gradient in the mantle, although this is partly offset by the unusually high solidus of the Fe-poor peridotite (see Fig. 1). The small depth of the mantle strongly diminishes its Rayleigh number, causes \( v_{\text{rms}} \) to be more than an order of magnitude lower than that of the Moon (Fig. 6), and suppresses the formation of convection cells with large lateral extent in favor of a small-scale pattern with many cells. As a consequence, any heterogeneities that may form in the mantle are prone to be trapped within the realm of one or a few of those numerous small cells that hinder lateral transport over long distances, because the effective path traversed by any volume is much longer and the flow velocities are low. Thus, even the massive anomalies produced by basin-forming impacts are not transported much beyond the region where they were created: in our two-dimensional models, the pre-impact mantle has almost three dozen convection cells, but the impacts affect only between four and six of them directly and at most one or two more indirectly in their aftermath (Fig. 11). The density structure is relatively homogeneous throughout the affected region, which is partly due to the fact that the post-impact temperature in its supersolidus part is set to a value just above the solidus to account for the consumption of latent heat by melting. This region with little lateral density variation spans essentially the entire height of the convecting layer and inhibits long-lived vigorous post-impact convection in the impact zone, because cooler mantle material from the surroundings cannot penetrate beneath it easily in large amounts. As can be seen especially in the \( f \) field in Fig. 11, low-\( f \) material from the surroundings of the impact site, which is marked by a massive high-\( f \) region touching the CMB, takes almost 150 My to separate the anomaly fully from the core. The effects of the impacts we considered on global dynamical characteristics are therefore very minor and vanish within a few hundred million years, but the anomalies in the mantle are preserved permanently and with little modification, as the small-scale structure of convection generally inhibits their lateral spreading. Although impact-generated compositional anomalies do spread to some extent, the differences between different impactor types are small and will be hard to detect.

5 Discussion

The scaling laws summarized in Sect. 2 lead to the conclusion that very large impact basins, i.e., significantly larger than the martian Hematite basin, cannot have been produced by comets, as such comets would exceed the 150 km in diameter we have set as an upper limit of probable comet sizes. Up to that size, however, very large long-period cometary impactors would in principle be conceivable on Mars and on the Moon, but on Venus and Mercury, the required size of LPC impactors would lie above the limit. TNO-type impactors, however, would be possible on all targets, as several of the known TNOs in the Kuiper belt have the required diameter on the order of a few hundred kilometers, and although their penetration depth would not be very different from that of S-type impactors, the isobaric cores would be substantially larger. The effects caused by C-type asteroids are in many respects similar to
Figure 11. Evolution of the temperature (top) and the compositional field (melting degree, bottom) of Mercury after the impact of an S-type asteroid that forms a basin of approximately the size of Caloris (model S-S). The impact occurred at 400 My at the one o’clock position of the cross-section. The associated anomaly does not spread much further than shown in the last panel and stalls permanently at around 850 My.

those of S-type asteroids, in spite of their lower density. In brief, there is a fairly clear distinction between asteroidal and non-asteroidal impactors in terms of their effects on the interior, which are substantially stronger in the latter case. It is worth recalling that while the TNO-type impactors considered here are an extreme and hypothetical example, there are real objects in the Solar System like centaurs that could take an intermediate place between these subsets and produce effects in the interior that are larger than those of asteroidal impactors. At any rate, the size–frequency distributions of comets and other non-asteroidal impactors, as far as they are known at all, suggest that bodies of the size required even for the small basins such as Hematite are extremely rare or nonexistent, making impacts of such bodies relatively unlikely. This conclusion is in agreement with independent arguments for a predominantly asteroidal origin of the lunar craters and extends, at least in principle, to other bodies in the inner Solar System. It should hold at least qualitatively even if one admits that the scaling laws used here to derive the impactor size and other impact characteristics may not yield a very accurate representation of the characteristics of a basin-forming impact and its ensuing crater (Bierhaus et al., 2011). Concerns regarding the scaling laws will be stronger the larger the impact and the smaller the target is, for instance, because curvature effects begin to become important. At least for the Moon, Potter et al. (2015) found that target curvature must be accounted for in numerical impact models if \( D_{\text{cr}}/(2R_P) \gtrsim 0.3; \) this would apply to both lunar impacts considered here, and if the criterion also holds for other planets, it would also apply to the Utopia event on Mars. The conclusion about the low probability of non-asteroidal impacts does not imply, however, that smaller craters, whose impact effects are restricted to the lithosphere, could not have been caused by cometary impactors, and we suggest that the geophysical signature of such smaller craters should be considered with this possibility in mind.

Ruedas and Breuer (2017) found that giant impacts produce compositional anomalies in the martian mantle that are self-preserving due to their own buoyancy, which anchors them within the growing lithosphere, and that such anomalies should leave their signature, for instance, in the gravity field. The results from this study confirm this result for bodies of the size of Mars or smaller, which can form thick, stable crusts. It is reassuring that for all differences in model definition and setup, the models of very large basin-forming impacts on Mars, the Moon, and Mercury by Arkani-Hamed and Ghods (2011) indicate a trend of self-stabilization and “freezing” of the impact-generated anomalous mantle structure similar to ours, although they do not cover the long-term evolution to the extent we do. On Venus, however, the extensive delamination of crust in our models largely disrupts and obliterates such anomalies. The stability of such anomalies would then turn out to depend on the lithostatic gradient and the melt production of the planet, i.e., ultimately on its mass and size. On those planets whose dynamical evolution preserves impact-generated anomalies, gravimetry offers probably the most promising approach for detecting them and putting constraints on the type of impactor, although the non-uniqueness of gravity field signatures will make additional evidence necessary. Furthermore, the small amplitude of the mantle density anomalies and the decreasing thickness of the layer at great distances from the point of impact, which are both crucial to estimating its spatial extent, will require a good crustal thickness model and make detection difficult.

Moreover, the set of small S-type asteroid impactors, which are all of the same size, highlights the fact that impactor size alone is not the only, and not even necessarily the most important parameter that controls the effects
of an impact. For a given impactor type, the effective velocity of the projectile, its size relative to the target, and the global structure of the target, specifically the mantle-to-core ratio, are at least as important. For example, very large impacts on Mars have been found to trigger long-lived plumes at the impact site or attract nearby plumes to it under certain circumstances (e.g., Reese et al., 2002, 2004; Ruedas and Breuer, 2017). On Venus, by contrast, we did not observe a similar tendency, although the impacts did focus upwellings and volcanism for some time towards the impact site. The more vigorous convection, the delamination of the crust, and also the larger separation between the shocked mantle volume and the CMB seem to prevent such a stabilization of mantle flow patterns. This difference was already noted by Gillmann et al. (2016) in a series of models of Venus that did not couple the rheology to the water content but implemented a sophisticated coupling of the interior with the changing atmospheric conditions; thus it seems to be a fairly robust feature. The importance of the proximity of the shocked region to the CMB can be qualitatively assessed by comparing our Mercury models with other models from the literature. The models of the Caloris impact by Roberts and Barnouin (2012) and Padovan et al. (2017) show a dynamical behavior beneath the impact that is more similar to that of a martian mantle in that a normal plume forms and rises from the CMB. The various differences in model setup and impact parameters and geometry result in a smaller size of their heated volume and a greater distance of the isobaric core from the CMB that allows the thermal anomaly to be transported and obliterated more easily than in our models.

There are of course some caveats in the interpretation of the results of our models. One of the most important ones is the problem of melt production by the impact itself and the fate of that melt. We have assumed that all of the melt that is produced in the impact and is, in principle, extractable is indeed extracted and forms crust. This assumption is responsible for substantial impact-related crust production and represents an endmember case that puts an upper bound on both the post-impact crustal thickness and the magnitude of the interior compositional anomaly. Fitting impact melt volumes from all models to a power law of the form of Eq. 16 with \( \mu = 0.58 \) fixed, we also find that a decent fit can be obtained with \( D_{\text{imp}}^{2.48} (\theta_{\text{imp}}/\theta)^{0.16} \). However, one must keep in mind that the melting model is not calibrated for impact shock melting and that this fit was derived from two-dimensional models assuming axial symmetry about the radial axis of the anomaly. The relation should therefore be considered a tentative observation and not be used for quantitative estimates, even though independent work based on impact simulations by Marinova et al. (2011) and Manske and Wünnemann (2017) points to a comparable reduction of the exponent 3 of \( D_{\text{imp}} \) in the traditional scaling law Eq. 16. At any rate, a close agreement with Eq. 16 should probably not be expected given that the equation was derived for homogeneous materials. The other extreme would be to assume that no impact-generated melt is extracted, i.e., that the melt produced by the impact shock itself recrystallizes in the interior, possibly in situ, and that all post-impact crust formation is due to longer-term, secondary volcanism. An approach of that sort, which has been taken by Padovan et al. (2017) in models of Mercury, leads to a thinner post-impact crust and would result in a much smaller compositional anomaly, which would also be even harder to observe. The fate of the impact melt is an unresolved issue and will need further work in the future.

Another aspect are the uncertainties in the impact parameters. The velocities and densities of impactors are not tightly constrained but span a large range. Furthermore, as mentioned above, we assume an impact angle of 45°, but in reality, any other angle is also possible. In order to avoid the addition of \( \theta \) as another free parameter to the analysis, one may therefore choose to read the equations and figures as applicable to events with the same \( \theta \) or, more appropriately, as comparing the vertical components of \( v_{\text{imp}} \). The latter interpretation expands the range of possible velocities even further, but it has the advantage of being more general, as it allows, in principle, the comparison of impacts with different \( \theta \). Moreover, one can also use velocity-density ratio contour plots such as Figs. 1–3 for comparing impacts of S-type asteroids with different \( \theta \), as these would lie on the vertical line through \( \theta_{\text{imp}}/\theta = 1 \). Most of the equations and figures would remain unchanged if a different reference angle than 45° had been chosen, because the sin \( \theta \) terms that are now implicit in the impactor velocity cancel out in the ratios; however, care must be taken in those formulae in which velocities do not appear only as ratios, i.e., Eqs. 13 and 14, where \( b \) and \( n \) are functions of the velocity. The most important aspect of oblique impacts that cannot be captured at all by this approach is the asymmetry of the deformation and pressure pattern. Especially for \( \theta \lesssim 30° \), the asymmetry may often be visible enough in the shape of the crater to facilitate some constraints on the vertical component to adjust the parameters in a model. The asymmetry in the subsurface post-impact temperature distribution, however, is not included in the numerical models. We expect it to have some influence on local post-impact convective and melt production patterns, but they are probably minor and are not well resolved in global-scale models. Future improvements in the representation of the impact shock pressure distribution may remove this shortcoming. When reading Figs. 1–3, it must therefore always be kept in mind that the colored dots that mark impactor–target combinations are averages and come with large and overlapping errorbars.

6 Conclusions

Impactors of different types and with different impact parameters may produce a final crater of the same diameter on any given target if certain conditions are met. On the basis of scaling laws, we derived the condition that defines such “isocretar impacts” as well as relations that describe how the different types of impactors of such a set differ in terms of their effects on the interior of the target planet. Most importantly, non-asteroidal impactors produce substantially
greater anomalies than asteroidal impactors in any set of isocrater impacts. These differences may in principle help to identify the properties of the projectile that formed a given crater and thus constrain the character and abundance of different possible impactor populations relevant for the early inner Solar System. If extremely large geophysical anomalies associated with large impact basins as expected from non-asteroidal impactors turn out to be absent, that would imply that cometary or similar impactors of the required size are extremely rare or do not exist.

The specific response to a given impactor depends not only on the parameters of the projectile, however, but just as much on those of the target. The very different dynamics of the four bodies considered show that the anomalies produced by the impact evolve very differently depending on the vigor of convection and the relative size of core and mantle: in Mars, anomalies tend to spread at the base of the lithosphere and are eventually integrated into it; in the Moon, anomalies stall much more quickly and tend to be preserved as structures with a substantial depth extent, as opposed to the thin anomaly remnants in Mars; in Venus, anomalies are quickly obliterated by the generally vigorous convection and in particular by crustal delamination; in Mercury, almost the entire depth range of the mantle may be affected, but the small scale of convective structures and efficient cooling inhibit large-scale lateral spread and prevent the development of very marked differences in the signatures of different impactor types. Given the destructive effect of crustal recycling on lithospheric anomalies in Venus, one should expect that comparable anomalies in the Earth’s lithosphere have suffered a similar fate due to subduction or rifting, unless they formed in stable continental lithosphere.
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A TNO-type impactor velocities

First of all, we shall emphasize that this is a hypothetical scenario designed to produce an extreme impact event with a relatively straightforward orbital dynamics model. We have therefore deliberately chosen not to model impacts of objects like centaurs or similar bodies whose origins lie similarly far away from the inner Solar System and whose complicated orbital histories have brought them closer and may in some cases turn them into potential impactors; such objects have been shown to have a non-zero collision probability with terrestrial planets (e.g., Ipatov and Mather, 2004) and have been linked to mass extinctions on Earth (e.g., Napier, 2015).

For simplicity, we assume that the perturbing giant planet that nudges the TNO into its highly eccentric orbit does not accelerate it significantly so that the orbit of the TNO can still be treated like an elliptical cometary Keplerian orbit with semimajor axis $a_e$, numerical eccentricity $e$, and inclination $i$ relative to the orbit of its target. Many of the known present-day TNOs have inclinations of only a few degrees (e.g., de Pater and Lissauer, 2010) (also see http://www.minorplanetcenter.net/iau/lists/TNOs.html), and orbital evolution models of Kuiper belt objects suggest that the gravitational effects acting on these objects preferentially remove low-inclination objects from that population, at least from the inner Kuiper belt (Kuchner et al., 2002). Therefore we assume that our hypothetical TNO-type impactor was transferred by such processes onto its final high-eccentricity orbit that brought it into the inner Solar System and that this body had a low inclination. A condition for a collision to be possible at all is that $e$ exceeds a certain minimum value. In polar coordinates $r, \varphi$ with the origin at the center of the Sun, the target planet’s orbit, which we assume to be circular, is defined by its radius $a_p$, and the elliptical orbit of the impactor with the Sun in one focal point is

$$r_c = a_e \frac{1 - e^2}{1 + e \cos \varphi}.$$  

Equating both curves, i.e., $r_c = a_p$, gives the coordinate $\varphi$ of the intersections:

$$\varphi = \arccos \left\{ \frac{1}{e} \left[ \frac{a_c}{a_p} (1 - e^2) - 1 \right] \right\}.$$  

The argument of the arc cosine must lie in the interval $[-1, 1]$, for given $a_e$ and $a_p$. Furthermore, it is extremely improbable that a projectile entering the high-eccentricity elliptic orbit hits its target during its first approach, although it is in principle possible; therefore we permit it to pass its orbit several times and thus have to prevent it from approaching the Sun closer than a certain distance, which for convenience we express here in terms of the semilatus rectum being the $c$-fold of the Sun’s radius $R_S$ (with some suitably defined constant $c$), and being destroyed. These
Table 1. Mass, mean radius, and mean distance from the Sun for the major bodies in the inner Solar System. $a_p$ are the values for the epoch J2000 as provided at http://ssd.jpl.nasa.gov/txt/p_elem2e2.txt; for the Earth and the Moon, we use the value of their barycenter.

<table>
<thead>
<tr>
<th></th>
<th>$M_s$ ($M_{\odot}$)</th>
<th>$R_s$ ($R_{\odot}$)</th>
<th>$a_p$ (AU)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sun</td>
<td>1.98847514555 · 10^{30}</td>
<td>696342^b</td>
<td>-</td>
</tr>
<tr>
<td>Mercury</td>
<td>3.30111 · 10^{25}</td>
<td>2439.36^b</td>
<td>0.38709843</td>
</tr>
<tr>
<td>Venus</td>
<td>4.867 · 10^{24}</td>
<td>6051.8^a</td>
<td>0.72332102</td>
</tr>
<tr>
<td>Earth</td>
<td>5.972365 · 10^{24}</td>
<td>6371^d</td>
<td>1.00000018</td>
</tr>
<tr>
<td>Moon</td>
<td>7.34603154 · 10^{22}</td>
<td>1737.1513^b</td>
<td>1.00000018</td>
</tr>
<tr>
<td>Mars</td>
<td>6.41712 · 10^{23} f,e</td>
<td>3389.5^a</td>
<td>1.52371243</td>
</tr>
</tbody>
</table>


conditions constrain the eccentricity of candidate impactors with aphelion distance $d_{ap,c}$ as

$$1 - \frac{a_p}{a_c} \leq e \leq \sqrt{1 - \frac{cR_s}{a_c}}$$

$$1 - \frac{a_p}{d_{ap,c}} \leq e \leq 1 - \frac{cR_s}{d_{ap,c}}$$

Hence, for the putative TNO-type impactors, for which $a_c \gg a_p$, there would be only a quite narrow range of eccentricities that would allow them to hit a target in the inner Solar System. We choose $c = 10$ and assume that $d_{ap,c} = 40$ AU, which puts the lower limit on $e$ at 0.98, 0.9645, 0.951, and 0.9266 for Mercury, Venus, the Earth–Moon system, and Mars, respectively, and the upper limit almost at 1.

The velocity of the impactor in a stationary reference frame is composed of two contributions, namely, its movement in the gravitational potential of the central star of mass $M_s$ and its acceleration by the gravitational attraction of the target body with mass $M_p$ and radius $R_p$. The first contribution is governed by the vis viva equation, by which the velocity of the impactor at a distance $r$ from the central star is

$$v_c = \sqrt{\frac{G_0 M_s}{r} \left(1 - \frac{1}{a_c} \right)}$$

and its period according to Kepler’s Third Law is $P = 2\pi \sqrt{a_p^3/(G_0 M_s)}$ (e.g., de Pater and Lissauer, 2010); $G_0 = 6.67408 \cdot 10^{-11}$ m$^3$/(kg s$^2$) is Newton’s constant of gravitation (Mohr et al., 2016). An analogous expression holds for the orbital velocity of the target planet. The relevant velocity with respect to the impact, however, is the relative velocity between impactor and target at the point of intersection of their orbits. Wetherill (1967, Eq. 21) has generalized the derivation by Öpik (1951) for the collision of two bodies on elliptical orbits, and his solution would be the most accurate. However, as we are considering a hypothetical object and concentrate on Solar System target bodies with nearly circular orbits, the simpler solution from Öpik (1951) or Hughes and Williams (2000),

$$v_{cp} = \sqrt{\frac{G_0 M_s}{a_p} \left(\frac{3}{a_p} - 2 \cos i \left(\frac{a_c(1 - e^2)}{a_p^3} - \frac{1}{a_c}\right)\right)} = \sqrt{\frac{G_0 M_s}{a_p} \left(\frac{3}{a_p} - 2 \cos i \left(\frac{d_{ap,c}(1 - e)}{a_p^3} - \frac{1 + e}{d_{ap,c}}\right)\right)},$$

is sufficient. As we assumed that the impactor has a small inclination, we set $i = 0$ in the following, i.e., the target and impactor orbits are coplanar. The second contribution is in fact the escape velocity of the target planet, $v_{esc} = \sqrt{2G_0 M_p/R_p}$, and the mean impact velocity is the geometric mean of both velocities:

$$v_{imp} = \sqrt{v_{cp}^2 + v_{esc}^2}$$

(e.g., Hughes and Williams, 2000). The parameters for the inner Solar System objects are listed in Table 1, and the velocities for the target bodies using the mean $e$ in the permissible range of each are 46.38, 35.67, 31.16, 29.23, and 24.01 km/s for Mercury, Venus, Earth, Moon, and Mars, respectively; for Earth we used the total mass of the Earth–Moon system and the radius of the Earth, for the Moon we estimated $v_{esc}$ from the lunar mass and radius combined with the Earth’s mass at a distance of 182 000 km as an approximate value for the radius of the lunar orbit in the first few hundred millions of years of the Solar System (Bills and Ray, 1999).
B Mantle solidi

A well-defined reference is the terrestrial peridotite solidus (Hirschmann et al., 2009), whose section above 23.5 GPa we have updated with additional newer data (Andrault et al., 2011; Fiquet et al., 2010; Nomura et al., 2014) and refitted with a modified Simon–Glatzel equation. Applying the downward shift suggested by Katz et al. (2003) with respect to the earlier version of the low-p solidus from Hirschmann (2000), which had not been used by Hirschmann et al. (2009), the terrestrial solidus then is

\[ T_s(p) = \begin{cases} 
1358.81061 + 132.899012p - 5.1404654p^2 & p \leq 10 \text{ GPa} \\
2173.15 + 32.39(p - 10) - 1.092(p - 10)^2 & 10 \text{ GPa} < p \leq 23.5 \text{ GPa} \\
786.966(1 + 4.312p)^{0.2497} & \text{else,}
\end{cases} \tag{27} \]

with \( p \) in GPa and \( T_s \) in K. A martian solidus has been constructed by Ruedas and Breuer (2017) from experimental data:

\[ T_{s,M}(p) = \begin{cases} 
0.118912p^3 - 6.37695p^2 + 130.33p + 1340.38 & \text{for } p < 23 \text{ GPa} \\
62.5p + 975 & \text{else.}
\end{cases} \tag{28} \]

For the other targets, we do not know of specific data, and so we attempt to construct suitable solidi by interpolation. The Moon has a Mg\# between that of the Earth and Mars, and so we interpolate between eqs. 27 and 28, whereby the latter is corrected for the effect of alkalis as described below. The interpolated value is then again adjusted for the alkali content of the bulk silicate Moon. Venus and Mercury have higher Mg\# than the Earth, and therefore we interpolate between eq. 27 and a solidus for the iron- and alkali-free CMAS system,

\[ T_{s,\text{CMAS}}(p) = 1477.54 + 139.391p - 7.7545p^2 + 0.160258p^3, \tag{29} \]

which we constructed from experimental data (Asahara et al., 1998; Asahara and Ohtani, 2001; Gudfinnsson and Presnall, 1996, 2000; Herzberg et al., 1990; Klemme and O’Neill, 2000; Liu and O’Neill, 2004; Milholland and Presnall, 1998; Presnall et al., 1979). This solidus is only constrained for pressures up to 21.5 GPa, as no data are available for lower-mantle pressures, and eq. 29 should not be used for extrapolation to much higher pressures; in order to fill the need in that pressure range for Venus models, we set the solidus to \( T_{s,\text{CMAS}}(23.5) - T_s(23.5) \approx 50 \text{ K above eq. 27 at } p > 23.5 \text{ GPa. Eq. 29 may yield slightly too high values between 21.5 and 23.5 GPa, but this is of little practical relevance here.}

For the correction for the effect of alkalis we considered the plots of \( T_s \) as a function of the combined mass fraction \( X_{NK} \) of \( K_2O \) and \( Na_2O \) plotted in Figures 4b and 5b from Hirschmann (2000). Fitting each of these datasets with a linear function, we find that the slope \( dT_s/dX_{NK} \) does not change significantly between 1.5 and 3 GPa, and so we use the mean value of \(-14.952 \text{ K/wt.\% (K}_2\text{O+Na}_2\text{O) for the correction at all pressures before the appearance of a perovskite+ferropericlase assemblage. For the lower mantle, no correction is applied (cf. Wang and Takahashi, 2000). The calculated solidi and experimental data used for fitting are shown in Figure 1. \)

The different solidi control the extent of melting in a planet at a given temperature. Models that are aimed at constraining the amount of melt and crust produced via the temperature of the interior should therefore do so in the context of the solidus appropriate for the composition if a compositional model can be reasonably constructed for a planet, rather than simply assume the solidus of a terrestrial peridotite. For instance, using the initial martian adiabat from our models together with the terrestrial solidus would let us underestimate the maximum pressure of regular melting by 0.5 GPa, which corresponds to about 40 km. By contrast, in Mercury, for which we used an almost identical adiabat, use of the terrestrial solidus would result in overestimating that maximum pressure by 0.9 GPa, which translates into more than 70 km even for the relatively low Mg\# of 0.94 we assumed. In the Moon, which has a very flat pressure gradient, the pressure overestimate of some 0.4 GPa for our adiabat would even lead to a depth overestimate of about 90 km.

Supplementary Material

Supplementary material associated with this article can be found, in the online version, at doi:http://dx.doi.org/10.1016/j.icarus.2018.02.020.
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Figure 1. The upper 30 GPa of the water-free solidi of the terrestrial bodies and the synthetic CMAS system as used in this study. Also shown are the initial adiabats (dashed lines) for the four bodies considered.
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Contents of this supplement:

Section S1: Depth of penetration. Extended discussion of different representations of the depth of penetration of an impactor.

Section S2: Atmospheric erosion. Atmospheric erosional effects related to isocrater impacts.

Section S3 Ratio formulas for porous targets. Variants of Eqs. 2, 3, 5, 7, 12–14, 17, and S8 for porous targets.

Section S4: Method and setup details. Additional technical information about the modeling method and the setup of the models.

Figure S1: Same as Fig. 2 of the main text, but using the definition Eq. 18 for an isobaric core bounded by the isobar $\varphi_{p_{\text{max}}}$ with $\varphi = 0.95$ instead of the inflexion point formula Eq. 19.

Figure S2: Ratios of atmospheric erosional efficiencies for isocrater impacts as functions of the ratios of densities and impactor velocities according to Eq. 26.

Table S1: This table gives the numerical values for the impactor/planet combinations plotted in Figs. 1–3 of the main text and of Fig. S1.

Table S2: A more complete compilation of the model parameters used in the convection models. This table includes various variables that are specific to each planet and were used in the models but were kept at fixed values, as they are not considered to be of major relevance for the results. The following considerations went into some of the inferred values in the table:

Simple-to-complex transition: The simple-to-complex transition diameter $D_{s2c}$ is inversely proportional to $g$ (e.g., de Pater and Lissauer, 2010). The Venus value was calculated from $D_{s2c} = 30.868/g$, whereby the constant was determined by fitting a hyperbola to the observed values from Mercury (Susorney et al., 2016), Mars (Robbins and Hynek, 2012, Tab. 3), Earth (3.1 km) and Moon (Pike, 1989, Tab. IX).

Core light element content: As we can presently only handle Fe-S alloys in the thermodynamic calculations for core materials, we treat the light element of Mercury’s core as S rather than the expected combination of S and Si (Chabot et al., 2014) and increased the S content accordingly. The estimate for Venus corresponds to the rounded sum of the S and P values from Morgan and Anders (1980).

Core radius: The lunar core radius is the closest value to the mean of Weber et al. (2011) and Garcia et al. (2011) compatible with the error margins of both studies.

∗Corresponding author: T. Ruedas, Institute of Planetology, Westfälische Wilhelms-Universität Münster, Wilhelm-Klemm-Str. 10, 48149 Münster, Germany (t.ruedas@uni-muenster.de)
Mass: The masses of the Mercury, Venus, and Mars are given as $G_0 M$, where $G_0$ is Newton’s constant.

In the case of Mars, Konopliv et al. (2011) gave the value for the Mars system including Phobos and Deimos, and thus the mass values for these two moons from Jacobson (2010) were subtracted.

Figures S7, S8: These two figures can serve as an aid to relate, for the major bodies of the inner Solar System, final crater size (left columns) and isobaric core radius (right columns) to each other via their common dependence on the impactor diameter, which is plotted on the ordinate in all plots. Figure S7 uses the definition of the isobaric core from Pierazzo et al. (1997) (Eq. 13), Figure S8 uses the definition based on the inflexion point of the pressure decay profile after Ruedas (2017) (Eq. 16). The curves for S-type and C-type asteroids are the same, because the relation depends only on $v_{imp}$, which is the same for both. The sizes of some large impact basins on each planet are marked for reference.

S1 Discussion of depth of penetration

The most widely known numerical study that attempted to quantify basic geometrical characteristics of impacts seems to be the one by Pierazzo et al. (1997), which derived the empirical formula

$$z_{ic} = a_z D_{imp} v_{imp}^{b_z}$$  \hfill (S1)

for the depth of the center of the isobaric core; their general fit excluding ice yielded $a_z = 0.1524$ and $b_z = 0.361$. This formula was derived from models covering a velocity range from 10 to 80 km/s for various materials, but in every single model impactor and target consisted of the same material; we refer to this configuration as a “homogeneous impact”. A similar setting was considered by O’Keefe and Ahrens (1993), who derived a scaling relationship that relates the penetration depth in the gravity regime to $g$ in addition to $D_{imp}$ and $v_{imp}$:

$$z_{ic} = 0.7 D_{imp}^{0.78} \left( \frac{v_{imp}^2}{g} \right)^{0.22}.$$  \hfill (S2)

On the other hand, the penetration of projectiles into materials of different type (“heterogeneous impacts”) has been studied in other contexts, and here a derivation from Bernoulli’s equation applied to a pressure balance condition at the interface leads to a penetration depth of

$$z_{ic} = D_{imp} \sqrt{\frac{\rho_{imp}}{\rho}},$$  \hfill (S3)

for incompressible, strengthless materials [see Melosh (1989, eq. 7.3.1) or Dehn (1986, chap. V) for a more detailed discussion], i.e., the penetration depth is independent from the velocity, in contradiction to eq. S1, but it shows a dependence on the density ratio of impactor and target; we will assume that the penetration depth is equal to the depth of the isobaric core center for our purposes. This indicates that the homogeneous setup of Pierazzo et al. (1997) missed the density dependence by design, and while it should work well enough for impacts of S-type asteroids into terrestrial planets, it should probably not be used for more strongly heterogeneous impacts such as those of a comet into a terrestrial planet. Indeed, Dienes and Walsh (1970) already proposed a more unified representation for the penetration depth based on dimensional analysis that can be written as

$$z_{ic} = a'_z D_{imp} \left( \frac{\rho_{imp}}{\rho} \right)^{\frac{1}{3}} v_{imp}^{0.58},$$  \hfill (S4)

which formally resembles a combination of the previous two equations. However, the exponents they determined are markedly different. In a review of early literature on the topic, Bruce (1962) derived the empirical formula

$$z_{ic} = 1.96 D_{imp} \sqrt{\frac{\rho_{imp}}{\rho}} \left( \frac{v_{imp}}{C_{st}} \right)^{\frac{2}{3}},$$  \hfill (S5)

whereas Whipple (1963) rewrote a result by Öpik (1936) as

$$z_{ic} = \frac{D_{imp}}{2} \left( \frac{\rho_{imp} v_{imp}}{\sqrt{gK}} \right)^{\frac{1}{4}},$$  \hfill (S6)

for a target with compressive strength $K$. 2
In summary, the formulations for $z_{ic}$ are not entirely satisfactory in that they show different trends, but at any rate the density ratio $\rho_{imp}/\rho$ enters the relations as a square or cube root and the impact velocity is taken to a power between 1/3 and 2/3, whereas the dependence on $D_{imp}$ is usually found to be linear.

S2 Atmospheric erosional effects related to isocrater impacts

Differences between impactor types do not affect only the interior but also the atmospheres of the target bodies, if they have an atmosphere. The erosion of an atmosphere during an impact has been modeled by Shuvalov (2009, and pers. commun.) and Shuvalov et al. (2014), and the results were cast into some empirical formulae that relate target and impactor properties with the mass loss. These authors define an erosional efficiency for meteorites that do not result in an aerial burst but remain essentially intact enough to produce a crater,

$$
\epsilon_{er} = \left(\frac{D_{imp}}{H}\right)^3 \frac{\rho_{imp}}{\rho_{atm,0}(\theta + \rho_{imp})} \frac{v_{imp}^2 - v_{esc}^2}{v_{esc}^2},
$$

where $H$ is the atmospheric scale height, $\rho_{atm,0}$ is the density of the atmosphere, $v_{esc}$ is the escape velocity of the planet, and $v_{imp}$ is in this case the absolute value of the impactor velocity. For two different impactors 1 and 2, the ratio of efficiencies for isocrater impacts is then given by

$$
\frac{\epsilon_{er,1}}{\epsilon_{er,2}} = \left(\frac{\rho_{imp1}}{\rho_{imp2}}\right)^{-0.29} \frac{\theta + \rho_{imp2}}{\theta + \rho_{imp1}} \frac{\tilde{v}_{imp1}^{0.32} - \tilde{v}_{imp1}^{1.06}}{\tilde{v}_{imp2}^{0.32} - \tilde{v}_{imp2}^{1.06}} = \alpha_{12},
$$

where $\tilde{v}_{imp} = v_{imp}/v_{esc}$ and again Eq. 4 was used. As $\alpha_{12}$ is independent of the properties of the atmosphere, one can also calculate erosional efficiencies for bodies whose atmospheres are unknown or, as in the case of Mercury and the Moon, nonexistent. The amount of eroded atmospheric and target mass determined from it would also be independent of the impact angle, because the fitting formula determined by Shuvalov (2009) averaged the models over various impact angles, but the individual models do show a substantial dependence on the impact angle.

S3 Ratio formulas for porous targets

Due to the principal focus on very large impacts, the main text is mostly concerned with non-porous, frictionless targets. For completeness, we give here the relations corresponding to Eqs. 2, 3, 5, 7, 12–14, 17, and S8 for porous targets with dry friction (dry sand) in the gravity regime, based on the relation for the transient crater from Werner and Ivanov (2015, eq. 9):

$$
D_{tr} = 1.25 \left(\frac{\rho_{imp}}{\rho}\right)^{\frac{1}{3}} D_{imp}^{0.34} v_{imp}^{0.34} g^{0.17}.
$$

Inserting into Eq. 1 yields

$$
D_{f} = 1.475 \left(\frac{\rho_{imp}}{\rho}\right)^{\frac{1}{3}} D_{imp}^{0.34} v_{imp}^{0.34} g^{0.17}
$$

(S10a)

for simple craters and

$$
D_{f} = 1.5055 \left(\frac{\rho_{imp}}{\rho}\right)^{0.377} \frac{1}{D_{imp}^{0.13} g^{0.1921}}
$$

(S10b)

for complex craters; considering that porosity is probably unimportant for craters large enough to develop a complex morphology on the planets we investigated, the equation for simple craters will be more relevant when addressing porous targets. The impactor diameter ratio is then

$$
\frac{D_{imp1}}{D_{imp2}} = \left(\frac{\rho_{imp1}}{\rho_{imp2}}\right)^{-0.402} \left(\frac{v_{imp1}}{v_{imp2}}\right)^{-0.41} = \delta_{12}
$$

(S11)

(Fig. S3, left), the isobaric core depth ratio is

$$
\frac{z_{ic1}}{z_{ic2}} = \left(\frac{\rho_{imp1}}{\rho_{imp2}}\right)^{0.1} \left(\frac{v_{imp1}}{v_{imp2}}\right)^{b_s-0.41} = \zeta_{12}
$$

(S12)
Figure S1: Ratios of radii of the isobaric core for isocrater impacts as functions of the ratios of densities and impactor velocities according to Eqs. 17 (after Pierazzo et al., 1997) (top left) and 18 with $\varphi = 0.95$ (after Ruedas, 2017), respectively. The reference bodies are the same as in Fig. 1 of the main text.
Figure S2: Ratios of atmospheric erosional efficiencies for isocrater impacts as functions of the ratios of densities and impactor velocities according to Eq. 26; the plots for Mercury and the Moon are for hypothetical atmospheres. The reference bodies are the same as in Fig. 1 of the main text.
Figure S3: Ratios of impactor diameters (left) and of depths to the center of the isobaric core (right) for isocirater impacts as functions of the ratios of densities and impactor velocities according to eqs. S11 and S12, respectively. This figure corresponds to Fig. 1 of the main text.

(Fig. S3, right), and the isobaric core radius ratios are

\[ \psi_{12} = \frac{r_{\text{ic}1}}{r_{\text{ic}2}} = \left( \frac{\varrho_{\text{imp}1}}{\varrho_{\text{imp}2}} \right)^{-0.402} \left( \frac{v_{\text{imp}1}}{v_{\text{imp}2}} \right)^{-0.41} \]

\[ \phi_{12} = \frac{r_{\varphi1}}{r_{\varphi2}} = \left( \frac{\varrho_{\text{imp}1}}{\varrho_{\text{imp}2}} \right)^{-0.402} \left( \frac{v_{\text{imp}1}}{v_{\text{imp}2}} \right)^{-0.41} \left( \frac{b_1}{b_2} \right)^{\frac{1}{n_1} - \frac{1}{n_2}} = \delta_{12} \left( \frac{b_1}{b_2} \right)^{\frac{1}{n_1} - \frac{1}{n_2}} \]

\[ \xi_{12} = \frac{r_{\text{inf}1}}{r_{\text{inf}2}} = \left( \frac{\varrho_{\text{imp}1}}{\varrho_{\text{imp}2}} \right)^{-0.402} \left( \frac{v_{\text{imp}1}}{v_{\text{imp}2}} \right)^{-0.41} \left( \frac{n_1-1}{n_1+1} b_1 \right)^{\frac{1}{n_1}} \left( \frac{n_2-1}{n_2+1} b_2 \right)^{\frac{1}{n_2}} = \delta_{12} \left( \frac{n_1-1}{n_1+1} b_1 \right)^{\frac{1}{n_1}} \left( \frac{n_2-1}{n_2+1} b_2 \right)^{\frac{1}{n_2}} \]

for the isobaric core definitions from Pierazzo et al. (1997) and Ruedas (2017) (Fig. S4). The melt volume ratio is

\[ \lambda_{12} = \frac{V_{m1}}{V_{m2}} = \left( \frac{\varrho_{\text{imp}1}}{\varrho_{\text{imp}2}} \right)^{\nu-1.206} \left( \frac{v_{\text{imp}1}}{v_{\text{imp}2}} \right)^{3\mu-1.23} \]

where now \( \mu = 0.47 \) is applicable (Fig. S5). Finally, the atmospheric erosional efficiency ratio corresponding to Eq. S8 is

\[ \frac{\epsilon_{\text{er},1}}{\epsilon_{\text{er},2}} = \left( \frac{\varrho_{\text{imp}1}}{\varrho_{\text{imp}2}} \right)^{-0.206} \frac{\theta + \varrho_{\text{imp}2}}{\theta + \varrho_{\text{imp}1}} \frac{\tilde{v}_{\text{imp}1}^{0.77} - \tilde{v}_{\text{imp}1}^{-1.23}}{\tilde{v}_{\text{imp}2}^{0.77} - \tilde{v}_{\text{imp}2}^{-1.23}} = \alpha_{12} \]

(Fig. S6).

**S4 Details of method**

This section summarizes some details of the numerical method and of the model setup that are of technical interest but not of direct relevance to the main topic of the paper. Further details may be found in Ruedas and Breuer (2017), especially its Supplement.

**Numerical characteristics.** The grid used in all cases is a two-dimensional spherical annulus grid as described by Hernlund and Tackley (2008) with equidistant spacing in the radial direction. The number of
Figure S4: Ratios of radii of the isobaric core for isocrater impacts as functions of the ratios of densities and impactor velocities according to Eq. S13 (after Pierazzo et al., 1997) (top left) and the inflexion point formula Eq. S15 (after Ruedas, 2017), respectively. This figure corresponds to Fig. 2 of the main text.
Figure S5: Ratios of melt volumes for isocrater impacts as functions of the ratios of densities and impactor velocities according to eq. S16. \( \mu = 0.47 \) is considered appropriate for porous soils. The values \( \nu = 0.67 \) and \( \nu = 1 \) are suggested by Bjorkman and Holsapple (1987) and Abramov et al. (2012), respectively. This figure corresponds to Fig. 3 of the main text.

Table S1: Summary of Figures 1–3 and S1 for \( \varphi = 0.95 \), \( \mu = 0.47 \), and \( \nu = 1 \)

<table>
<thead>
<tr>
<th>Type</th>
<th>Planet</th>
<th>( \varphi_{imp}/\varphi_S )</th>
<th>( v_{imp}/v_S )</th>
<th>( \delta_{imp,S} )</th>
<th>( \zeta_{imp,S} )</th>
<th>( \lambda_{imp,S} )</th>
<th>( \psi_{imp,S} )</th>
<th>( \phi_{imp,S} )</th>
<th>( \xi_{imp,S} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>all</td>
<td>0.49</td>
<td>1.00</td>
<td>1.36</td>
<td>0.95</td>
<td>1.23</td>
<td>1.36</td>
<td>1.36</td>
<td>1.36</td>
</tr>
<tr>
<td>X</td>
<td>all</td>
<td>0.68</td>
<td>1.00</td>
<td>1.18</td>
<td>0.97</td>
<td>1.12</td>
<td>1.18</td>
<td>1.18</td>
<td>1.18</td>
</tr>
<tr>
<td>TNO</td>
<td>Mercury</td>
<td>0.39</td>
<td>1.86</td>
<td>1.06</td>
<td>0.83</td>
<td>1.11</td>
<td>1.21</td>
<td>1.49</td>
<td>1.36</td>
</tr>
<tr>
<td></td>
<td>Venus</td>
<td>0.39</td>
<td>1.98</td>
<td>1.02</td>
<td>0.82</td>
<td>1.09</td>
<td>1.18</td>
<td>1.63</td>
<td>1.48</td>
</tr>
<tr>
<td></td>
<td>Earth</td>
<td>0.39</td>
<td>2.08</td>
<td>1.00</td>
<td>0.81</td>
<td>1.08</td>
<td>1.16</td>
<td>1.76</td>
<td>1.61</td>
</tr>
<tr>
<td></td>
<td>Moon</td>
<td>0.39</td>
<td>2.44</td>
<td>0.91</td>
<td>0.78</td>
<td>1.03</td>
<td>1.10</td>
<td>2.01</td>
<td>1.88</td>
</tr>
<tr>
<td></td>
<td>Mars</td>
<td>0.39</td>
<td>2.50</td>
<td>0.90</td>
<td>0.78</td>
<td>1.03</td>
<td>1.09</td>
<td>2.42</td>
<td>2.55</td>
</tr>
<tr>
<td>SPC</td>
<td>Mercury</td>
<td>0.20</td>
<td>1.76</td>
<td>1.46</td>
<td>0.80</td>
<td>1.37</td>
<td>1.65</td>
<td>2.00</td>
<td>1.84</td>
</tr>
<tr>
<td></td>
<td>Venus</td>
<td>0.20</td>
<td>2.44</td>
<td>1.21</td>
<td>0.75</td>
<td>1.26</td>
<td>1.47</td>
<td>2.15</td>
<td>1.89</td>
</tr>
<tr>
<td></td>
<td>Earth</td>
<td>0.20</td>
<td>2.73</td>
<td>1.14</td>
<td>0.73</td>
<td>1.22</td>
<td>1.41</td>
<td>2.33</td>
<td>2.05</td>
</tr>
<tr>
<td></td>
<td>Moon</td>
<td>0.20</td>
<td>3.25</td>
<td>1.04</td>
<td>0.71</td>
<td>1.16</td>
<td>1.33</td>
<td>2.67</td>
<td>2.40</td>
</tr>
<tr>
<td></td>
<td>Mars</td>
<td>0.20</td>
<td>2.19</td>
<td>1.29</td>
<td>0.76</td>
<td>1.29</td>
<td>1.53</td>
<td>3.16</td>
<td>3.38</td>
</tr>
<tr>
<td>LPC</td>
<td>Mercury</td>
<td>0.20</td>
<td>3.48</td>
<td>1.00</td>
<td>0.70</td>
<td>1.14</td>
<td>1.30</td>
<td>1.77</td>
<td>1.47</td>
</tr>
<tr>
<td></td>
<td>Venus</td>
<td>0.20</td>
<td>3.57</td>
<td>0.98</td>
<td>0.69</td>
<td>1.13</td>
<td>1.29</td>
<td>2.03</td>
<td>1.69</td>
</tr>
<tr>
<td></td>
<td>Earth</td>
<td>0.20</td>
<td>3.67</td>
<td>0.97</td>
<td>0.69</td>
<td>1.13</td>
<td>1.27</td>
<td>2.25</td>
<td>1.89</td>
</tr>
<tr>
<td></td>
<td>Moon</td>
<td>0.20</td>
<td>4.80</td>
<td>0.83</td>
<td>0.65</td>
<td>1.05</td>
<td>1.16</td>
<td>2.55</td>
<td>2.16</td>
</tr>
<tr>
<td></td>
<td>Mars</td>
<td>0.20</td>
<td>4.69</td>
<td>0.84</td>
<td>0.66</td>
<td>1.05</td>
<td>1.17</td>
<td>3.24</td>
<td>3.10</td>
</tr>
</tbody>
</table>
Figure S6: Ratios of atmospheric erosional efficiencies for isocrater impacts as functions of the ratios of densities and impactor velocities according to Eq. 26; the plots for Mercury and the Moon are for hypothetical atmospheres. This figure corresponds to Fig. S2.
grid points varies between planets due to their quite different sizes and has been set to values around 12 km radially in most cases, using a number of resolution tests as guidance to ensure sufficient resolution for the purposes of this study (see Table S2). The inner and outer model boundaries are assigned free-slip conditions and are kept at a spatially uniform temperature, which follows the thermal evolution of the core in the case of the inner boundary. The concentrations of chemical trace components are attached to tracer particles, which are initialized with a density of 50 particles per cell.

**Initialization.** The models are initialized starting with adiabats for the initial potential temperatures $T_{pot}$ given in Table S2, but the (much cooler) surface temperature boundary condition is immediately imposed. A theoretical melting degree in the supersolidus region is calculated and integrated columnwise and is then randomly redistributed in each column such that the integrated amount of melt produced in that grid column is preserved; the purpose is to mimic a hypothetical thoroughly mixed mantle after the magma ocean stage. The resulting melt from the entire column forms the initial crust at its top and contains the corresponding amounts of incompatible components, leaving behind an initial mantle randomly depleted in internal heat sources and water. The initial supersolidus region is then reset to the solidus.

**Rheological model.** The rheological model is the same as in Ruedas et al. (2013) and Ruedas and Breuer (2017), and the following description essentially reproduces the latter source. The viscosity $\eta$ in our models depends on temperature, pressure, melt, iron, and water content, and mineralogy. We used the general law for diffusion creep given by Hirth and Kohlstedt (2003, eq. 1), scaled with an additional factor to take into account the effect of an elevated iron content, after Zhao et al. (2009). The resulting formulation is therefore a function of pressure, temperature, porosity (in this case corresponding to the melt content) $\varphi$, Mg#, $C_{OH}$, and mineralogy $X$:

$$\eta(p, T, \varphi, \text{Mg#}, C_{OH}, X) = \eta_p(X) \frac{b^3}{A C_{OH}} \left( \frac{1 - \text{Mg#}_{\text{ref}}}{1 - \text{Mg#}} \right)^{1.5} \exp \left[ \frac{E + pV + c(Mg#_{\text{ref}} - Mg#)}{RT} - a\varphi \right];$$

(S18)

in the dry case, $C_{OH}$ is dropped from the formula, and the parameters for dry material are used. In practice, $\eta$ is calculated for both the dry and the wet case, and the smaller value is used; this corresponds to a transition from wet to dry material if the concentration drops below a few ppm water.

We base the rheology on the model of a load-bearing framework, which means that the rheological properties of the volumetrically dominant mineral phase govern the behavior of the whole rock. In a peridotite, this would be olivine, and hence, it is the water concentration in olivine as determined via the partition coefficients rather than the bulk water concentration that is to be used for $C_{OH}$. For the reference case $X_{\text{ref}}$ of a lherzolitic upper-mantle mineralogy, we used the values for dry or wet olivine ($A = 1.5 \cdot 10^9$ or $10^6$, $E = 375$ or $335$ kJ/mol, $V = 6.10^{-6}$ or $4.10^{-6}$ m$^3$/mol, respectively, and $a = 30$, Hirth and Kohlstedt, 2003); for this reference case, the petrological term $\eta_p(X)$ is 1. The grain size $b$ was fixed at 1 cm, and $\text{Mg#}_{\text{ref}}$ is 0.9. Deviations from this reference rheology due to the presence of basalt or eclogite or the transition to high-pressure polymorphs were treated by calculating volume-weighted averages with petrological factors of 2.5 (high-p polymorphs of the lower mantle layer, after Jin et al., 2001), 0.25 (basalt, after Mackwell et al., 1998), or 1.2 (eclogite, after Jin et al., 2001), respectively.

As the reference viscosity for non-dimensionalization, we use $\eta(0, T_{pot}, 0, \text{Mg#}, C_{OH,0}, X_{\text{ref}})$ after Eq. S18 for the initial $T_{pot}$, Mg#, and water content pertaining to the target planet according to Table S2.

**Melt properties and extraction.** Melt extraction from the mantle is not modeled as a two-phase flow problem but as simple instantaneous extraction and accumulation at the top of the model. It is assumed that a certain threshold porosity $\varphi_{ex}$, set to 0.7%, has to be exceeded in order for melt to be extractable at all. Furthermore, it is required that the melt be less dense than the solid matrix and that there exist a contiguous vertical stretch of supersolidus mantle between the source and the mantle above it up to a depth of 15% of the depth of mantle; at or above this level, melt is always extracted if it exceeds $\varphi_{ex}$ and is less dense than the matrix. The free-pathway condition is mostly meant to suppress the rise of melt from deep sources like the CMB through thick intervals of solid mantle, which are not usually expected to permit melt ascent. The density of the melt is determined using the deformable solid sphere model of Jing and Karato (2011, 2012), assuming constant water-free crust oxide compositions from Taylor and McLennan (2009, tab. 6.4 for Mars),
Table S2: Interior model parameters, extended version of Tables 1 and 3.

<table>
<thead>
<tr>
<th></th>
<th>Mars</th>
<th>Moon</th>
<th>Venus</th>
<th>Mercury</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of grid points (horiz.×vert.)</td>
<td>512×128</td>
<td>256×128</td>
<td>512×256</td>
<td>512×64</td>
</tr>
<tr>
<td>$R_p$ (km)</td>
<td>3389.5$^a$</td>
<td>1737.1513$^w$</td>
<td>6051.8$^a$</td>
<td>2439.36$^t$</td>
</tr>
<tr>
<td>$R_{core}$ (km)</td>
<td>1730$^{j,a}$</td>
<td>350$^y$</td>
<td>3320$^m$</td>
<td>2020$^h$</td>
</tr>
<tr>
<td>Mass (kg)</td>
<td>6.41712×$10^{23}$$^{k,i}$</td>
<td>7.34603154×$10^{22}$$^t$</td>
<td>4.867×$10^{24}$$^l$</td>
<td>3.30111×$10^{23}$$^p$</td>
</tr>
<tr>
<td>$T_{surf}$ (K)</td>
<td>218$^b$</td>
<td>250$^u$</td>
<td>735$^b$</td>
<td>440$^f$</td>
</tr>
<tr>
<td>$D_{s2c}$ (km)</td>
<td>5.6$^v$</td>
<td>18.7$^s$</td>
<td>3.5$^f$</td>
<td>11.7$^x$</td>
</tr>
<tr>
<td>Initial $T_{pot}$ (K)</td>
<td>1700</td>
<td>1550</td>
<td>1800</td>
<td>1700</td>
</tr>
<tr>
<td>Surface porosity</td>
<td>0.2$^d$</td>
<td>0.15$^k,i$</td>
<td>0.05</td>
<td>0.25</td>
</tr>
<tr>
<td>Melt extraction threshold</td>
<td>0.007</td>
<td>0.007</td>
<td>0.007</td>
<td>0.007</td>
</tr>
<tr>
<td>Bulk silicate Mg#</td>
<td>0.75$^{k,t}$</td>
<td>0.83$^v$</td>
<td>0.92$^e$</td>
<td>0.94$^q$</td>
</tr>
<tr>
<td>Present K (ppm)</td>
<td>305$^z$</td>
<td>83$^y$</td>
<td>221$^q$</td>
<td>69$^q$</td>
</tr>
<tr>
<td>Present Th (ppb)</td>
<td>56$^z$</td>
<td>115$^y$</td>
<td>79$^q$</td>
<td>122$^q$</td>
</tr>
<tr>
<td>Present U (ppb)</td>
<td>16$^z$</td>
<td>30$^y$</td>
<td>22$^q$</td>
<td>34$^q$</td>
</tr>
<tr>
<td>Initial water (ppm)</td>
<td>36$^z$</td>
<td>80</td>
<td>50</td>
<td>0</td>
</tr>
<tr>
<td>Core light element content (wt.%$^{u}$)</td>
<td>16$^u$</td>
<td>5</td>
<td>5.7$^q$</td>
<td>15.7$^c$</td>
</tr>
</tbody>
</table>

Estimated value. $^t$Calculated from fit.


Warren and Taylor (2014, mare basalt in tab. 1 for the Moon), Fegley (2014, mean of Venera 13, 14 and Vega 2 in tab. 6 for Venus), and Stockstill-Cahill et al. (2012, NVP in tab. 1 for Mercury) and the water concentrations resulting from the melting model.

Trace components (i.e., water and the internal heat sources K, Th, and U) as well as iron are partitioned between melt and solid according to their respective partition coefficients, which may depend on various variables such as pressure and temperature, if models to describe the dependence are available. Partitioning coefficients for the constituent minerals of the rock are first determined individually and then combined into a bulk rock partition coefficient, as described in detail in Ruedas and Breuer (2017, Supplement).
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Figure S7: Left column: impactor size as a function of final crater diameter from Eqs. 1 for different impactor types, for the major bodies of the inner Solar System. Right column: impactor size as a function of isobaric core radius after Pierazzo et al. (1997) (Eq. 13).
Figure S8: Same as Fig. S7, but using the inflexion point formula after Ruedas (2017) (Eq. 16) for the size of the isobaric core.


