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HyBrSim—a modelling and simulation environment

for hybrid bond graphs

P J Mosterman

Institute of Robotics and Mechatronics, DLR Oberpfaffenhofen, D-82230 Wessling, Germany

Abstract: Bond graphs are a powerful formalism to model continuous dynamics of physical systems.
Hybrid bond graphs introduce an ideal switching element, the controlled junction, to approximate
continuous behaviour that is too complex for numerical analysis (e.g. because of non-linearities or
steep gradients). HYBrSIM is a tool for hybrid bond graph modelling and simulation implemented
in Java and is documented in this paper. It performs event detection and location based on a bisec-
tional search, handles run-time causality changes, including derivative causality, performs physically
consistent (re-)initialization and supports two types of event iteration because of dynamic coupling.
It exports hybrid bond graph models in Java and C/C++ code that includes discontinuities as
switched equations (i.e. pre-enumeration is not required).
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NOTATION

storage of generalized displacement
effort
flow
gyrator
storage of generalized momentum
generalized momentum
generalized displacement
dissipation
Se effort source
Sf flow source
TF transformer

generalized Kirchhoff current law
1 generalized Kirchhoff voltage law
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1 INTRODUCTION

Physical systems can be modelled by sets of ordinary
differential equations (ODEs) possibly supplemented by
algebraic constraints [differential and algebraic equa-
tions (DAEs)]. Often these are composed from local con-
stituent equations of primitive elements and constraints

mmposed by a network structure that connects them
[1,2].

The MS was received on 7 December 2000 and was accepred after
revision for publication on 15 May 2001.
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1.1 Stiff systems

Continuous physical system models may contain non-
linearities and steep gradients that complicate numerical
simulation. Integration methods such as the backward
difference formula {BDF) [3, 4] address these problems
by reducing the simulation step size, at the cost of
increased computational complexity.

To illustrate, consider the hydraulic cylinder in Fig. 1.
To move the piston with inertia m,, the intake valve with
fluid inertia £, and flow resistance R, is adjusted to
control oil flow into the cylinder. The elasticity C,; and
viscosity Ry of the oil in the chamber generate a pressure
that opens a relief valve with inertia and resistance,
I and R, respectively, when the pressure exceeds a
predefined safety threshold.

Initially, the relief valve may be closed and when the

Fig.1 Hydraulic cylinder with relief valve
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intake valve closes completely, there is no flow of oil
into the chamber, causing the piston velocity to become
zero quickly. In a continuous model, a small leakape
flow of the valve interacts with the fast dynamics induced
by C,; and R_;. which leads to high-frequency low-
amplitude oscillations requiring a small stmulation step
size for a considerable time interval.

For the particular problem, efficient variable step-size
numerical integration may not be possible or such sol-
vers may not be available or suitable for the task at hand
(e.g. real-time simulation).

1.2 Discontinuities

Stiff systems because of steep gradients can be simplified
by abstracting the fast continuous transients into dis-
continuous changes and the models assume a mixed
continuous—discrete hybrid nature [5]. Hybrid systems
typically operate in piecewise continuous modes, mod-
elled by ODEs and DAEs. Mode changes are most con-
veniently modelled by activating and deactivating
constituent equations of model components which may
change computational causality. For example, when the
intake valve in Fig. 1 closes, its constituent equation
changes from enforcing a zero pressure drop across it to
enforcing zero flow. These causal changes may result in
dynamic (i.e. run-time} changes in the state vector.
Two situations can be classified:

1. State variables become dependent on exogeneous
variables.

2. State variables become algebraically related.

In Fig. I, when the intake valve closes and the relief
valve is closed as well, if the oil elasticity and viscosity
are abstracted away, the piston velocity is forced to zero,
and, therefore, its momentum is no longer a state vari-
able (first issue). In this mode, the required pressure
build-up in the cylinder may be such that the relief valve
opens. Now, the state variables that correspond to I,
and m,, i.e. the fluid momentum p,_, and the momentum
Pp» become dependent (algebraically related) and the
initial piston momentum has to be distributed so that
their values are mutually consistent (second issue).

The closing of the intake valve and the opening of the
relief valve follow each other with no continuous
differential-equation behaviour in between. In general,
(de)activating blocks of equations may result in a
sequence of consecutive mode changes that has to con-
verge before continuous behaviour resumes [5].

1,3 HYBrSiv

Hybrid bond graph simulator HYBrSiM is a modelling
and simulation environment to handle hybrid behav-
iours, implemented in Java. Instead of generating a
global system of equations, HYBRSIM attempts to propa-
gate known variable values (input and state) through the
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model topology at each evaluation, i.e. it is interpretive.
The advantage of the interpretive approach lies in the
flexible treatment of variable structure, i.e. hybrid,
models for which HyBrSiM has been developed specifi-
cally [6]. It does not focus on sophisticated handling of
pure continuous and discrete behaviours.

Section 2 reviews the bond graph modelling and simu-
lation approach and identifies the support provided by
HYBRSm. Section 3 discusses the hybrid bond graph
modelling approach, general hybrid dynamic systems
effects and how these are facilitated by HyBRSIM.
Section 4 describes the export filter to C/C + + and Java
and Section 5 presents conclusions and future work.

2 BOND GRAPH MODELLING AND
SIMULATION

In HYBRSIM, dynamic behaviour of physical systems is
modelled by bond graphs [7, 8].

2.1 Bond graph modelling with HyBrSm

Bond graphs model the exchange of energy, power,
between idealized physical processes, which allows for
multi-domain modelling (e.g. electrical, mechanical and
hydraulic}. -

2.1.1  The power domain

Each power connection, bond, contains two conjugate
variables, effort ¢ and flow f, the product of which con-
stitutes power, that correspond to an intensive variable
(e.g. pressure and voltage) and rate of change in an
extensive variable (e.g. volume and charge) respectively
[9]. There are nine primitive bond graph elements, listed
in Table 1, that represent lumped ideal behaviour and
exchange energy through ports.

Irreversible processes. 'The ideal irreversible processes
R dissipate energy and generate entropy. For example,
in Fig. 1 the intake valve is modelled to have a dissipative
effect, R;,. If the generated entropy does not affect
dynamic behaviour, this port (at present not supported
by HYBRSM) is not shown.

Reversible processes. The ideal reversible processes C
and I store energy without dissipation and indicate stor-
age of flow and effort respectively, with initial values of
generalized displacement ¢, (= Ce,) and generalized
momentum p,, (= If;). For example, in Fig. 1 the oil elas-
ticity C,; stores oil compression. These variables capture
the stafe of the system. In general, one storage element
can communicate energy to many different domains:
however, at present, HYBRSiM supports only one-port
storage.

105800 © TMechE 2002
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Table 1 Bond graph elements

Process [dentification  Properties Relation
Irreversible R Resistance R e=Rf
de
Reversible C Capacitance C = f=C @
[nitial value g, e= 1 [‘ fde+ 1o
C | C
. df
1 Inertia 7 e=T &
dr
L. f Po
Inirial value p, f=- |edit+ 7
Context Se Amplitude E e=F
Sf Amplitude F f=F
Normal 0 e, = ¢y
distribution Y fi=0
1 fi=1
=0
Weighted TF Transformation e, = ne,,,
distribntion ratio a Jim =0
GY transformation e, =rfi,
ratio r i = Four

The context, The dynamics of the system environment
are not modelled. Instead, interaction is modelled by
ideal sources that can be of effort and flow type, i.c. Se
and Sf respectively. In Fig. 1, the interaction 1s by the
hydraulic pressure p;,, and sump pressure p,,;, both of
Se type.

The junction structure. A junction structure that con-
sists of normal and weighted elements distributes power,
The normal elements are of common effort type (e.g. the
Kirchhoff current law), 0-junctions, or common flow
type (e.g. the Kirchhofl volitage law), 1-junctions. For

=5

ol 2500

example, in Fig. | the oil pressure in the chamber is the
same on the intake path, reliet path and the piston and
can therefore be modelled by a O-junction.

The weighted distribution elements are of TF, the
transformer type and GY, the gyrator type. The intake
valve in Fig. 1 can be modelled by a TF element to
modulate the hydraulic power supplied to the cylinder.

Graphical appearance. A HyBrSm bond graph model
of the cylinder in Fig. 1 is shown in Fig. 2. The bond
graph elements are rectangles with the element type on
the left and their name on the right [10]. Power bonds
(depicted by a harpoon) connect elements that exchange
energy, ¢.g in Fig 2 the connection between the Se
element and the TF element. In addition, bond graph
models may contain modulation effects based on connec-
tions that carry no energy. Such a connection may corre-
spond to an individual effort or flow variable that is
tapped from a power bond by an active bond (depicted
by an arrow). In Fig. 2 an active bond taps the velocity
of the piston, m,, and feeds its value into the displace-
ment element that s part of the signal domain.

2.1.2  The signal domain

A number of mathematical operations are available that
operate on signals, 1.e. connections that carry no power
{of which active bonds are a subset). In HYBrS1M, the
signal part of a model is shown in blue (grey in
monochrome depiction).

In Fig. 2 the signal part is used to model a PID control
law for the piston displacement. This is a geometric state
that is used as input to the control part, together with a
desired set point. The error between the two is integrated
once to implement integral control and the velocity is
used directly to add a derivative component. A set of

s
isplacernsent; .0

i

Fig.2 Bond graph of cylinder with proportional-integral-derivative (PID) controller without the valves

being modellad
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proportional, integral and derivative gains, K, K; and
K, ) respectively, computes the controller output used to
modulate the physical process, in this case the hydraulic
power supplied to the cylinder. These block diagram
elements allow multiple-input 5; and multiple-output s,
signals. Their functionality is given in Table 2.

2.1.3  User interface

The HyBrSiM user interface consists of a work space
and a bond graph and block diagram toolbox.
Connections arc made by first clicking the source and
then the destination element. The source element deter-
mines the type of connection. If it is a bond graph
glement, a power connection is made. If it is a block
diagram element, a signal connection is made. A connec-
tion from a block diagram to a bond graph element is
allowed in the case of a modulated element, Se, Sf, TF
and GY, and automatically interpreted as such.

Right clicking on an element brings up a pop-up menu
with entries that include the element name and its
properties. In most cases, element properties include a
parameter p and initial value x, (Tables 1 and 2). For
the summing element it contains a drop-down list with
all ingoing signals and their sign, p;, i.e. whether they
are to be added or subtracted.

2.2  Simulation with HyBrS1m

Continuous simulation applies a distributed token pass-
ing approach and is based on the forward Euler method,
Xty ) = x(8) + %(t,) AT, where x(r,) is the state at time
4, (1) its time derivative and AT the integration step
size. Each port of a bond graph and block diagram
element has an attribute that contains the current value
of the token at that port [11]. Note that focus of
HyBrSiM is on the interaction between continuous and
discrete models and, therefore, although simple, the for-
ward Euler integration method is chosen as an initial
means to generate continuous behaviours.

Table 2 Bond diagram elements

Element D Properties Relation
Clock t P, Xg If time < p, then s, = x,;
else sp=time ~ x,—p
Intcgrator int bx So=p Y s dt
Step - P %o If Y, s> p, then 5, =1;
else 5, =x,
Sum + Di So = ZfPiSE
Multiplier * r So=p*I1;p.s5;
1
Inverter inv So=—"—
7 ©oprLl.s
Square root sqrt s, =vIp* L5l
sin sin S =p*sin(Z; s)
cos cos P Sa=p*cos(L,s,)
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2.2.1 The method

Firstly, causality is assigned to the power elements based
on a sequential causality assignment procedure (SCAP)
algorithm [12], Next, an execution order 1s determined
such that, at a given evaluation k, all inpnt values of an
element are known when it is called to compute its
output. Modulated clements are handled by introducing
pseudo-state behaviour, i.e. the modulation factor is one
evaluation (during continuous integration this equals
one integration step) delayed. The initial value is user
specified.

The execution order is determined by firstly propagat-
ing the values of all clock elements so that time modu-
lation is not delayed. Next, the values of sources and
storage elements in integral causality are propagated.
The values of sources are user provided or, in the case
of modulation, given by the pseudo-state value. The
values of storage elements in integral causality are com-
puted from their state. Storage elements in derivative
causality have no propagation roots and compute a
numerical difference approximation of the time deriva-
tive variables, (1/p)[(x; —x,_,)/AT], where p is the
parameter and x, the state with x, as its initial value.
Note that this implies that the first time step is off.
Furthermore, zero-order causal paths between resist-
ances cannot be handled. These issues are addressed by
a recently implemented approach that is bevond the
scope of this paper.

After all effort and flow variables have assigned
values, these are propagated into the block diagram
model part via active bonds. Together with the integrator
elements that propagate their stored value and the values
of clock elements, all block diagram variable values are
computed.

2.2.2  Derivative causality

In the case of derivative causality, there is dependence
between storage elements and sources and straight-
forward propagation of their values does not apply.
Instead, algebraic constraints on state variables deter-
mine their values. In the case of dependence on sources
only, the stored energy can be computed directly. If
dependence on other storage elements exists, state values
have to be found that are consistent with the algebraic
constraints. Two critical issues must be solved:

1. A given set of values has to be made consistent with
the algebraic constraints.

2. It must be ensured that one integration step of
dynamic behaviour remains consistent with the
algebraic constraints.

To achieve issue 1, HYBRSmM implements the
conservation-of-state principle [13] as an iteration pro-
cess between algebraically related storage elements. This
circumvents the need to generate the conservation equa-
tions from a bond graph [13] and to solve these

108800 © IMechE 2002
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explicitly, either numerically or symbolically, as required
in other work [14, 15]. HyBrSM does facilitate equation
generation (for a class of bond graphs even in explicit
solved form) but the direct implemention of the conser-
vation principle by balancing the exchange of extensity
between storage elements seamlessly fits the token
propagation simulation approach.

Figure 3 illustrates the iterative process. Here, 7, is in
derivative causality* because of the algebraic depen-
dence between [, and I, through their common flow.
Therefore the stored momentum p;, and p, has to be
consistent with

2 P
g1 _r2 l
LI (L)

Suppose that at a point in time, ¢, p; =2 and p,=1.
These values may be user specified if z, is the simulation
start time or the result of a mode switch at 1, in the case
of a hybrid model. For I; =7, =1, this is inconsistent
with equation (1) and iteration first takes part of the
stored momentum out of [;, determined by a conver-
gence factor 5 = 0.4, and transfers it into 7,. This leads
to p; = 1.6 and p, = 1.4 (Table 3). For these momentum
values, equation (1) is still not satisfied, and again a
(now smaller) part of stored momentum is-transferred
from I, to I,. This results in p; = 1,52 and p, = 1.48.
This process continues until f; = f,, within some preset
numerical margin.

An important observation is that this allows all stor-
age elements to be initialized. Other simulation tools
typically allow only initialization of the reduced state,
which may lead to differences in the simulation results.
For example, if the I elements in Fig. 3 are replaced by

Fig.3 Bond graph with derivative causality

Table3 Conservation-of-state iteration, n = 0.4

Tteration P 24 Pz 7(ps —pa)
0 2 2 1 0.4

L 16 1.6 1.4 0.08

2 1.52 1.52 1.48 0.016

3 1.504 1.504 1.496 0.0032

4 1.5008 1.5008 1.4992 0.000 64

* Note that the effort causality is indicated by a perpendicular stroke
at the end of a power bond and flow eausality by a circle at the
other end.

108800 © IMechE 2002

C elements, standard simulation packages allow the
initialization of only one of them and, depending on the
value of E, the state of the other is computed while
neglecting to take into account the constraint that only
displacement can be added to one if 1t is taken out of
the other.

Once consistent values are found, it has to be ensured
that future behaviour remains consistent, 1.¢. for the
model in Fig. 3 that equation (1) remains satisfied. In
an equation-based system, this is achieved by computing
the gradient of behaviour while accounting for the
dependence. From equation (1) and

. . P
p1=E—prfR (2)
1

it follows, after differentiation of equation (1), that
py=[1 + IDJLE—Rp,)= —3.25 and one AT=0.1
time step gives p(r,, ) =p (1) +p, () AT =1.175.

HyBRrS1M takes a two-step approach. Firstly, a gradi-
ent is allowed that results in state values that are incon-
sistent with the algebraic constraints, Secondly, the
iteration approach is applied to find consistent values
again. For the two inertias, after consistent values p, =
p, = 1.5are found, the gradient of p, is determined while
disregarding the influence of I, i.e. e, =0. which yields
¢; = —6.5, and one simulation step AT=0.1 is taken
that only updates the state of I;, p, = 0.85. This results
in values for p; and p, that violate the algebraic con-
straint in equation (1) and iteration computes p, = p, =
1.175 as well,

2.2.3  User interface

Effort, flow and signal values can be plotted after simu-
lation. These variables are coded by colouring the effort
stroke, the flow circle and the fill colour of the signal
arrowhead, corresponding to the colours of the traces in
a plot, This plot has a small set of rudimentary display
features such as data points on-off, autoscale, user-
selected maxima and minima for x and y axes separately
and a mouse-driven zooming feature. To allow the use
of sophisticated plotting features such as those provided
by Matlab [16], data can be written to a file in standard
ASCII format, which includes the evaluation step & and
the time stamp #, for each of the sets of data points®.
In addition, power along each bond can be animated
(logarithmic or linear) with positive power based at the
harpoon destination and negative power at the source.
Figure 4 shows the power distribution in the hydraulic
actuator in Fig. 1 at 1 =0.2s. The relief valve is con-
sidered to be closed and, therefore, not shown and the
PID control part is not shown because it does not distrib-
ute power. At the point in time represented by Fig. 4, a
small fraction of the power supplied by the p,, source is
dissipated and some is returned by I, (power is based

T All plots in this paper are generated by MATLAB.
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Fig. 4 Logarithmic power distribution a1 r =025

at the harpoon source and, therefore, negative). The oil
dynamics represented by R,; and C, have almost
reached steady state and hardly affect the power balance
(recall the logarithmic scale). After the initial transient,
the oil dynamics reach an internal steady state, and the
parameters R,; and C, do not conswme any more
power. Therefore, to investigate low-frequency behav-
iour these elements can be removed, e.g. by a singular
perturbation related approach for bond graphs [17]. In
general, such power analyses can be used to aid in model
reduction by removing elements with low power con-
sumption [18]. Animation can be paused, restarted and
continued from final walues when the simulation end
time was reached.

3 HYBRID BOND GRAPHS

Piecewise linearization of non-linearities and removal of
steep gradients may lead to hybrid models with continu-
ous behaviour that is interspersed with discrete mode
changes [19].

3.1 Hybrid bond graph modelling

Hybrid bond graphs endow the bond graph modelling
formalism with a finite state machine (FSM) model part

that communicates by means of a controlled junction
[20].

3.1.1 From discrete to continuous

The controlled junction operates in one of two states to
model switching behaviour systematically, When it is on,
it acts as a normal junction and, when it is off, a
O-junction acts as a zero-value effort source and a
l-junction as a zero-value flow source (Fig. 5). This
implements ideal switching behaviour (see, for example,
references [20] to [22]) and changes causality on one port

Proc Instn Mech Engrs Vol 216 Part I J Systems and Control Engineering

when the junction changes its state. Computationally,
this is similar to the use of a specific switching element
and, therefore, the HYBRSIM implementation to handle
hybrid phenomena also applies to switched bond graphs
[23]. Note that dissipation may still occur when junc-
tions change their state, e.g. in the case of a perfectly
non-elastic collision.

In the bond graph model in Fig. 2, if the walves
are modelled as ideal switches, the corresponding
1-junctions (in and relief) become controlled junctions
with inertial and dissipative effects explicitly modelled.

3.1.2  The discrete event model

The discrete event model part is implemented by local
FSMs, one for each controlled junction, that map each
of their states on to the on and off states. The graphical
representation is a state transition diagram that is associ-
ated with the junction property. For example, Fig. 6
shows the FSM for the relief valve mechanism in Fig. 1.
When the net pressure p.,,. crosses a threshold value py,,
Prot = Pey1 — Pun < 0.0 the relief valve opens, 1.e. the corre-
sponding controlled junction comes on. Note that the
threshold value can also be modelled in the FSM. For
example, the relief valve closes again when the pressure
has subsided and crosses another threshold ( ppe, = 25.0).

This leads to the behaviour in Fig. 7. During a control
manoeuvre, the intake valve closes inadvertently at ¢ =
0.2 s. Shortly thereafter, the oil parameters have built
up a pressure in the cylinder chamber that exceeds the
safety threshold. Consequently, the relief valve opens for
a short duration (see Fig. 7b) until the pressure has sub-
sided and then closes again. This leads again to too high
a pressure in the cylinder and the same procedure
repeats, after which the piston velocity has reduced to a
value that can safely decay to zero. This ‘stuttering’ is
typical of relief valve behaviour.

Each FSM associated with a controlled junction has
an initial state, indicated by a shaded background, and
an active state that is highlighted. States can be added
and removed but are always of the on and off type.

Because FSM switching effects are included locally,
no global analysis of the modes of behaviour is required.
Although this avoids pre-enumeration {which can be
prohibitively complex because of the state explosion), it
requires run-time facilities to determine the new globat
mode dynamically. This includes causal analysis which
may lead to run-time changes in the complexity of the
underlying system of equations (i.e. derivative causality
may emerge).

3.1.3  From continuous to discrete

Block diagram signals and active bonds that may cause
a controlled junction to change its state are connected
to this junction and show up in the state transition dia-
gram as signal ports. Signal ports constitute crossing
Sfunctions that compare the value of the corresponding
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(b) Zoomed in on switching behaviour.

Fig. 7 Simulation of the medel in Fig. 6

variable in the bond graph, x, with a threshold 6. Two
inquiries are allowed: (a) the new truth value of the cross-
ing function can be requested and (b) it can be queried
whether a crossing or change in the sign of the crossing
function z (—1, 0 and | for below, at and above the
threshold respectively), takes place, indicated by setting
the inquiry Boolean variable cross to true. The first

108800 © TMechE 2002

option is used to find the new state of all controlled
Junctions and the second to halt continuous simulation
when a discrete event is generated.

The comparison can be of the types listed in Table 4
and results in a Boolean output (true and false) that can
be connected to transitions between states. Several signal
ports may be connected to one transition to form a

Proc Instn Mech Engis Vol 216 Part I: ] Sysiems and Control Engineering
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Table 4 Crossing variable x and its
threshold & comparisons

Request Return value

x<d x<d—¢n(crossve>—1)

x<€d x=d+¢e A (Tcross ¥V z>0)

x=4 {cross Az>0nx<d+e) v
{cross Az<0Axzd—2alV
(7cross A jx—4 <e¢

xz0 xzd—¢ A{cross v z <0)

x>d x>d8 4z A (cross V oz 1)

logical conjunction. A signal port with output true gener-
ates a discrete event that may enable a transition and,
when it does, force it to occur immediately (i.e, the FSM
implements ‘must fire’ semantics).

3.2 Hybrid bond graph simulation

Simulation of hybrid systems has to deal with a number
of idiosyncrasies [6].

3.2.1 KEvent detection and location

When continuous variables exceed threshold values, as
specified in the signal ports, HYBRS™ uses a bisectional
search to find when the first event (in general there are
multiple events) in the AT interval occurs. If an event is
detected, the step size is reduced from AT to dr,,, where
&t,, 1s computed on the basis of whether an event occurs,
o =1, or not, ¢ =10, i the interval &, as follows:

8t =06+ Al — o)
Ati+1 —’—_-% Afi
(3}

The initial values for this iteration are 87, =0 and Aty =
AT, and the iteration terminates after a fixed number of
a priori prescribed steps, 1. This method is robust and
guaranteed to find the first event with a pre-specified
accuracy, provided that the crossing function does not
have an even number of roots on the &t intervals.
Because HYBRS1M requires the user to determine the step
size of the Euler method, A7, this is the user’s
responsibility,

3.2.2  Remitialization

During event iteration, algebraic dependences of storage
elements may arise that discontinuously change the state
values using the iteration procedure in Section 2.2.2.

3.2.3  Event iteration

When an event occurs and a FSM changes its state, a
further transition from this new state may be immedi-
ately enabled, requiring a new evaluation of the FSM
and causing a discrete iteration phase. Furthermore, in
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the case of dynamic coupling, when a discrete state
change causes a junction to switch between its on and
off state (not each state change is necessarily one between
on and off), effort and flow variables in the bond graph
may change their values and, when these values are
propagated into the signal ports, they may enable further
state transitions. Therefore, before continuous simu-
lation can resume, iteration between the discrete model
parts and between the discrete and continuous model
parts is necessary to find first a consistent, stable,
continuous and discrete state.

A priori and @ posteriori values. Algebraic constraints
may be activated and deactivated during one sequence
of discrete state changes and change the state values of
storage elements. In the bond graph model it may or
may not be desired to return to the original values before
the discrete state changes [5]. A check box specifies
whether a signal port generates events based on ¢ priori
or a posteriori values of x around a discontinuity, shown
by a — or + sign respectively on the left in the signal
port (see the relief FSM in Fig. 6). In case of a posteriori
conditions, the new model variable values computed as
described in Section 2.2.1% are adopted by the signal
pori. In the case of a priori switching conditions, the
values are only adopted after the system state is updated
and so discontinuous changes are effected. The appli-
cation of this is illustrated next.

Mythical modes. Consider the situation where the
intake valve closes while v, > 0, as discussed previously.
The oil viseosity R,y immediately causes a large pressure
in the cylinder chamber and this may cause the relief
valve to open without any noticeable change in piston
velocity. If the oil viscosity R,y and elasticity C,; are
abstracted away (simply removed from the bond graph
in Fig. 6), the piston velocity becomes zero in the mode
where both valves are closed. If the required (now infi-
nitely) large pressure causes the relief valve to open, the
velocity would remain at zero, which differs from the
behaviour of the more detailed model. Instead, the state
values before the sequence of switches started by closing
the intake valve should be transferred to the mode where
the relief valve is opened. The intermediate mode where
both valves are closed is called a mythical mode [5, 24).
In this example, if the opening of the relief valve is based
on a posteriori values, the state vector is not updated yet
when it is inferred that the valve opens and, therefore,
the state is transferred correctly.

Pinnacles. When the intake valve closes, the viscous
pressure may not suffice to open the relief valve. Instead,
the elasticity may further build up pressure and there is

*If two consecutive evaluations occur at the same point in time, i.e.
t =1, the difference approximation to compute eflorts and flows
of elements in derivative causality is formed by using £ € AT,
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Fig. 8 Actuator with explicit state jump

a significant change in elevator velocity before the relief
valve opens (see Fig. 7b). If the oil parameters are
abstracted away, a coefficient of restitution, e, is used
that depends on the dissipation of the original param-
eters, to compute the change in elevator velocity,
v, =¢ev,, where v, is the value immediately before
sw1tchmg started. In Fig. 8 this is implemented by the
Sf element with £ =0.6.%

The algebraic equation is activated using a posteriori
values and deactivated using @ priori values. The relief
valve Is opened on the basis of a priori values to ensure
that the compurted velocity change is effected. The stutt-
ering behaviour shown in Fig. 7 now occurs instan-
taneously at the same point in time, because the oil
parameters are not present any longer. A sequence of
activations of the algebraic restitution constraint and
opening of the relief valve reduces the piston velocity
before it can be safely set to zero, shown in Fig. 9 by
the data points with decreasing velocity at the switching
time. Note that the mode where both valves are closed
has a mythical incarnation; otherwise, the velocity trans-
ferred to the mode where pinnacle is on is zero, and no
stuttering behaviour takes place.

Also note that in Fig. 9b the data points are evenly
spaced during continuous integration (distance A7), but

*Note the unique labels of connections and that ¢ausal conflicts
between sources and junctions that are off are not tcrminal.
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there is a shorter time step to reach ¢ = 0.2 s, because of
root finding, described in Section 3.2.1.

3.2.4  Impulse comparison

In the model of the hydraulic cylinder in Fig. & when
both valves are closed and the piston has non-zero
velocity, a pressure spike occurs that takes the form of
a Dirac pulse and has an infinite magnitude. Therefore,
the threshold pressure is always exceeded, regardless
of the piston velocity., In the more detailed model
whether the pressure threshold is exceeded depends on
the piston velocity [19]. This can be included in a first-
order approximation by comparing impulse areas, i.e.
the change in piston velocity.

HyBrSm explicitly compares impulsive variables
based on their areas. The threshold values as specified
in the signal ports are interpreted as areas as well.
Therefore, in the cylinder model in Fig. 8, because the
pressure threshold is given in the signal port, the impulse
area is tested. If, however, the threshold is given by use
of a constant value on the work space, this is interpreted
as a normal non-impulstve variable and, therefore, dis-
regarded when impulses occur. In Fig. 8 the int element
is used for the continuous behaviour threshold and the
threshold value in the signal port for the impulse area
comparison. Therefore, if the instantaneous change in
velocity is less than —0.25, the relief valve opens and,
when during continuous behaviour the pressure falls

Proc Instn Mech Enprs Vol 216 Part I J Sysiems and Control Engineering
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below the combined threshold value of —93.25, the relief
valve opens as well.

3.2.5 Further issues

Other phenomena in hybrid dynarnic systems behaviour
that at present cannot be handled by HyBrSm are
(a) chattering and (b) aborted projections.

Chattering. In hybrid dynamic system behaviour, after
a mode switch from an initial mode is completed and a
stable and converged new discrete and continuous state
is found, an infinitesimal small time step may lead to a
mode change back to the initial mode.* The next infini-
tesimal time step may again switch to the mode reached
from the initial one. This means the system has reached
a switching surface in phase space where the gradients
of behaviour point towards the surface in both modes
(Fig. 10). If this occurs, simulation reduces the step size
to its smallest possible value repeatedly and, therefore,
simulation becomes (many times prohibitively) slow. At
present, in HYBRSm this can only be circumvented by
disabling root finding, which causes a larger error. A
more sophisticated algorithm has been developed in
other work [25].

Aborted projections. The dependence of a storage
element may cause a discontinuous change in its state
variable. Before this change is completed, a further mode

* Note that this differs from an immediate switeh back, in which case
no stable diserete state exists.
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change may be induced by an intermediate value and
this intermediate value should be transferred to the new
mode instead. This can be implemented by, for example,
a bisectional algorithm.

4 EXPORT FILTERS

HyBrSiM can export a hybrid bond graph model as an
explicit ODE or implicit DAE in Java or C/C+4 to
generate model behaviours using sophisticated numeri-
cal solvers.

4.1 Explicit eqnations

Explicit equations take the form % = f(x, u, t), with x
the state variables, # input and ¢ time and are generated
by a straightforward graph traversal procedure after the
execution order of the bond graph model is established,
provided that no dernivative causality exists. Otherwise,
the iteration procedure described in Section 2.2.2 1s
included as an additional method, executed after the
system of equations is evaluated. For example, for the
model in Fig. 3, the variables IT1.f and I2.f are
algebraically related as I1.f=I2.f. To facilitate the
iteration process, this is generated as a fixed point con-
straint where the new value of I2 . f, namely I2 .nf,
has to equal I1.f. Applying the conservation con-
straint leads to the changes I1.df and I2.df of
I1.f and I2.f respectively, and the iteration is
repeated until these changes are within some preset
numerical margin. The generated method for the model
in Fig. 3 is

void 2i::iterate() ¢
double I2.nf = I1.£f;
I1.df = (-I2.1I * (I2.nf — IZ2.Lf}) /
I1.1;
I2.df = I2n — I2.f;
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and iteration conforms to Table 3, with the convergence
factor being set by the calling method.

The drawback of an explicit solution is that it is mode
dependent because the change in state of a controlled
junction may affect the computational cansality,
Therefore, the system of equations, £, has to be derived
for each global mode a. At present, a global causal
analysis is performed for permutations of up to three
controlled junction states.

4.2 Tmplicit equations

A DAE system with equations of the form 0=
f(3, x, u, ) is more flexible. Numerical solvers such as
the differential-algebraic system solver (DASSL) [4]
provide the %, x, u and ¢ arguments and require a vector
f of return values.

In this form, modulation need not be itreated as a
pseudo-state and the iteration process is not required
because the algebraic constraints can be included in the
implicit formulation. Although this means that the
system of equations becomes more difficult to handle,
i.e. it 1s of a higher index [26], solvers such as DASSL
are typically able to handle this complexity provided that
consistent initial values are available,

An additional advantage of the implicit formulation
is that controlled junction state changes can be included
by switched equations and, therefore, global analysis
is not required. To this end, the equations for each
controlled O-junction are formulated as follows:

O=L2pif,-_+(1-L)e (4)

where L £ {0, 1} is a mode selection variable that is 1 if
the junction is or and 0 if it is off. The variables
pie{—1,1} indicate the orientation of each power
bond. Furthermore, equations

0=e—e (3)

are added for each power port i. In the case when
L =1, the standard equations for a 0-junction in implicit
form are active. When £ =0, equation (4) results in
¢ =10 and, combined with equation (3}, the efforts on all
ports are zero. The formulation for controlled
1-junctions is the dual of this.

For the model in Fig.3, with a switch to turn the
I-junction off when the effort of R exceeds 0.5, the
equations are

Ee=FEin

FL={fstate==True) ? 1.0 : 0.0;

Hres=—I1.f+ ff

He=Ilderf*I1I

Rf=11

Re=Rf*RR;

DRres=—-DRf+[ff

DRoe=DR.derf*I2.I;

fres=(—Ee+Il.e+Re+2e)* L+ (fL—-1;%ff
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i

with
.f Il.res
u = [E.in], x=|12.f |. f=|Rres (6)
rr fores

and derf the time derivative of the variable f. The
required initial values can be computed by (a) using a
dedicated routine explicitlv generated by HyBrSm but
which suffers from the combinatorial restriction (the
computations differ per mode} and (b) using a more
general (and computationally more expensive) decompo-
sition method that relies on the Weierstrass normal
form [27].

5 CONCLUSIONS

Bond graphs are a powerful formalism to model the
continuous behaviour of physical systems in different
domains. In many cases the dynamics contain non-
linearities or steep gradients that may be best handled
by a discontinuous approximation. Hybrid bond graphs
facilitate this by supporting a junction that is controlled
by a finite state machine to operate as either a normal
Junction or a zero value source.

HyBrSM is a hybrid bond graph modelling and simu-
lation tool that is specifically developed to handle phen-
omena in the mixed continuous—discrete systems realm.
It performs event detection and location based on a
bisectional search, handles run-time causality changes,
including derivative causality, performs physically con-
sistent (re-)initialization and supports two tvpes of event
iteration because of dynamic coupling. Continuous
behaviour is handled by a simple forward Euler inte-
gration scheme. Therefore, hybrid bond graph models
can be exported as Java and C/C+ + code to be used
by sophisticated numerical solvers where discontinuities
are included as switched equations (i.e. pre-enumeration
is not required).
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