Geometric Accuracy of Sentinel-1A and 1B Derived from SAR Raw Data with GPS Surveyed Corner Reflector Positions
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Abstract: The geometric accuracy of synthetic aperture radar (SAR) data is usually derived from level-1 products using accurately surveyed corner reflector positions. This paper introduces a novel approach that derives the range delay and azimuth shift from acquired SAR raw data (level-0 products). Therefore, the propagation path is completely retrieved from SAR pulse transmission up to the reception of the point target’s backscatter. The procedure includes simple pulse compression in range and azimuth instead of full SAR data processing. By applying this method, the geometric accuracy of ESA’s Sentinel-1 SAR satellites (Sentinel-1A and Sentinel-1B) is derived for each satellite overpass by using corner reflectors with precisely surveyed GPS positions. The results show that the azimuth bias of about 2 m found in level-1 products for Stripmap acquisitions is reduced to about 15 cm. This indicates an artificial bias arising from operational Sentinel-1 SAR data processing. The remaining range bias of about 1.0 m, observed in L0-products, is interpreted as the offset between the SAR antenna phase center and the spacecraft’s center of gravity. The relative pixel localization accuracy derived with the proposed method is about 12 cm for the evaluated acquisitions. Compared to the full processed level-1 SAR data products, this accuracy is similar in the range direction, but, for the azimuth direction, it is improved by about 50% with the proposed method.
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1. Introduction

Synthetic aperture radar (SAR) images are commonly used for Earth observation. In contrast to optical systems, SAR instruments can be operated more independently from temporal (day or night) and meteorological conditions. The spatial resolution of SAR images has also been improved for space-borne missions down to values in the order of meters and sub-meters in both the range and azimuth directions [1,2]. To ensure a geometric accuracy in the same order of magnitude, the geocoding step as part of the SAR data processor becomes a more challenging task, which includes a precise characterization of the measurement system and ancillary information like orbit accuracy, digital elevation models (DEMs) used as input, etc. In general, additional parameters or look-up tables are delivered in combination with SAR data products to allow the association of any pixel in the given SAR image with a geographical position on the Earth’s surface. However, for precise geolocation of SAR data products, the range-Doppler equations have to be solved using the annotated range and azimuth time as well as precise orbit data.

The Sentinel-1 mission in the frame of ESA’s COPERNICUS program aims to ensure long-term Earth observation under stable conditions. Both satellites Sentinel-1A (S-1A) and Sentinel-1B (S-1B) are operated in a near polar sun-synchronized orbit, each with a repeat cycle of 12 days, in such a way...
that the two satellite constellation offers a 6-day repeat cycle over a given observation area. Both SAR instruments operate at C-band (with a center frequency of 5.405 GHz) and carry a right-looking active phased array antenna. Dual polarization operation (HH+HV, VV+VH) is realized by one transmit chain (switchable to H or V) and two parallel receive chains, one for H and one for V polarization. Sentinel-1 provides different operation modes: Stripmap, Interferometric Wide swath (IW), Extra-wide swath (EW) and Wave mode. The six available Stripmap beams have a swath width of 80 km each with a spatial image resolution of 5 m by 5 m. For IW and EW acquisitions, the instrument is operated in the Terrain Observation with Progressive Scan (TOPS) mode [3] by steering the antenna electronically from backwards to forwards for each burst. Compared to Stripmap, this technique enables the observation of a larger swath width of 250 km for IW mode and of 400 km for EW mode; the spatial resolution is accordingly reduced to 5 m by 20 m and 20 m by 40 m, respectively [4,5].

The geolocation accuracy of space-borne SAR instruments, also known as pixel localization accuracy, has to be determined using the range-Doppler equations [6] and verified by analyzing SAR images [7–9]. To achieve and verify a high spatial accuracy of below one meter, the related geometric conditions have to be known very accurately, e.g., the spacecraft orbit, the SAR antenna geometry related to the spacecraft’s center of gravity and reference points precisely surveyed on the ground. Moreover, SAR data processing has to consider all relevant timing issues that are relevant for focusing the SAR image in range and azimuth [10], which could likewise arise from the instrument internal delay or from the used interpolation, approximation and signal filtering technique. Furthermore, the wave propagation is affected by the atmosphere; considerable delays are induced by the troposphere and ionosphere [11] and need to be considered accordingly. In particular for TerraSAR-X, a geospatial accuracy of SAR images in the centimeter domain, below a tenth of the resolution cell, was reported [7,8,12,13].

The pixel localization accuracy of both S-1A and S-1B was analyzed during their respective commissioning and routine operation phases within several studies [14–17] by evaluating the SAR images (L1 products) processed with Sentinel-1’s operational SAR Instrument Processing Facility (IPF). The relative pixel localization accuracy, which is the standard deviation for the absolute location error, has been determined to be below 0.5 m in range and azimuth, in particular for Stripmap mode. However, for all four studies, an offset in azimuth of about 2 m was found. In all cases, the azimuth time derived from SAR data precedes the predicted overpass time given by precise orbit data. The reason for this azimuth bias could arise from inaccurate SAR data processing or from non-considered additional geometric offsets like a significant distance between the spacecraft’s center of gravity and the SAR antenna phase center.

In order to address this issue, this paper proposes a new and easily applied method to verify the geometric accuracy based on SAR raw data (L0). The method analyzes the timing information from L0 raw data and compares it to the target responses of precisely surveyed point targets before (an explicit) SAR data processing is applied. The method includes simplified range and azimuth compression procedures and focuses mainly on selected data, which contain the target response. The purpose of this method is twofold: on the one hand, the potential geometric accuracy of SAR products is evaluated and, on the other hand, the geometric results after SAR data processing can be cross-checked and analyzed. This helps to detect potential error sources that may have been introduced to L1 products during SAR data processing.

2. Method

In order to verify the geometric properties of the SAR products, the signal propagation path has to be completely retrieved: from transmitting the SAR pulses up to receiving the backscatter power from the point target. The main parameters to be considered are depicted in Figure 1: the geometry between spacecraft and point target is determined by the orbit state vectors and the point target position on Earth. The information about transmitted and received pulses is saved by the SAR instrument as a timeline in the SAR raw data headers. Along the propagation path, the pulses are affected by several
effects (mainly due to the troposphere and the ionosphere), which cause additional delays and need to be considered.

The proposed method evaluates the SAR pulse propagation time by using the speed of light and the interpolated positions of the SAR antenna, which are related to the position of the spacecraft. The exact position of the point target’s phase center is precisely surveyed by differential GPS.

Figure 1. SAR observation scheme containing main parameters that have to be considered for geometric retrieval: the orbit state vectors and the target position define the geometry between spacecraft and target; the pulse timeline stored in the raw data headers contains information about transmitted (tx) and received (rx) SAR pulses. Additional delays are caused by propagation effects through the troposphere and ionosphere.

2.1. Impulse Response Extraction of a Range Line

The transmission pulse of Sentinel-1 is a chirp signal defined by a pulse length, a start frequency and a frequency ramp rate. The time range between subsequent transmission pulses is indicated by the pulse repetition interval (PRI). The received signal is acquired within a certain sampling (or receiving) window between two successive transmission pulses. This sequence of samples is stored for each received signal as a range line. The reciprocal of the range sampling rate defines the time interval between consecutive samples of a range line; the related time axis is called range or fast time.

The round trip time ($\tau_{\text{SAR}}$) defines the pulse propagation time as detected by the SAR instrument. It can be derived for each sample of a range line using Equation (1). The rank is the number of PRIs between the pulse transmission and the corresponding reception of its echo. The start time of the receiving window within the PRI is considered by $dt_0$; $\tau_{\text{sample}}$ represents the fast time within the receiving window of the related pulse echo:

$$\tau_{\text{SAR}} = \text{rank} \cdot \text{PRI} + dt_0 + \tau_{\text{sample}}.$$  (1)

In order to extract the impulse response from L0 data, the received signal is correlated with an ideal chirp (match filter) in the time domain. The output gives the range compressed signal with complex values for the full range line. As the study focuses rather on propagation times and related phases than on absolute backscattering power, no gain normalization steps are required for this approach. Note that, in general, the matched filter procedures for SAR data processing are transferred to the frequency domain to optimize the performance of the calculations [18], but with the same expected results. This frequency domain approach is also used for the operational Sentinel-1 SAR processor.
A high radar backscatter due to a transponder or corner reflector is easily detectable within the range compressed signal. Within the complex data stream, the target responses show a higher amplitude compared to the background noise as depicted for the corner reflector response at 131.84 µs in Figure 2. Furthermore, the signal propagation time of the detected pulse can be (roughly) estimated by using the annotated timestamp of the first sample, the range sampling frequency and the sample number containing the target response. This information is used to identify the related target response as the (local) maximum amplitude within the receiving window. To achieve a higher resolution for the receiving time $\tau_{\text{sample}}$, the complex data is interpolated within a certain range around the peak.

The peak amplitude of the interpolated data is determined for each analyzed range line; the corresponding phase and the range time are stored for the analysis of the offsets in range and azimuth.

![Figure 2](image_url). Range compressed data of a single range line containing the target response of a corner reflector at 131.84 µs. The origin ($\tau = 0$) corresponds to the start of the receiving window; artificial data points for a negative fast time result from the match filter procedure.

### 2.2. Range Offset

In order to verify the round trip time measured by the SAR instrument ($T_{\text{SAR}}$), the predicted propagation time ($T_{\text{geometric}}$) is derived from the geometry. For this purpose, the spacecraft position ($\vec{R}_{\text{SC}}$) is estimated for both timestamps, first by the pulse transmission ($t = tx$) and second by its reception ($t = rx$) as depicted in Equation (2). With the known target position on ground ($\vec{R}_{\text{target}}$), the signal propagation path length is estimated as the sum of the transmission and the reception path and converted into a propagation time by dividing through the speed of light:

$$T_{\text{geometric}} = \frac{1}{c} |\vec{R}_{\text{SC}}|_{t=tx} - \vec{R}_{\text{target}}| + \frac{1}{c} |\vec{R}_{\text{SC}}|_{t=rx} - \vec{R}_{\text{target}}|.$$  \hspace{1cm} (2)

The range delay offset results from the difference between the signal propagation time ($T_{\text{SAR}}$) measured by the SAR instrument and the predicted one ($T_{\text{geometric}}$). These offsets are analyzed not only for a single range line, but for a set of subsequent pulses with a sufficient signal-to-noise ratio for the target response.

Additional effects that extend the signal propagation have to be considered, mainly the internal delay of the SAR instrument itself and the atmospheric delay caused by the troposphere and ionosphere. The atmospheric corrections can be derived from the zenith path delay (ZPD) and the total electron content (TEC), both measured by nearby reference stations (see Section 4.2). The remaining range delay offset is converted into a geometric range offset by multiplying by half the speed of light, which considers the two-way pulse propagation.
2.3. Azimuth Offset

In order to derive an offset in azimuth direction, the phase history of a specific target is traced during an overpass. Therefore, the detected phase of complex SAR data containing the target response is compared with the predicted phase derived from the geometry using orbit data. This is done by converting the propagation time \( \tau \text{geometric} \) between satellite and reference target into a phase value using the radar frequency \( f \text{radar} \) as given in Equation (3):

\[
\phi = -\tau_{\text{geometric}} \cdot 2\pi \cdot f_{\text{radar}}. \tag{3}
\]

The backscatter from a point target is shifted in frequency by an amount proportional to the relative velocity between satellite and target \( \vec{v}_{\text{SC}} - \vec{v}_{\text{target}} \). This Doppler frequency \( f_d \) is described by the SAR Doppler Equation (4) and related to the phase by \( f_d = -\frac{d\phi}{dt} \):

\[
f_d = -\frac{2 f_{\text{radar}}}{c} \frac{(\vec{R}_{\text{SC}} - \vec{R}_{\text{target}}) \cdot (\vec{v}_{\text{SC}} - \vec{v}_{\text{target}})}{|\vec{R}_{\text{SC}} - \vec{R}_{\text{target}}|}. \tag{4}
\]

The Doppler frequency \( f_d \) changes its sign when the spacecraft passes the target. At \( f_d = 0 \), the minimum distance between spacecraft and target is reached. We define this time as reference time \( t = 0 \). For \( t < 0 \), the satellite moves in the direction toward the target; for \( t > 0 \), the satellite moves away from it. It should be noted that the spacecraft attitude and the antenna pointing have no impact on the Doppler frequency in Equation (4) and the geometric phase in Equation (3), which are related to the spacecraft’s center of gravity. An antenna mispointing impacts the transmitted and received gain of the antenna w.r.t. the target direction but not the measured phases of pulses containing the target response. The relative motion between the antenna phase center and the spacecraft’s center of gravity is very small for Sentinel-1 and negligible for our study. Thus, the proposed method for deriving the azimuth offset focuses on phases not on amplitudes and verifies the azimuth time of the acquired target phase history using the related geometry including orbit state vectors and target position.

Figure 3 (top) depicts the phase history of a point target for a single overpass. The observed SAR data phase shown in blue is wrapped with values between \(-180^\circ\) and \(180^\circ\); the predicted phase (black line) is overlaid presuming the same phase offset at \( t = 0 \). The maximum of the predicted phase (related to shortest propagation time \( \tau_{\text{geometric}} \)) corresponds to the minimum distance between satellite and target, which is expected at \( t = 0 \). By subtracting the predicted geometric phase from the measured SAR data phase, a low difference less than \(5^\circ\) remains in this case as depicted in Figure 3 (bottom). Note that, if the phase difference is computed using complex math an explicit phase, unwrapping is not necessary. The low variation and the absence of a ramp within the phase difference indicate that the azimuth timing measured by the SAR instrument matches well with that derived by the geometry; consequently, no significant azimuth offset is expected after azimuth compression.

The azimuth compression is performed with a matched filter focusing on the phase. For this task, the measured phase history is correlated with the one predicted from geometry. For our analysis, it is sufficient to use the target response derived from the maximum amplitude of each range line (as seen in Figure 3) instead of composing a two-dimensional, full focused SAR image. The correlation result contains the azimuth compressed data as a function of azimuth shift, i.e., the difference between measured and predicted phase history. The azimuth shift can be directly converted to an azimuth offset (in meters) by multiplying with the satellite velocity on ground (~6836 m/s for Sentinel-1).
Figure 3. Point target phase $\phi$ (top) derived from SAR data (detected phase in blue) acquired on 25 August 2016 and predicted phase from geometry (black line); resulting phase differences after unwrapping the SAR data phase (bottom). Each (blue) pixel represents the phase of the target response (at the amplitude peak within the range line) from an individual pulse received by the SAR instrument.

The amplitude of azimuth compressed data as a function of the azimuth offset is depicted in Figure 4. A maximum value on the $x$-axis origin indicates that the measured phase (from L0 data) matches with the predicted geometry from orbit data as seen for precise orbit (solid line). An azimuth shift occurs if the measured and predicted phases are shifted in time relative to each other. This could be caused by an inaccurate geometry (orbit or target) or imprecise timing information. Using a predicted orbit, which was available before the acquisition has been acquired, an azimuth offset of 4.8 m remains (dashed line in Figure 4). This offset corresponds to an orbit shift in time of about 700 $\mu$s. In contrast to the well balanced case depicted in Figure 3 (bottom), the predicted orbit introduces a remaining linear phase ramp in this case. The matched filter output from azimuth is complex interpolated to improve the resolution and thus to increase the accuracy of the azimuth offset result derived for each dataset.

Figure 4. Amplitude of azimuth compressed data for different orbit data; each circle represents an individual range line. A complex interpolation is applied to improve the resolution (lines). In case of precise geometry information (precise orbit data), the maximum matches at the origin with a low remaining azimuth offset of 7 cm. Using a predicted orbit, an azimuth offset of about 5 m occurs due to more inaccurate positions and timestamps of the spacecraft.
3. Measurement Campaign

3.1. Observation Period

Two dedicated calibration campaigns were performed with Stripmap mode acquisitions using corner reflectors of the calibration site from the German Aerospace Center (DLR). Each campaign was covered by six repeat cycles of Sentinel-1. The S-1A campaign took place between August and October 2015, the S-1B campaign between December 2016 and February 2017 (see Table 1).

In case of S-1A, only the Stripmap beams S1, S3, and S6 were acquired for both orbit directions, the ascending (ASC) and descending (DES) orbits. For S-1B, all six Stripmap beams were used (S1 to S6), but each one of them was used either with the ASC or DES orbit direction. The selection of the Stripmap beams ensures a maximum number of S-1 overpasses across the DLR calibration site with six per repeat cycle, i.e., in summary, 72 acquisitions (for both satellites) were evaluated for this study.

<table>
<thead>
<tr>
<th>Satellite</th>
<th>S-1A</th>
<th>S-1B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observation Period</td>
<td>August–October 2015</td>
<td>December 2016–February 2017</td>
</tr>
<tr>
<td>Acquired Beams/ Orbit Direction</td>
<td>S1-ASC</td>
<td>S1-DES</td>
</tr>
<tr>
<td></td>
<td>S1-DES</td>
<td>S2-ASC</td>
</tr>
<tr>
<td></td>
<td>S3-ASC</td>
<td>S3-DES</td>
</tr>
<tr>
<td></td>
<td>S3-DES</td>
<td>S4-ASC</td>
</tr>
<tr>
<td></td>
<td>S6-ASC</td>
<td>S5-DES</td>
</tr>
<tr>
<td></td>
<td>S6-DES</td>
<td>S6-ASC</td>
</tr>
</tbody>
</table>

3.2. Estimation of Point Target’s Phase Center

The DLR calibration site, located in Southern Germany, has already been used for geometric, radiometric and polarimetric calibration of a number of space-borne SAR missions like TerraSAR-X, TanDEM-X, S-1A and S-1B [19]. For the current study, the three remotely controlled and configurable corner reflectors were used as reference targets. For a given overpass, each of these targets can be automatically aligned using an individual schedule configured from a remote station. For a planned acquisition, the exact overpass time as well as alignment angles in azimuth and elevation are determined using spacecraft predicted orbit data.

The exact phase center position (latitude, longitude, height) for each corner reflector is calculated from a model considering the corner reflector’s geometry and the individual adjusted configuration for each acquisition. The geometric accuracy of the model has been validated for all three corner reflectors by evaluating a number of individual measured GPS target positions at each site. The geometric deviations are converted into a local coordinate system ($x$, $y$, $z$); the accuracy results for each target are summarized in Table 2.

Table 2. Geometric accuracy for DLR’s three remote controlled corner reflectors (CR) for each dimension ($x$, $y$, $z$) and the absolute position error $\sigma_s$.

<table>
<thead>
<tr>
<th>Target</th>
<th>Mean $dx$ (cm)</th>
<th>Mean $dy$ (cm)</th>
<th>Mean $dz$ (cm)</th>
<th>$\sigma_s$ (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CR-1</td>
<td>0.5</td>
<td>−0.7</td>
<td>−0.5</td>
<td>2.5</td>
</tr>
<tr>
<td>CR-2</td>
<td>1.0</td>
<td>0.2</td>
<td>−0.5</td>
<td>2.4</td>
</tr>
<tr>
<td>CR-3</td>
<td>1.4</td>
<td>−0.6</td>
<td>−0.7</td>
<td>2.9</td>
</tr>
</tbody>
</table>

Low deviations in the order of a centimeter have been determined between the measured and predicted phase center positions for all three dimensions (dx, dy and dz column in Table 2). This confirms that no significant bias remains in a specific direction. The absolute position error ($\sigma_s$) has been estimated by calculating the mean square root for each target. The remaining absolute
position error is below 3 cm for all targets. The orbit accuracy for the precise orbit determination has been verified to fulfill the requirement of 5 cm in 3D [20]. Note that the absolute target position is finally converted to the same reference frame, which is also used for Sentinel-1 by the orbit data (ITRF 2008).

4. Impacts on the Range Delay

4.1. Internal Delay of the SAR instrument

The internal delay of the SAR instrument is derived by using internal calibration pulses. A set of 300 calibration pulses is acquired before and after each Sentinel-1 Stripmap acquisition. Evaluation of these calibration pulses serves to derive the instrument internal delay. This delay is calculated for each overpass and considered as an individual input parameter for range delay estimation.

The instrument internal delay is found to be very stable for each Sentinel-1 instrument over both observation periods. For S-1A, a mean instrument internal delay of 441.6 ns with a small variation of 0.5 ns is derived for the analysis period (August–October 2015). Similar results are obtained for S-1B (acquired during its analysis period December 2016–February 2017) with a mean instrument internal delay of 433.7 ns and a variation of 0.3 ns. These values are consistent with the instrument internal delay determined by the operational processor (IPF), which are annotated within the L1 products.

4.2. Tropospheric Delay

The Regional Reference Frame Sub-Commission for Europe (EUREF) operates a permanent network of reference stations with precisely known coordinates using global navigation satellite systems (GNSS). For the current study, the measured zenith path delay \( ZPD_{\text{station}} \) is used which is provided by EUREF [21]. The data tracked by each EUREF station can be downloaded via ftp from the EUREF website. The measured delay is converted into a height corrected zenith path delay \( ZPD_{\text{height corrected}} \) by using the station altitude \( h_{\text{station}} \) and Equation (5) with a reference height \( h_{\text{reference}} \) of 8000 m:

\[
ZPD_{\text{height corrected}} = ZPD_{\text{station}} \cdot e^{-h_{\text{station}}/h_{\text{reference}}}.
\]

Figure 5 shows the total delay from height corrected data for two EUREF stations close (<120 km) to the DLR calibration field (OBE4: Oberpfaffenhofen, Germany, PFA2: Bregenz, Austria). The left sub-figure focuses on S-1A acquisitions and covers an observation period of one month during the late summer 2015 where a ZPD of about 2.45 m is found on average. The right sub-figure depicts the period of S-1B acquisitions early 2017 with a mean ZPD of about 2.4 m. Although seasonal and daily variations of ZPD values in the order of a few 10 cm exists, the spatial variation is much slower. Both EUREF stations, with a distance of 150 km in between, show a similar trend with low ZPD differences below 1 cm. For the current study, a specific ZPD value is derived for each satellite overpass by using the best matching ZPD value in time for the GNSS station OBE4 (nearest neighbor).

The additional range offset due to tropospheric effects \( \delta r_{\text{troposphere}} \) is then calculated with Equation (6) using the altitude at the corner reflector location \( h_{\text{corner reflector}} \) and the incidence angle \( \theta \) of the SAR satellite for this position. As the temporal resolution of the delivered ZPD values is one hour and the distance from the reference station to the related corner reflector is between 40 and 110 km, an uncertainty in the order 1 cm is expected for the tropospheric delay contribution. The tropospheric delay, which is to be considered within the evaluation, can be calculated by multiplying the related path length with half the speed of light:

\[
\delta r_{\text{troposphere}} = ZPD_{\text{height corrected}} \cdot e^{-h_{\text{corner reflector}}/h_{\text{reference}}} \cdot \frac{1}{\cos \theta}.
\]
4.3. Ionospheric Delay

An additional delay suffers the signal along the propagation path due to the electron content within the ionosphere. This ionospheric delay is estimated by multiplying half the speed of light with the frequency dependent range offset from Equation (7) taking into account the carrier frequency $f$ of the radar. In order to determine the electron content in slant range, the vertical total electron content (VTEC) has to be divided by the cosine of the incidence angle ($\theta$):

$$\delta r_{\text{ionosphere}} = \frac{40.28 \text{ m}^3 \text{s}^{-2}}{f^2} \cdot \frac{\text{VTEC}}{\cos \theta}.$$  (7)

Several models exist for retrieving VTEC values for a given time and geographic position (latitude, longitude) using the measurement of a ground based station network. For the current study, an empirical electron density model called International Reference Ionosphere (IRI) 2012 has been used [22]. The model output to a given time and location is available via website, e.g., at https://omniweb.sci.gsfc.nasa.gov/vitmo/iri2012_vitmo.html. Based on these VTEC values, the ionospheric delay has been derived for each overpass according to Equation (7).

It is found that the impact of the ionosphere is slightly different for the two observation periods. For S-1A, the delays vary from 0.6 ns to 1.4 ns with an average value of 1.0 ns and a standard deviation of 0.3 ns. For S-1B, the ionospheric activity is lower; delays between 0.14 ns and 0.56 ns have been detected with 0.3 ns in average and a standard deviation of 0.1 ns. The contribution of the ionosphere to the range offset is estimated to be 1 cm for S-1A and 0.4 cm for S-1B with a small uncertainty of 0.3 cm and 0.15 cm for S-1A and S-1B, respectively.

Note that, for low orbit satellites, the SAR pulse does not travel through the full ionosphere. This fact leads to an overestimation of the ionospheric delay with Equation (7). However, this additional correction is neglected in our study due to the small impact of the ionospheric delay for the C-band.

5. Results

5.1. Range Offset from Corner Reflectors

The determined range offset from L0 data is depicted in Figure 6 (blue) for both satellites (S-1A: left and S-1B: right). In addition, the range offset from the L1 products are also displayed (black), which were already presented in previous studies [14–17]. An averaged range offset of $-0.99 \text{ m}$...
remains for the S-1A L0 products and of \(-1.05\) m for the S-1B ones. These results match the offset between the spacecraft’s center of gravity and SAR antenna phase center, which is the order of 1 m and not considered for the L0 evaluation. After compensating for these offsets, the remaining standard deviation is a measure for the pixel localization in range, which is 12 cm for S-1A and 7 cm for S-1B.

The derived azimuth offset is depicted in Figure 7 using L0 data (blue points) for both satellites (S-1A: left and S-1B: right). Similar to the range results, the azimuth offsets derived from L1 products are also shown (black points). For the L0 products, a very small azimuth offset remains, with \(-11\) cm on average for S-1A and \(-14\) cm for S-1B. After compensating for these offsets, the standard deviation is a measure of the pixel localization accuracy in azimuth, which is derived from L0 products to 12 cm for both satellites.

In contrast to these results, the analysis performed using L1 products shows a remaining bias of \(-2.3\) m for both S-1A and S-1B. Note that these results are consistent with other previous studies [14–17], in which similar values were obtained. This remaining azimuth bias for L1 products corresponds to an azimuth shift of about half the pulse repetition interval. As the proposed method does not perform SAR azimuth processing, it is assumed that such an azimuth bias of L1 products is artificial and probably arises due to an incorrect azimuth shift during operational SAR data processing.
Figure 7. Azimuth offset derived from corner reflector responses for S-1A (a) and S-1B (b) obtained using both product types: L0 products (blue) and L1 products (black).

The statistics of the derived pixel localization accuracy with mean value and standard deviation are summarized in Table 3 separately for range and azimuth offset. Similar to Figures 6 and 7, the results from L1 products are listed for a comparison. While the standard deviation is similar in range for both methods with 12 cm for S-1A and 7 cm for S-1B, a reduced variation is found for the azimuth offset with the proposed method using L0 data. The relative pixel accuracy in azimuth is determined for both S-1A and S-1B by 12 cm, which is about half the value found for L1 products where we estimated 25 cm for S-1A and 22 cm for S-1B.

Table 3. Mean value and standard deviation ($\mu \pm \sigma$) for estimated range and azimuth offset using L0 data with the proposed method and L1 products for both S-1A and S-1B. Note that, for the S-1B range offset using L1 products, the outliers from Stripmap beam S1 are excluded (*).

<table>
<thead>
<tr>
<th></th>
<th>S-1A</th>
<th>S-1B</th>
</tr>
</thead>
<tbody>
<tr>
<td>L0 products—Range offset (m)</td>
<td>$-0.99 \pm 0.12$</td>
<td>$-1.05 \pm 0.07$</td>
</tr>
<tr>
<td>L1 products—Range offset (m)</td>
<td>$0.35 \pm 0.12$</td>
<td>($0.18 \pm 0.07$) *</td>
</tr>
<tr>
<td>L0 products—Azimuth offset (m)</td>
<td>$-0.11 \pm 0.12$</td>
<td>$-0.14 \pm 0.12$</td>
</tr>
<tr>
<td>L1 products—Azimuth offset (m)</td>
<td>$-2.26 \pm 0.25$</td>
<td>$-2.36 \pm 0.22$</td>
</tr>
</tbody>
</table>

6. Conclusions

This paper proposes a novel and easily applied method to verify the geometric accuracy of SAR data products (L1). The method is based on the evaluation of the range delay offset and the azimuth shift derived from SAR raw data (L0 products). The geometric accuracy of ESA’s Sentinel-1 satellites (S-1A and S-1B) is determined from acquisitions over the DLR calibration field using rotatable, remote controlled corner reflectors with precise GPS surveyed phase center positions.

By applying the proposed method, the propagation path of each SAR pulse is completely retrieved: from transmitting the SAR pulses up to receiving the backscatter power from the point target. To estimate the range delay offset and the azimuth shift, a simple pulse compression is applied in range and a phase correlation in azimuth.

As the proposed method does not perform full SAR data processing, the geometric offsets based on L1 and L0 products are completely independently derived. An additional benefit is obtained by their comparison: it allows us to verify if the differences between the geometric offsets of L0 and L1 products are artificially introduced by a processing bias or caused by geometric related offsets like the distance between SAR antenna phase center and spacecraft’s center of gravity.
The results show that the azimuth bias of $-2.3$ m obtained from the analysis of L1-products is reduced to about 15 cm using L0 data and the proposed method. This indicates an artificial bias introduced by the current Sentinel-1 SAR processor. The remaining range offset of $-1.0$ m derived from the L0 data is interpreted as the offset between the phase center of the SAR antenna and the spacecraft’s center of gravity. Assuming that such an offset is already considered during SAR data processing, the remaining range offset derived from the L1 products is 20 cm, except for the S-1B S1 beam that has an additional range bias of 1.6 m.

The pixel localization accuracy has been estimated for both Sentinels by the evaluation of Stripmap mode data acquired within two different observation periods. The relative pixel localization accuracy in azimuth is 12 cm for both satellites and in range 12 cm for S-1A and 7 cm for S-1B, while, for the range direction, a similar accuracy is estimated from L1 products, and the standard deviation in the azimuth direction derived from full processed SAR images is higher, namely 25 cm for S-1A and 22 cm for S-1B. It has to be noted that the Sentinel-1 geometric requirements are already fulfilled by the L1 product results, but the current method nevertheless helps to verify and improve the geometric accuracy.
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Abbreviations
The following abbreviations are used in this manuscript:

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>DLR</td>
<td>German Aerospace Center</td>
</tr>
<tr>
<td>ESA</td>
<td>European Space Agency</td>
</tr>
<tr>
<td>EUREF</td>
<td>Regional Reference Frame Sub-Commission for Europe</td>
</tr>
<tr>
<td>EW</td>
<td>Extra-Wide Swath Mode (Sentinel-1 imaging mode)</td>
</tr>
<tr>
<td>GPS</td>
<td>Global Positioning System</td>
</tr>
<tr>
<td>GNSS</td>
<td>Global Navigation Satellite System</td>
</tr>
<tr>
<td>IPF</td>
<td>Instrument Processing Facility</td>
</tr>
<tr>
<td>IW</td>
<td>Interferometric Wide Swath Mode (Sentinel-1 imaging mode)</td>
</tr>
<tr>
<td>L0</td>
<td>Level-0 SAR products</td>
</tr>
<tr>
<td>L1</td>
<td>Level-1 SAR products</td>
</tr>
<tr>
<td>PRI</td>
<td>Pulse Repetition Interval</td>
</tr>
<tr>
<td>S-1A</td>
<td>Sentinel-1A</td>
</tr>
<tr>
<td>S-1B</td>
<td>Sentinel-1B</td>
</tr>
<tr>
<td>SAR</td>
<td>Synthetic Aperture Radar</td>
</tr>
<tr>
<td>TEC</td>
<td>Total Electron Content</td>
</tr>
<tr>
<td>TOPS</td>
<td>Terrain Observation with Progressive Scan</td>
</tr>
<tr>
<td>VTEC</td>
<td>Vertical Total Electron Content</td>
</tr>
<tr>
<td>ZPD</td>
<td>Zenith Path Delay</td>
</tr>
</tbody>
</table>
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