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Abstract

The Kaczmarz method is a simple and robust iterative solver for linear systems of equations. It is used in
different fields of science and engineering ranging from medical imaging to solving convection dominated
flows, Helmholtz equations and eigenvalue problems. In this thesis we investigate hardware-efficiency and
scalable shared memory parallelization strategies for the Kaczmarz method when used as a solver for sparse
linear systems. The inherent data dependencies of this method hinder fine-grained parallelism like SIMD or
multi-threading to be used efficiently. However, there exist techniques like multicoloring which can enable
this level of parallelism. A critical analysis of the multicoloring approach both in terms of performance and
qualitative behavior reveals its deficiencies on modern compute platforms. Starting with existing ideas, this
thesis proposes a novel "block multicoloring" method, which leverages structural features of (partly) band-
or hull-structured matrices. A thorough node-level performance analysis demonstrates that this approach
outperforms traditional multicoloring significantly (up to 3× on a single compute node) for a selection of
relevant application matrices and never falls behind it even for malicious cases. Finally, our Kaczmarz
implementation combined with block multicoloring is used as a linear solver in the FEAST method, to
compute inner eigenvalues of large sparse matrices. These first results demonstrate the applicability of the
presented approach and indicate its superiority for large scale computations as compared to direct solvers
which are state-of-the art for FEAST method.
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1
INTRODUCTION

Linear systems of equations are an inseparable part of science and technology. Every linear systems can be
expressed with a matrix A ∈ Cn×n, and two vectors b and x ∈ Cn as follows:

Ax = b

The unknown vector x has to be determined and is typically computed numerically using a linear solver. De-
velopment, optimization and parallelization of such solvers for modern parallel computer architectures are
active fields of research in computer science and numerical mathematics. Together with the steady increase
of available computational power this will allow to continuously increase n and to provide new insights in
the application field. The problem of solving linear systems of equations is split up into two classes which
differ in terms of application areas, numerical methods and hardware efficiency: Dense problems where A
is a fully populated matrix and sparse systems, where most of the entries of A are zeros. In this thesis we
focus on sparse systems, which can arise from many applications like computational fluid dynamics (CFD),
finite element methods (FEM), quantum physics and chemistry. To solve these sparse linear systems there
are two classes of solvers based on direct or iterative methods.

This thesis addresses one such solver called Kaczmarz method, proposed by the Polish mathematician
Stefan Kaczmarz in the year 1937 [16, 40], and published in a German paper with the title "Angenäherte
Auflösung von Systemen linearer Gleichungen". This method falls under the category of iterative methods,
and most specifically it is a projection based method. The main motivation for analyzing such a solver is
the current trend of scientific community to move from direct methods to robust indirect methods based
on projections [67]. However, in order to exploit modern compute resources to the full extent, we need to
efficiently handle the data and make use of the maximum possible parallelism. The naive Kaczmarz kernel
does not allow for this due to data dependencies. A major part of the thesis is dedicated to the discussion
on avoiding such dependencies, performance optimization and analysis of the method for sparse systems.

The Kaczmarz method is rarely used as a stand-alone solver due to its slow convergence for many systems
that appear in the scientific community. However, recent developments have shown that derivatives of this
method perform well and are extremely robust. It has been shown in [27, 28, 34] that one such method called
CGMN (or its parallel variant CARP-CG) produces good convergence results for convection-dominated
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CHAPTER 1. INTRODUCTION

partial differential equations (PDEs) and high frequency Helmholtz equations, which are quite difficult to
solve due to small diagonal elements.

The goal of this thesis is to provide a shared-memory parallel and hardware efficient Kaczmarz solver for
the GHOST (General, Hybrid, and Optimized Sparse Toolkit) library [44] which is being developed in
the ESSEX (Equipping Sparse Solvers for Exascale) [5] project under the German Research Foundation
(DFG) priority program SPPEXA [13]. A potential application of the CGMN (CG accelerated Kaczmarz)
algorithm in the ESSEX project is for solving the inner linear systems that appear in the FEAST [54]
algorithm. FEAST is an eigenvalue solver used to compute some interior eigenvalues (λi) and eigenvectors
(vi) of a system as follows:

Avi = λivi (1.1)

where, A ∈Rn×n
λi = i-th eigenvalue
vi = eigenvector corresponding to λi

FEAST requires to solve multiple linear systems in each of its iterations. Since the arising linear systems are
ill-conditioned and highly indefinite, current state of the art implementations of FEAST use direct solvers
[42]. However, due to the nature of our application we commonly encounter large problem sizes which
prohibits the use of direct methods. It has been shown that CGMN (or CARP_CG), due to its robustness
is one good alternative for solving the systems encountered in FEAST [32]. Towards the end of the thesis
a comparison between FEAST using CGMN and a standard implementation of FEAST is done to see the
increasing need of such iterative methods as we move towards the exascale era.

Implementing a robust, scalable and hardware-efficient iterative solver for FEAST will allow to substan-
tially extend the capability of eigenvalue solvers for the computation of interior eigenvalues for a large range
of problem classes. Through the ESSEX project this development can be used to study recent discoveries
in the field of quantum physics, e.g. properties of graphene or topological insulators [25, 37], as well as
quantum chemistry.

1.1 Outline

The thesis is structured into 8 chapters. First 4 chapters are brief introductory chapters where various con-
cepts relevant to the thesis like sparse matrices, shared memory parallelisation and Kaczmarz method are
introduced. A reader who is familiar with these concepts could skip these chapters. The chapter 5 explains
the difficulty involoved in parallelisation of Kaczmarz method and describes an initial approach to paral-
lelise using the multicoloring method. In chapter 6 we then describe an alternative approach using block
multicoloring which is the prime focus of this thesis. Implementation strategies and exhaustive performance
analysis for both of these methods are conducted in the respective chapters. Later in chapter 7, we deal with
performance modeling of the Kaczmarz kernel and shows some relevant case studies. Finally in chapter 8
we present a relevant application of the developed Kaczmarz kernel, where we study the qualitative behavior
of the implemented method.
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CHAPTER 1. INTRODUCTION
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2
SPARSE MATRICES

Sparse matrices are a common part of scientific modeling and applications. In the ESSEX project large
sparse matrices arise commonly from the discretization of Partial Differential Equations (PDE) in quantum
physics and chemistry [62] . The way these matrices are stored and algorithms used to treat them plays a
significant role.

In this chapter we introduce some of the basic concepts of sparse matrices, namely storage format and
permutations.

2.1 Storage Format

A sparse matrix is a matrix with lots of zero elements. The ratio of zero elements to the total number of
elements is called the sparsity of the matrix. In order to take advantage of the sparsity, one needs to store
only the non-zero elements (nnz) of the matrix. The sequence or data format in which these elements are
stored has a large impact on the performance of an algorithm implemented on it. Each data format has its
own advantages and disadvantages and the optimal choice of a format is strongly related to the hardware
in use. Although GHOST supports various storage formats through its novel unified data format approach
[43], here in this thesis we mainly restrict ourselves to the widely used Compressed Row Storage (CRS) or
Compressed Sparse Rows (CSR) format.

CRS

CRS is a standard sparse matrix storage format which has been in use from the mid-1960’s [3]. This
conventional data format consists of 3 arrays to store the entire sparse matrix:

• val - Stores non-zero values consecutively

• col -The column indices of the non-zeros
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2.1. STORAGE FORMAT

• rowptr - starting index of each row in the compressed form. It is calculated as follows:

rowptr[0] =0

rowptr[i] =rowptr[i− 1] + number of non-zeros in (i− 1)throw, if i > 0
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Figure 2.1: Construction of the CRS storage format

Fig. 2.1 illustrates the basic concept of CRS. Here we see the matrix is compressed such that only non-
zeros are stored. The name ’Row’ in ’Compressed Row Storage’ is due to the fact that non-zeros are stored
consecutively in Row-major order (see the val array). Column indices of each non-zeros are stored in the col
array and the indices to the beginning of each row are stored in the rowptr array. By this way the position
of any non-zero in the matrix could be determined by the col index and rowptr. Algorithm 1 shows the
basic sparse matrix vector multiplication (SPMV) kernel using the CRS format.

Algorithm 1 SPMV (b=A x) in CRS format

for row = 0 : nrows do
temp = 0
for idx = rowptr[row] : rowptr[row + 1] do
temp+ = val[idx] ∗ x[col[idx]]

end for
b[row] = temp

end for

CRS is in general a good and convenient format but in some cases it lacks the ability to exploit the vec-
torization capabilities of modern processors efficiently. We see from Fig. 2.1 that the only possibility for
vectorization in this case is along each row, since the elements of a row are stored consecutively. However,
the expected speed up of vectorization along rows might not be great due to 2 reasons:

1. The length of each row is usually very small and not constant, thus the overheads required for vector-
ization (like remainder loop, loop peeling etc.) are not negligible.

2. Most of the algorithms (such as SPMV, see for example Algorithm 1) have a reduction along the row
length which causes further overhead.
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CHAPTER 2. SPARSE MATRICES

Its also important to note that this potential problem of CRS depends on the algorithm and the machine. For
example for the SPMV seen in Alg. 1, this effect might not be prominent on modern multi-core processors
[43].

2.2 Permutations

Permutation (also known as reordering) is one of the most common techniques used in parallel implemen-
tations of direct and indirect solvers to resolve loop-carried dependencies, minimize communication and
improve performance. Both columns and rows of a matrix can be reordered in arbitrary fashion, without
disturbing the linear system. A formal definition for permutations is as follows [67].

Definition 1. Let A be a Rn×n matrix and πr = {i1, i2, ..., in}, πc = {j1, j2, ..., jn} permutations of the set
1, 2, ..., n. Then the matrices

Aπr,j = {aπr(i),j}i=1,...,n;j=1,...,n (2.1)
Ai,πc

= {ai,πc(j)}i=1,...,n;j=1,...,n (2.2)
where, ai,j − elements of A

are called the row and column permutation of A respectively.

Mathematically the permutation operator can be seen as, a multiplication of the original matrix A with
permutation matrices Pπr

and Qπc
, which corresponds to row and column permutation matrix respectively.

The permutation matrices Pπr
and Qπc

are formed from the identity matrix by permuting its row and
column indices as shown in eqn. 2.1 and 2.2 respectively. Then it holds:

Aπr(i),πc(j) = Pπr
AQπc

(2.3)

If both rows and columns are permuted in similar way (i.e. πr = πc), the permutation is called a symmetric
permutation. In this case Qπc

= P ᵀ
πr

= P−1
πr

(since permutation matrices are orthogonal).

In practice the permutation matrices are not stored explicitly, but only the vector πr and πc. The reordering
is directly applied to original matrix A as shown in Definition 1. The validity of permutations could be
easily understood by relating the matrix to its corresponding linear system.

Let πr = {1, 3, 2} and πc = {3, 1, 2}

A =

a11 a12 a13

a21 a22 a23

a31 a32 a33

 , x =

x1

x2

x3

 , b =

b1b2
b3


Aπr,πc =

a13 a11 a12

a33 a31 a32

a23 a21 a22

 , xπc =

x3

x1

x2

 , bπr
=

b1b3
b2


From the above example, row permutations can be seen as reordering the order of equations and column
permutations as reordering (renumbering) of unknowns. Both of these do not change the linear system as
such, i.e., the systems Ax = b and Aπr,πc

xπc
= bπr

are equivalent, if the column space vector 1 x is
permuted according to the column permutation and the row space vector b is permuted according to the row
permutation.

A major part of this thesis is concerned with finding an efficient permutation for an iterative solver which
has dependencies.

1row and column space vector denotes the position of vector w.r.t matrix A, i.e, row denotes vector in domain-space of A and column
denotes vector in range-space of A
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3
SHARED MEMORY PARALLELISM

Exploiting parallelism is the key to achieve high performance. Modern trends in hardware development to
cope with Moore’s Law [48] reveal ever increasing necessity to extract parallelism on the node-level. It
is important to extract maximum performance on this level before going to inter-nodal parallelism, since
the performance at this level gets amplified at large node counts. This trend will continue at least to the
near future, as it can be seen from the emergence of many-core architectures, which push the need for
concurrency even harder.

3.1 Shared Memory Parallelism

Shared Memory Parallelism (SMP1) is the parallelism extracted from parallel processors (multi-core) that
share a global address space. In computing this form of parallelism enjoys many advantages over the other
forms of parallel programming model like message passing. Major benefit comes due to the fact that all the
processors have a consistent view of memory (shared memory) thereby avoiding storage of redundant data
and eliminating the need to communicate data from one processor to the other. But programming a SMP
system might be challenging sometimes and it requires a lot of practice to write a correct and efficient SMP
program. SMP programming is usually based on 2 fundamental concepts: threads and the fork-join model.

A thread is the smallest unit of processing that can be scheduled by an operating system [22]. Threads
can be executed concurrently within a multicore processor. This allows the program to utilize multiple
processing units on modern processors.

Fig. 3.1 shows one of the most commonly used models in SMP programming called the fork-join model.
According to this model, a program can be comprised of serial regions where the program is executed
sequentially and parallel regions where a number of threads work simultaneously on a given task. The
ultimate objective of a programmer is to enhance the percentage of the parallel region within the code,
since according to Amdhal’s law (Eqn. 3.1) the maximum parallel speedup is directly related to the parallel

1Note that in this thesis SMP refers to Shared Memory Parallelism and not Symmetric multiprocessing

9



3.2. OPENMP PITFALLS AND BEST PRACTICES

A B C

Thread 1 Thread 2 Thread 3 Thread 4

Figure 3.1: Fork-join model. (Figure taken from [17])

fraction of the code.

Sp(n) =
1

(1− p) + p
n

(3.1)

where, Sp(n)- the speedup at, n parallel units
n- min (number of threads,number of parallel resources)
p- percentage of parallel region

In Fig. 3.1 initially (towards left) we see only one master thread working on the sequential part of the
program. Then at point B a parallel region is constructed using the fork construct, where multiple threads
work together. Further towards right at point C, threads are synchronized using the join construct. This
cycle is then continued along the course of the program.

In this thesis we use the OpenMP (Open Multi-Processing) application programming interface (API), which
works on the above concept, to employ shared-memory parallelism. OpenMP uses simple compiler direc-
tives to parallelize parts of the program. In this way the programmer is relieved from the low-level details
like forking, joining, thread management and to some extent load balancing. The API also consists of
several user functions to enable fine-tuned parallelism like locks and to support purposes like setting and
querying the number of threads and to identify threads.

3.2 OpenMP Pitfalls and Best Practices

With multiple threads having the same view of the memory, there are several things that a programmer has
to keep in mind while using the OpenMP programming paradigm. Debugging such a program might be
notoriously difficult, and if not taken care the performance might not be as expected. Here we present some
of the common aspects one has to bear in mind while using OpenMP. These aspects would serve as the
basic platform for chapters 5 and 6. Most of the ideas in this chapter have been derived from the book [36].

10



CHAPTER 3. SHARED MEMORY PARALLELISM

Race Conditions

A race condition is a problem of correctness, it happens when a thread tries to access (write) data from
(to) a memory location which another thread has modified. Since the threads are executed concurrently the
result of such an operation is not deterministic and varies with runs. Due to this non-deterministic nature it
might be sometimes difficult to pin-point this kind of bug.

0

x[0]

1

x[1]

2

x[2]

3

x[3]

MEMORY

x[0] += 1

Thread 1

x[0] += 1

Thread 2

Figure 3.2: Race condition

Fig. 3.2 shows a potential case of a race condition, here each thread tries to update the same memory
address x[0] with value 0, using the operation x[0] = x[0] + 1. In a parallel environment as shown
in the figure the result for this operation is undefined. It can be either 1 or 2 depending on the sequence
in which the data from x[0] is fetched. Some of the alternatives to solve such problems are: privatization
(clauses like private, firstprivate) and serialization (clauses like critical, atomic) . But the
programmer has to take care to use them wisely and avoid potential serialization of the code. Sometimes it
might be even useful to change the algorithm slightly to support parallelization.

False Sharing

False sharing is a problem which affects the performance of the code rather than its correctness. The
situation is similar to race conditions, here the thread tries to access (or write) a variable in a cache line
which has been modified by another thread. Note that threads do not access (or write to) the same variable
but different variables belonging to the same cache line. This operation causes a lot of extra (background)
data transfers due to cache coherence protocols, causing a great deal of performance and scalability.
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Thread 2
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0 1 3 3

Figure 3.3: False sharing

Fig. 3.3 shows a typical false sharing scenario, assuming the cache line size to be 4, and that x[0] is aligned
to the beginning of a cache line. Now thread 1 wants to modify x[0] and the other thread x[2]. Since data
in the memory hierarchy is transferred only in blocks (cache lines) of fixed size (cache line size), the entire
cache line from memory is transferred to the processor whose thread requests this cache line first (thread 1
in figure). Next thread 1 modifies x[0], causing cache coherence protocol to invalidate the copy of cache
line in memory which further causes thread 2 to wait (stall) until the cache line is written back by thread 1
to memory (or a cache hierarchy shared by both threads). The thread 2 can start its work once the updated
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3.2. OPENMP PITFALLS AND BEST PRACTICES

copy of cache line is present. From this simple example one could imagine the great deal of extra data
traffic and stalls that occur in this process.

Two major indicators of false sharing are the lack of scaling in performance with increasing number of
threads and an increase in data transfers within the shared memory hierarchy due to the ping-pong effect,
which typically increases with the number of threads. Proper scheduling and clever data structures are the
key to avoid such effects.

Barrier overhead

Commonly at some point of the code there arises the necessity to synchronize between threads. In OpenMP
synchronizations are commonly achieved either by barriers or locking. The most efficient method to syn-
chronize all threads at once is the barrier method. But one has to use them wisely, since each barrier costs
cycles and if the ratio of barrier time to computation time is high it might lead to serious performance drops.
Also load balancing plays an important role at the point of each synchronization, since the time taken by
threads to reach the barrier is governed by the slowest thread.

Sometimes this type of performance degradation might go unnoticed due to implicit barriers in OpenMP. To
make the situation worse the time taken by a barrier depends on the compiler used and performance might
vary from compiler to compiler if the code has a significant number of barriers. To avoid such situations it
might be a good idea to analyze the number of barriers (both implicit and explicit) in the code and remove
unneeded barriers and ensure the load of each thread is properly balanced. In some cases methods like
locking and relaxed synchronization could also be tried as an alternative.

Data placement

In modern heterogeneous clusters each shared memory node comprises of various individual machines (or
sockets) connected to each other. The global address space of the entire node is the same, maintaining a
consistent view to memory for each processing unit, irrespective of the socket in which the data is placed.
This type of architecture is called the Non-Unified memory access (NUMA).

Due to the transparent view of memory SMP can be employed quite easily in these architectures. But in
order to achieve scalability one has to keep an eye on the physical distribution (placement) of the data, since
remote data accesses (i.e. accessing data from a neighboring socket) can be quite expensive causing a lack
of scalability across the sockets.

Socket 2
Memory

C C

Socket 1
Memory

C C

Socket 2
Memory

C C

Socket 1
Memory

C C

Figure 3.4: Data placement - Left: Incorrect placement of all the data in Socket 2, Right: Correct placement (figure
taken from [65])

Fig. 3.4 shows incorrect and correct data placement. On the left we see that the processor in socket 1 has to
fetch data from remote memory ,i.e., socket 2 (here) causing the data to be transferred through a potentially
slower link that connects the two sockets (called QPI [11], or HyperTransport [7]).

The placement of data in ccNUMA architectures works on the "First Touch Policy" which states that a
memory page is mapped into the locality domain of the processor that first writes to it [65]. This implies the
data has to be placed properly right from the initialization phase. In Fig. 3.4 data used by socket 1 should
be initialized by a thread pinned to socket 1 and correspondingly with socket 2.
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4
KACZMARZ AND RELATED METHODS

4.1 Kaczmarz Method

The Kaczmarz method (KACZ) is a linear iterative solver developed by Stefan Kaczmarz in the year 1937. It
is based on a row projection technique in which iterates are projected onto successive rows (or hyperplanes)
represented by the system.

Consider a system of linear equation

Ax = b (4.1)

A = Rm×m matrix
b = Rm RHS vector
x = Rm unknown vector

The basic Kaczmarz iteration scheme to solve the above system is shown in Eqn. 4.2

xk+1 = xk + ω ∗ (bi− < Ai, x
k >)

‖Ai‖2
∗ATi (4.2)

where: k = 0,1,2,... is the iterate number,
i = (k mod m) + 1 is the row index
ω = relaxation parameter
Ai = i-th row of A

ATi = complex conjugate of Ai

The scheme takes the current iterate xk and projects it orthogonally along the normal direction AT
i

‖Ai‖ of

13



4.1. KACZMARZ METHOD

the i-th row of the matrix. The scaling factor (bi−<Ai,x
k>)

‖Ai‖ is the normal distance of the point xk from
the hyperplane represented by the i-th equation of the system. Fig. 4.1 illustrates this basic concept. The
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xk: k-th approximation

Initial guess
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(bi
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Ai
,x
k >)

‖Ai
‖

Figure 4.1: Kaczmarz Method Illustration for m=2 : orthogonal projection to each row from the kth iterate to obtain
the k + 1st iterate is shown.

scheme being an orthogonal projection has the advantage that we need not store extra directions as compared
to oblique projection schemes. A proof of the scheme’s convergence can be found in [52].

It could be seen that the Kaczmarz scheme with fixed parameter ω is equivalent to a Successive Over
Relaxation (SOR) scheme on the normal equation [52]:

AAT y = b (4.3)

x = AT y (4.4)

Being a solution of the normal equation, one could expect the condition number κ of such a method to be
worse than that of matrix A, since

κ(AAT ) = κ(A)2 (4.5)

and hence if the condition number of A is poor (< 1), the squared condition number would be worse
decreasing the convergence rate. But on the other hand the matrix AAT is symmetric positive definite
(SPD) even if A is not, which makes it a suitable candidate to be accelerated by simple methods like
Conjugate Gradient(CG) as we will see in Section 4.3. Also it makes the diagonal elements relatively large,
enhancing the robustness of the system.

In recent years a wide variety of modifications of the basic scheme have been developed, some of which are
Randomized Kaczmarz [60] [49], Block Kaczmarz [31], Asynchronous Kaczmarz [45] and various other
acceleration schemes. In this thesis we concentrate only on the Direct (basic) Kaczmarz method due to the
kind of applications which we encounter (see Section: 4.3, and Chapter 8).

Algorithm 2 shows the basic KACZ algorithm in the CRS matrix format.
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CHAPTER 4. KACZMARZ AND RELATED METHODS

Algorithm 2 KACZ: solve for x: Ax = b

for row = 0 : nrows do
scale = b[row]
norm = 0
for idx = rowptr[row] : rowptr[row + 1] do
scale− = val[idx] ∗ x[col[idx]]
norm+ = val[idx] ∗ val[idx]

end for
scale∗ = omega/norm
for idx = rowptr[row] : rowptr[row + 1] do
x[col[idx]]+ = scale ∗ val[idx]

end for
end for

4.2 CARP Method

CARP or Component Average Row Projection [33] is a parallel variant of Kaczmarz method, envisaged
by Dan Gordon and Rachel Gordon to overcome the parallelization difficulty of Direct Kaczmarz method,
explained in Chapter 5. The method works on the concept of domain decomposition and falls under the
category of CADD (Component Average Domain Decomposition) methods. In this method the equations
are divided into blocks and on each block a local KACZ sweep is performed independently. The unknowns
(clones) that appear in 2 or more blocks are then replaced by the average of its value in each of the sharing
blocks.

The proof of convergence follows from transforming the equation 4.1 in Rm to a superspace Rs (s ≥ m),
where the equations in each block are independent to each other. Thus independent (parallel) KACZ sweeps
on each block are equivalent to a KACZ sweep on the entire superspace Rs. Further it can be shown that the
averaging operation is equivalent to row projections that make projection on Rs equivalent to Rm, hence
making "KACZ on Rs + averaging" equivalent to normal "KACZ on Rm". A detailed proof could be found
in [33].

o

o

o

a. b. c.

Proc 1 Proc 2 Proc 3 Remote o Owner

Figure 4.2: CARP: Illustration of the CARP method on a sparse matrix (shown in Fig. 4.2.a). The KACZ iteration can
be run in parallel on different processes (shown with different colors). In the second step the clones from
each process are sent to their respective owners where they are averaged, Fig. 4.2.c shows clones from
process 1 being sent to its respective owners.

The CARP method is an ideal method for parallelization on distributed systems, since all blocks can be
assigned to different processes which can do independent KACZ sweeps. Only in the averaging step they
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4.3. CGMN AND CARP-CG

need to communicate and synchronize. But in a shared memory system this approach is questionable
since one could do better due to the shared view of memory by all processes. Storing the clones (shared
unknowns) of the elements might not be the optimal way to go. The key point of this thesis is to introduce
alternative methods for shred memory systems (Chapter 5 and 6). Although we use CARP for distributed
memory parallelization using MPI we will not discuss about it in this thesis.

4.3 CGMN and CARP-CG

CGMN is the Conjugate Gradient (CG) acceleration of Kaczmarz method and first appeared in the work
of Björck and Elfving [23]. It makes use of the fact that KACZ is similar to SOR on the normal equation
which is symmetric irrespective of A. Thus, if KACZ is run in two sweeps,i.e., a forward sweep (projection
on row 1 to nrows) followed by a backward sweep (projection on row nrows to 1) the resulting iteration
matrix is symmetric (similar to SSOR). This enables the method to be accelerated using the CG method
(see [23] and [34] for more details).

Later on with the emergence of the CARP method (parallel version of KACZ) by Gordon and Gordon they
showed that the CGMN method could also be applied to accelerate CARP instead of KACZ [28]. The
resulting algorithm was named as CARP-CG. Both of these methods have been proven to be very robust
and efficient for many applications [34] [28] [23] [35] .

The algorithm as shown in Alg. 3 is basically similar to a normal CG algorithm but instead of carrying out
matrix vector multiplication, 1 iteration of KACZ or CARP is performed. The KERNEL in the algorithm
is KACZ for CGMN or CARP in case of CARP-CG.

Algorithm 3 CGMN/CARP-CG : solve for x: Ax = b

Set x0 ∈ Rn to arbitrary value
Set p0 = r0 = KERNEL(A, b, x0, omega)− x0

Set TOL = desired tolerance
k = 0
while (‖rk+1‖ / ‖rk‖) < TOL do
qk = pk −KERNEL(A, 0, pk, omega)
αk = ‖rk‖2/〈pk, qk〉
xk+1 = xk + αkp

k

rk+1 = rk − αkqk
βk = ‖rk+1‖2/‖rk‖2
pk+1 = rk+1 + βkp

k

k = k + 1
end while
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5
MULTICOLORING ALGORITHMS

5.1 Graph (Vertex) Coloring

Multioloring or graph coloring techniques is one of the oldest techniques used to resolve data dependencies
of the kind seen in chapter 3. One of the well-known and earliest form of this method is the Red-Black
Gauss Seidel, in which the nodes (or unknowns) are colored into two colors red and black, allowing for
complete parallel sweeps within a color. There have been recent advances in the field of graph theory,
and a number of efficient graph coloring algorithms and implementations emerged (e.g., COLPACK [2]),
which could work on general graphs (or sparse matrices). These techniques enable better use of modern
computer architectures by exploiting their parallelism. Please note that throughout this thesis we use the
terms "graph coloring" and "vertex coloring" intercahngeably, although it is not limited to vertices but also
other components of the graph (e.g., edges).

Figure 5.1: Red-Black coloring on a 2D-5pt Stencil

Distance k coloring

In contrast to the 2D Cartesian finite grid case, coloring a general sparse matrix might not be too obvious
and in general a matrix can have more than two colors. However, starting from the insight into how 2D
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5.1. GRAPH (VERTEX) COLORING

Cartesian grid coloring works, one can generalize the concept to arbitrary sparse matrices. Figure 5.1
illustrates the common checkerboard pattern used for the Red-Black Gauss Seidel. Here we see that each
of the neighbors (2D-5pt Stencil) of a point (say red) in the grid has a color different (say black) from itself,
but note that two red grids (or black) can share the same neighbors. In graph theory this is known as the
distance 1 coloring, since it only has the constrain that no two grid points (or vertices) sharing an edge in
common should have the same color. But if we look back into the Kaczmarz algorithm (see Algorithm2),
and restrain it to the 2D-5pt Stencil (see Fig 5.2) we see that this is not sufficient, since in the Kaczmarz
method we have write to all the neighbors in addition to the current grid point (the center), causing write
conflicts. This brings us to the concept of distance-k neighbor and coloring.

ST

LD

LD/ST

Figure 5.2: Loads and Stores in Gauss Seidel (Left) vs Kaczmarz (Right) using a 2D-5pt Stencil pattern

Two vertices or nodes are said to be distance-k neighbors if the shortest path connecting them consists of
at most k edges[29]. A distance-k coloring is a technique of labeling (called colors) the vertices of a graph,
such that no two distance-k (k>0) neighbors of the graph share the same color. For the KACZ algorithm we
see if we color the graph with a distance k ≥ 2 , we could avoid the write conflicts seen in Fig. 5.2, since
distance 2 coloring (abbreviated as D2-coloring) would ensure that while iterating (sweeping) through a
color they even do not have common neighbors.

Analogous to the stencil case seen above the same concepts could be used to D2-color a sparse matrix (or
graph), which is equivalent to saying none of the rows in a color of a sparse matrix share the same column
entries. Mathematically this is referred to as structural orthogonality.

|x(i)||y(i)| = 0; ∀i ∈ [1, ncols] (5.1)

where, x and y−different rows of the matrix
i−column index

The Figure 5.3 adapted from [29] clearly illustrates a distance-2 coloring. We see that row 1 and row 2 do
not have any common column entries, since they belong to same color (here depicted as green). The figure
also shows the equivalence of the distance-2 coloring of graph of A (Ga) and the distance-1 coloring of the
2nd power of the graph (G2

a) (i.e distance-2 graph);

;




a11 0 0 0 a15
0 a22 a23 0 0
0 a32 a33 a34 a35
0 0 a43 a44 a45
a51 0 a53 a54 a55




Figure 5.3: An illustration of D2-graph coloring (adapted from[29])
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CHAPTER 5. MULTICOLORING ALGORITHMS

Satisfying this constrain will avoid any race conditions seen in the chapter 3 for KACZ algorithm due to its
indirect access in the second loop, made clear in Alg. 4, since within a color one could ensure the col[idx]
wouldn’t yield the same value for different threads.

Algorithm 4 KACZ: race condition

for row = 0 : nrows do
...
scale∗ = omega/norm
for idx = rowptr[row] : rowptr[row + 1] do
x[col[idx]]+ = scale ∗ val[idx]

end for
end for

In general one will aim at minimizing the number of colors in a graph; of course, assigning a distinct color
to each row of the matrix would satisfy any k-coloring constraint. But this would lead to serialization of the
algorithm destroying the entire purpose of multicoloring. The least number of colors that would be needed
to color a matrix is known as the chromatic number. The efficiency of the KACZ algorithm or any other
algorithm that depends on coloring is strongly dependent on this number as we will see in the next section.

The graph coloring problem is NP-Complete[9], i.e., even though any given solution can be verified quickly,
there is no (proven) efficient way to find a solution. Most of these algorithms work on heuristics and one of
the most commonly used one is the Greedy Algorithm. For our application we used the open source library
called COLPACK [2] to D2-color our matrix. This library has a lot of variants of coloring based on the
Greedy algorithm. A general overview of the algorithm and coloring techniques implemented can be found
in [20].

5.2 SMP and Multicoloring

Once we have a D2 colored matrix, we have seen that rows within a color are structurally orthogonal,
which makes it possible for different threads to work on different rows without any write conflicts. Fig.
5.4 illustrates how the coloring and permutations are done for a FDM1 like matrix. The matrix has to be
permuted into blocks of each color during the pre-processing stage as seen in Fig. 5.4.4, to avoid indirect
accesses of the matrix rows during the operation on KACZ kernel. One thing interesting to note here is that
since we parallelise within a color, the access pattern of this permuted matrix, i.e. the order in which entries
are used, is different from the normal access pattern used in other algorithms that do not use this coloring
(like SPMV). This data access patterns could create some performance issues which are discussed below.

Increase in α factor

To exploit the modern architectures one should make proper use of fast but small memories called caches.
A large gain in performance could be achieved if one could reuse data from the lower cache hierarchies2. A
look into KACZ algorithm (see Alg. 2) or any algorithm of a similar kind (SPMV), we can clearly see that
we access the x (unknown) vector many times. So a good implementation must try to keep the expensive
data brought from the memory in the smaller but faster caches as much as possible. The factor α quantifies
this x vector traffic[43]. For a given sparse matrix A and a particular memory hierarchy M , it is defined as:

α(A,M) =
Total effective Data traffic from M caused by x-vector

sizeof(element type of x) * number of non-zeros of A(nnz)
(5.2)

possible cases:

1FDM - Finite Difference Matrix - Matrix arising from discretization using Finite Difference method
2Lower memory hierarchy refers to memory closer to the core (CPU)
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5.2. SMP AND MULTICOLORING

1. Sparse Matrix
(Unpermuted)

3. Apply D2-coloring

2. Single Color
(Structurally Orthogonal)

4. Permuted Matrix

Figure 5.4: Basic idea of multicoloring: Illustration of permutation due to multicoloring for matrix in Fig .5.4.1

1. α(A,M) = 0; x vector fits into a memory hierarchy lower than M

2. α(A,M) = nrows
nnz ; x vector loaded once from M

3. α(A,M) = 1; no proper cache reuse or no cache available

4. α(A,M) > 1; no proper use of cache lines and/or prefetched data. Data traffic in excess of theoretical
maximum without caches

Since in most of the architectures caches use a LRU (Least Recently Used) replacement policy or its vari-
ants, the ideal situation (assuming all the data do not fit in M ) would be to finish all the calculation on the
x element brought into M , before it gets evicted to higher cache levels. This would then correspond to the
case 2 shown above. The factor α depends strongly on the matrix. For example, if we consider the original
unpermuted matrix in Fig.5.4.1, we can observe that due to its non-zeros being clustered at the diagonal,
α would be close to the ideal case. But once the matrix is permuted with multicoloring (Fig.5.4.4) the
non-zeros are more scattered and we see there is no reuse of the data within a color. Even worse, after each
color the entire x vector is fully re-loaded, possibly evicting the data loaded in the previous color. This is
illustrated in Fig.5.5.

Figure 5.5: Illustration of x vector (unknown) access in a multicolored matrix. Compared to the unpermuted matrix
we see here no reuse of loaded elements within a color, causing extra data traffic

This behavior is not limited to this special case or example shown above but also to a general sparse matrix
permuted with multicoloring. This is not surprising, since most of our sparse matrices are derived from
physical models and hence have strong neighboring relationships, but the ultimate aim of multicoloring
is to group rows (here) that are totally unrelated (independent) and that do not have any common column
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CHAPTER 5. MULTICOLORING ALGORITHMS

entries (see Section 5.1), thereby disrupting any neighboring relations. This fact implies that there is no
reuse of the elements loaded until the next color is reached and hence increase in α.

For a more general matrix(as opposed to stencil-like matrices) one could also expect an increase in α factor
especially within inner hierarchies as multicoloring such matrices would lead to more scattered column
indices, thereby causing irregular accesses with stride>1 and associated penalties. The situation becomes
worse in multi-threaded environments since one cannot ensure the same thread will update the same vector
data (probably cached) when it advances to the next color.

Increase in Global Barriers

It is common knowledge that in multi-threaded environments global barriers can be expensive (see Chap-
ter 3). With multicoloring we need a global barrier after each color, since we need to ensure that no 2
threads work in different colors, causing race conditions. Thus the barrier cost is directly proportional to
the chromatic number of the matrix. Even though an efficient MC algorithm tries to minimise the chromatic
number, this might not be sufficient to make the barrier cost negligible for the matrix and algorithm at hand.

False Sharing

We have seen in chapter 3 that false sharing may be a major performance bottleneck in shared memory
systems. In general for an algorithm with ordered writing pattern (like SPMV) false sharing takes place
only at boundaries. However, in the KACZ algorithm we have scattered writes depending on the column
indices of the current row, and there is no guarantee that no two threads write to the same cache line. A
way to minimize this effect is to keep the matrix close to the diagonal pattern. But as we have seen, this is
exactly opposite to what the MC algorithm does by scattering the data, thus increasing the probability for
false sharing.

Compared to a stencil like structure as shown in Fig. 5.4 the tendency towards false sharing increases for
a more general sparse matrix. In case of stencil-like matrix there occurs false sharing mainly at boundaries
between threads in each color, but for a general matrix with more scattered column indices the situation
could get worse.

One possible way to reduce the impact of false sharing is to color the matrix with a distance-k coloring such
that k > cache-line size. This would avoid false sharing as a whole but at a possibly very high cost, since
it could lead to a drastic increase in the α factor (α > 1 could be expected), and it would also increase the
chromatic number.

Improper data Placement

Multicoloring may cause non-optimal data placement in ccNUMA architectures (see Chapter 3). The data
placement required by algorithms that depend on multicoloring is substantially different from other algo-
rithms that do not have such data dependencies (like SPMV). For example in Fig. 5.4, if we have 2 threads
then a normal SPMV algorithm with default static scheduling would distribute the first 4(or 3) rows to
thread 1 and the next 3(or 4) rows to thread 2 for computation. However, the same distribution cannot be
used for KACZ and here the rows within each color is distributed between the threads as shown in Fig 5.5.

This would potentially affect the scalability of the code across the sockets. One possibility to alleviate
this problem is to initially place the data as required by MC dependent kernels (KACZ) and then modify
other kernels (like SPMV), to use the same access pattern. Although this is possible this would require
major changes in other kernels, and possible degradation of performance of these kernels due to problems
of multicoloring that we discussed above. It has to be kept in mind that it is common in algorithms that
we consider multiple kernels may be used alongside KACZ, so optimizing for a selected kernel alone is
not sufficient. Another possibility is to avoid using OpenMP across sockets but instead use different MPI
processes on each socket.
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5.3. IMPLEMENTATION

Remark: Symmetric vs Unsymmetric D2 coloring

Even though only row permutations are important for KACZ algorithm, one can also permute the columns
in any desired way without affecting structural orthogonality, and hence the results. A permutation that is
favourable in many respects is one that is symmetric, i.e., that permutes rows and columns in the same way.
A symmetric permutation causes less confusion when dealing with permuted vectors (see Chapter 6).

(a) Unpermuted Matrix (b) Unsymmetric Permutation (c) Symmetric Permutation

Figure 5.6: Equivalence of Unsymmetric and Symmetric permutation with respect to D2 coloring

Figure. 5.6 illustrates two different kinds of column permutation being applied to the matrix in Fig. 5.6a. In
Fig. 5.6b the rows are only permuted according to D2 coloring, while the column permutation remains the
same. This kind of permutation is referred to as unsymmetric. On the other hand in Fig. 5.6c the columns
are permuted in the same way as the rows, which is referred to as symmetric permutation. Note that in both
cases the rows within a color are structurally orthogonal.

One should keep in mind, however, that a symmetrically permuted multicolored matrix bears the danger of
more irregular x vector accesses and increased false sharing, due to increased scattering of column index
compared to unsymmetrically permuted matrix (compare Fig.5.6b and 5.6c).

5.3 Implementation

Multicoloring in the GHOST[44] library is carried out using an external library called COLPACK [2]. The
preprocessing steps for multicoloring are as follows.

1. Row pointers and column entries are created with the help of callback functions.

2. Call COLPACK routines to do a Distance 2 coloring from the CRS format.

3. The appropriate color pointer (pointer to start of each color), number of colors, along with permuta-
tions and inverse permutations are calculated and stored.

4. The matrix is assembled in the desired format with the current permutations.

In our implementation one can easily switch between symmetric and unsymmetric permutation as desired.
Once we have the color pointers (color_ptr), number of colors(ncolors) and the permuted matrix, we can
implement our KACZ_MC (KACZ with multicoloring) sweep. The only difference from a normal KACZ
sweep is an extra loop over the colors as shown in algorithm 5

5.4 Test Bed

Most of the tests presented in this thesis are conducted on the RRZE’s Emmy Cluster. The cluster features
560 compute nodes, each of which are equipped with two Intel Xeon E5-2660V2 chips and 25 MB shared
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CHAPTER 5. MULTICOLORING ALGORITHMS

Algorithm 5 KACZ_MC algorithm

{dir - refers to the direction of sweep, Forward or Backward}
if dir == FORWARD then
start = 0, end = ncolors
stride = 1, offset = 0

else
start = ncolors, end = 0
stride = −1, offset = −1

end if
for clr = start : stride : end do
start_row = color_ptr[clr] + offset
end_row = color_ptr[clr + stride] + offset
#pragma omp parallel for
KACZ_SWEEP (start_row, end_row, stride)

end for

cache per chip and 64 GB of RAM. Each chip consists of 10 SMT enabled physical cores. The nodes
are connected by a QDR Infiniband network with 40 GBit/s bandwith per link and direction. For the
purpose of reproducibility of the results the clock frequency was fixed at 2.2 GHz for all the tests. Stream
bandwidth [47] per socket is measured to be 41 GB/s (triad). Intel Compiler version 15.0.5.223 is used and
the following performance flags are set: -fno-alias -xHost -O3.

5.5 Results and Discussions

Baseline

Simply presenting results without any proper comparisons or baseline would be meaningless, so to compare
and to get an idea of the overall quality of the results we compare the KACZ algorithm with Sparse Ma-
trix Vector Multiplication (SPMV), and Sparse Matrix Transpose Vector (SPMTV). The choice of SPMV
and SPMTV as baseline is due to the similarity in the algorithms. Algorithm 6 provides a side-by-side
comparison of these three algorithms in CRS matrix format.

From the comparisons in Alg. 6 we can easily see that for each non-zero in the matrix both SPMV and
SPMTV requires 2 FLOPs (1 ADD and 1 MUL). On the other hand for a normal KACZ we need 6 FLOPs
per non-zero, and 1 DIV and 1 extra MUL operation per row. However, for the KACZ algorithm the
calculation of norm (or rownorm) can be avoided (see the lines colored in blue) if the system is normalized
at start, reducing the number of FLOP to 4 FLOPs per non-zero. So in general the performance metric is
chosen as follows:

PSPM(T)V =
2 ∗ nnz
time

Flops/sec PKACZ =
4 ∗ nnz
time

Flops/sec

If one assumes that the memory data traffic is mainly composed of non-zero’s and the matrix is well-behaved
with respect to the α factor, one could expect the same amount of data traffic per iteration for KACZ and
SPM(T)V. This implies that if nothing hinders the performance and the code is memory bound, which is the
case in general for SPMV like algorithms, one would expect a factor of 2 for KACZ algorithm compared to
SPM(T)V. Note that even in case with rownorm computations we use the same performance metric for easy
interpretation of the results, so in ideal situation one can only expect a factor of 2 (not 3) between SPMV
and KACZ.

Although this factor of 2 might slightly drop if we have also calculate rownorm, but we cannot expect a
large difference since all the data needed for the norm calculation is readily available in cache.
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It is worth noting that SPMTV like KACZ has data dependencies, and requires multicoloring or some other
technique to parallelise it.

Algorithm 6: Comparison SPMV, SPMTV, and KACZ

SPMV: Ax = b

for row = 0 : nrows do
temp = 0
for idx = rowptr[row] : rowptr[row + 1] do
temp+ = val[idx] ∗ x[col[idx]]

end for
b[row] = temp

end for

SPMTV Aᵀx = b

Ensure: b = 0
for row = 0 : nrows do
temp = x[row]
for idx = rowptr[row] : rowptr[row + 1] do
b[col[idx]]+ = val[idx] ∗ temp

end for
end for

KACZ: solve for x: Ax = b

for row = 0 : nrows do
scale = b[row]
norm = 0
for idx = rowptr[row] : rowptr[row + 1] do
scale− = val[idx] ∗ x[col[idx]]
norm+ = val[idx] ∗ val[idx]

end for
scale∗ = omega/norm
for idx = rowptr[row] : rowptr[row + 1] do
x[col[idx]]+ = scale ∗ val[idx]

end for
end for

Choice of Matrix and Permutations

In order to study the behavior of multicoloring on a general basis we choose 2 representative matrices:
PWTK (see Appendix 10.1.3) and Graphene-4096-4096 (see Appendix 10.1.2). These were selected be-
cause they reflect two different class of matrix that appear in our project: Graphene being stencil-like and
PWTK being more general without a simple structure.

As mentioned at the end of Section 5.2, the choice of symmetric or unsymmetric multicoloring also plays
a vital role. In order to understand this influence we include results for both the symmetrically and unsym-
metrically permuted PWTK matrix. Graphene being stencil like does not show a significant performance
degradation for symmetric permutations, thus we include results only for the unsymmetrically permuted
Graphene matrix.

To distinguish between the two permutations we denote symmetric multicoloring by "MC_symm" and
unsymmetric multicoloring by "MC".

Node-level performance

The KACZ algorithm is run in symmetric fashion for all the tests, i.e. forward sweep (rows are projected
from 1st row to last row) followed by a backward seep (rows are projected from last row to 1st row), since
this is the most relevant scenario in our applications. The runs are conducted on one node (2 sockets) of
Emmy with thread 1 to 10 pinned to socket 0 and thread 11 to 20 pinned to socket 1, ignoring the Hyper-
Threading feature.

Figure 5.7 might be surprising initially, since this is not what we would expect from our prediction, of
KACZ being 2 fold higher than SPMV (see Section 5.5). One could also observe that the difference between
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Figure 5.7: Scaling Test on 1 node of Emmy at 2.2 GHz for PWTK matrix (Fig. 5.7a) and Graphene-4096-4096 matrix
(Fig. 5.7b).

KACZ_MC and SPMV grows as the number of threads increase and lack of (or no) scaling across sockets.
To understand the disparity between our naive prediction and measurement we need to look back at the
performance issues described in Section 5.2 and do some extra tests and measurements.

α Effect & Irregular access

To quantify extra data traffic and random access, due to multicoloring we conduct a SPMV scaling test on
a multicolored matrix as opposed to the unpermuted matrix in Fig.5.7.SPMV is not prone to false sharing,
barrier effects and other disadvantages due to indirect stores, the difference in performance between per-
muted and unpermuted matrix gives us a general idea of the effect of these two factors. In Fig.5.8a and 5.8c
the difference between orange line and brown line shows this effect. We see that even the normal SPMV
operation is affected by the matrix permutation.

One can note that unsymmetrically permuted PWTK matrix is not affected much as compared to the
Graphene-4096-4096 matrix by this α factor. In order to understand the reason we need to look at the
likwid-perfctr hardware performance counter[63] measurements shown in the Fig.5.8b and 5.8d. Here we
see for the PWTK matrix data traffic from L3 and L2 increases by 1.6× in the case of SPMV on MC
permuted matrix, while that from the main memory remains the same. Memory data volume remains un-
affected due to the fact that number of rows (217,918) in the matrix is sufficiently small to fit in the L3
cache. According to ECM (Execution Cache Memory) model [58], the algorithm can scale linearly until it
hits a non-scalable bottleneck. Since for Ivy Bridge (Emmy) all the caches are scalable this increase in L3
and L2 shouldn’t make a big difference, it would only delay the saturation. Consequently, the saturation
performance is the same, as seen in Fig. 5.8a.

For symmetrically permuted PWTK matrix the situation is different, here the SPMV on permuted matrix
does not even saturate the memory, even though there is not a major increase in data traffic compared to
symmetrically permuted case (see the red and blue markings in fig. 5.8b, representing increase in data traffic
for symmetric permutations). We think the large drop in this case is due to irregular x-vector accesses and
associated latency.

On the other hand for Graphene matrix we see almost a 1.2× increase in data traffic from Memory and 1.5×
from L3 and L2 for SPMV on multicolored matrix. Since main memory(α(A,MEM)) is affected in this
case we can expect a drop in performance even in the saturation regime. This drop along with the penalties
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due to irregular accesses contribute to overall performance drop seen in Fig. 5.8c.

On the other hand for KACZ_MC algorithm the data traffic is again considerably higher than that of SPMV
on multicolored matrix, which arises as a result of KACZ algorithm having extra stores to x (scatter opera-
tions), in addition to the loads(gather), making the α factor all the more worse.
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(d) Graphene-4096-4096: Data Traffic validation

Figure 5.8: α effect on PWTK and Graphene-4096-4096 matrices: Difference between SPMV on unpermuted matrix
(orange line) and SPMV on MC permuted matrix (brown line) quantifies increase in data traffic (Fig. 5.8a
and 5.8c). LIKWID measurements validate the observation (Fig.5.8b and 5.8d).Extra data traffic due to
symmetric permutation is marked in fig.5.8b with red markings.

False sharing and Global Barriers

Although increase in α factor plays a role in the performance drop, it is not sufficient to describe the kind
of drop seen in Fig. 5.7, especially for unsymmetrically permuted PWTK matrix where we observed that
the α factor did not play a great role. If we focus on a single socket (i.e. up to 10 threads on Emmy), we
see substantial differences in the saturation pattern between SPMV and KACZ(or SPMTV). The KACZ
algorithm does not scale at all after 5 or 6 threads, which is partly due to false sharing. Figure 5.9 validates
this fact using LIKWID measurements (cyan colored dotted line), where we see an increase in the false
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CHAPTER 5. MULTICOLORING ALGORITHMS

sharing as the number of threads increase. It has to be noted that LIKWID measurements for counters
like FALSE_SHARING, might not be 100% accurate, but they provide a good qualitative estimate for
comparison. More on counter validation can be found in [55].

It is interesting to note that the amount of false sharing for symmetric case (compare Fig. 5.9a and 5.9c)
almost increases by a factor of 3 compared to unsymmetric permutation due to the effect mentioned at the
end of Section 5.2. Yet another interesting fact is the comparatively smaller amount of false sharing for
stencil-like matrix, here Graphene-4096-4096 compared to PWTK matrix (compare Fig. 5.9e and 5.9a)
strengthening our observation in Section 5.2.

Another important influence in performance is due to global barriers at the end of each color. Even though
avoiding global barriers would lead to obviously wrong answers, for the sake of quantifying barrier pain we
use the OpenMP .nowait. clause and observe the difference to the original version. However, here we
cannot completely decouple from the effect of false sharing since removing barriers (or synchronizations)
would allow threads to order themselves in a way as to reduce the effect of false sharing. This effect for
example is seen prominently for unsymmetrically permuted PWTK (see Fig. 5.9b) matrix where the likwid-
perctr measurements of false sharing dropped by a factor of 10 (not shown), therefore making it unable to
isolate the effect. But for symmetrically permuted PWTK matrix the amount of false sharing dropped
only slightly after taking away the barrier, enabling us to make a rough estimate on the effect of global
barriers (see Fig. 5.9d). As stated in Section 5.2 the influence of chromatic number on global barrier can be
seen from a comparison of Graphene-4096-4096 containing 22 colors and 16,777,216 rows (Fig.5.9f) with
PWTK matrix containing 180 colors and 217,918 rows (Fig.5.9d).

Improper Data Placement and Scaling across Sockets

In all the above tests the data in the NUMA domains was placed in a way suitable for SPMV since most
of the algorithms rely on this placement. But as we have seen in Section 5.2 this is not ideal for KACZ
or SPMTV. An important characteristic of poor data placement, is that the KACZ or SPMTV performance
does not scale across the socket even though there is a 2 fold increase in memory bandwidth due to the
availability of a new memory interface (see Fig. 5.8a and 5.8c).

Moreover the problem of false sharing and global barriers aggravates because of remote data. And in general
it is much expensive than the local effects we saw in the previous subsections. Taking into account these
problems across the NUMA domains, it is advisable to use CARP with MPI for multicoloring algorithms
as mentioned in Sec. 5.2.
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(d) PWTK: KACZ_MC_symm Effect of Global Barrier
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(e) Graphene-4096-4096:KACZ_MC False Sharing
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Figure 5.9: False Sharing and Barrier Effect: Fig. 5.9a, 5.9c and 5.9e shows LIKWID measurements of False Sharing
Data Volume of KACZ_MC algorithm for unsymmetric and symmetric Multicolored PWTK matrix and
Graphene-4096-4096 respectively. Fig. 5.9b, 5.9d and 5.9f shows the effect when barrier at the end of each
color is removed.
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6
BLOCK MULTICOLORING

In the previous Chapter 5 we have seen a popular approach currently employed in the scientific community
to deal with the problem of data dependency. But the analysis of this method has shown that even though
this method preserves the correctness of the KACZ algorithm, performance is far from optimal. Having in
mind the lessons we learned from the analysis of the MC methods, in this chapter we try to formulate a
method which could avoid these performance impacts.

6.1 Basic Idea

One of the major problems of multicoloring algorithms is their tendency to scatter the data, but in the
approach described here we try to do exactly the opposite, i.e., we try to preserve the banded form of the
matrix. Moreover the proposed algorithm in this section works only if a certain requirement on its banded
structure is enforced. But later in the upcoming sections we will try to relax this constraint. Also we
have seen that the performance of the MC algorithm depends on the chromatic number of the matrix, the
lower the number the better should be the performance. Another important fact is that we need just enough
parallelism to match the maximum available number of threads on the hardware.

Taking into consideration all these facts, we propose that the best idea would be to have nthreads indepen-
dent blocks, on which each thread can operate without any write conflicts. This can be achieved with two
block colors if the following condition is satisfied:

nrows(A)

2 ∗ bw(A)
≥ nthreads; (6.1)

nrows(A)−number of rows of matrix A
bw(A)−lower + upper bandwidth of A

nthreads−max. threads available

To understand the basic principle we consider the following definitions and Lemma.
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6.1. BASIC IDEA

Lower bandwidth: The lower bandwidth of a matrix A is defined as the smallest positive integer k such
that Ai,j = 0 whenever j < i− k.

Upper bandwidth: The upper bandwidth of a matrix A is defined as the smallest positive integer l such
that Ai,j = 0 whenever j < i+ l.

Bandwidth1: The bandwidth bw of a matrix A is defined as :bw = k + l

Block of a matrix2: A block of a matrix A is a submatrix of A containing a subset of rows in A.

Structurally Orthogonal Blocks: Two blocks L andM of a matrixA are said to be structurally orthogonal
if:

|L(i, c)| ∗ |M(j, c)| = 0; ∀i ∈ [1;nrwos(L)], j ∈ [1 : nrows(M)] and c ∈ [1 : ncols(A)]3 (6.2)

Lemma 6.1 : Any two blocksL andM of a square matrixA are structurally orthogonal if they are separated
by a distance of bandwidth (bw(A)).

Proof. Consider a matrix Â with all its blocks having the same bandwidth bw(A), i.e., matrix Â is an
envelope matrix of A. Now it holds that L is a structurally orthogonal block to M , if the maximum of all
non-zeros’ column indices in L (say at point a) is less than the minimum of the non-zeros’ column indices
in M (say point b) or vice versa. Figure 6.1 illustrates this.

(a)

(b)
(c)

L

M

a- maximum of non-zeros’ column indices in L
b- minimum of non-zeros’ column indices in M

bw(A)

bw(A)

Figure 6.1: Illustration of Lemma 6.2

It is straight forward to see that for a square matrix Â the distance between the row containing a and the row
containing b is equal to the row width of the matrix Â (distance between points b and c) which is nothing
but bw(Â) = bw(A). Thus for the matrix Â, two blocks are mutually structurally orthogonal if they are
separated by a distance bw(A).

Since the Lemma holds for the envelope matrix Â, it must also hold for any matrix A with bandwidth,
bw(A).

1Note that the bandwidth referred throughout this chapter is the matrix bandwidth which is the sum of lower and upper bandwidth.
Any reference to memory bandwidth would be mentioned as such.

2Note: This definition is slightly different from the conventional definition of Block Matrix, since here ncols(A) =
ncols(block of A)

3nrows(A) - number of rows of the (sub)matrix A, ncols(A) - number of columns of the (sub)matrix A
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CHAPTER 6. BLOCK MULTICOLORING

Eqn. 6.1 ensures that the given matrixA can be split to 2∗nthreads equal blocks, such that any two blocks
separated by at least one other block are a distance of bw(A) apart, thus being structurally orthogonal.

Figure 6.2, illustrates how this works for a matrix with 24 rows and a bandwidth of 3.

1. Sparse Matrix

3. Apply D2 coloring
to the blocks

2. Divide into 2*nthreads zones

4. Structurally Orthogonal
blocks

Figure 6.2: Basic idea of block multicoloring(BMC)

In the matrix shown in Fig. 6.2, the maximum number of threads that can be used is nrows(A)
2∗bw(A) = 24

2∗3 = 4.
If this condition is satisfied we see that all the blocks within a color (say red) are separated by a distance of
bandwidth. Application of Lemma 6.1 further yields that the bocks within a color are completely indepen-
dent (structurally orthogonal blocks), thus enabling parallel update within a color. The proposed algorithm
on this BMC pre-processed matrix assigns each block in a color to one of the four threads available and
performs a KACZ sweep alternately on all red blocks and blue blocks.

The name block multicoloring derives from the following observation: if we consider a single block shown
in Fig.6.2.2 as a node in the graph (i.e., here with total of 8 nodes), and apply distance-2 coloring to this
graph4 we obtain 2 colors as shown in Fig. 6.2.3. However, one should note that even though the blocks
are totally independent, there is no further parallelism within a block, since the rows within the blocks are
strongly connected. This disables SIMD or any other kind of parallelism within a single core.

6.2 Related Work

The roots of this kind of partitioning scheme can be traced back to early 1980’s. A general study on the
convergence of block methods (not necessarily orthogonal blocks) was done by Elfving in 1980 [31]. Later
in 1988 Kamath and Sameh introduced a two-block partitioning scheme (similar to the approach above)

4Note that the graph is now directed and coloring will have to be applied to the bipartite graph
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for Kaczmarz method on tridiagonal structures [41]. A similar block partition approach was also used for
the Cimmino method in 1990’s [18, 19] and some recent works in which they study about augmenting the
system for Cimmino method to enhance the condition number of the matrix can be found in [30].

In this thesis we have extended the method for general matrices and established a matrix dependent bound
(constraint) on the parallelism that could be extracted for such kind of partitioning schemes. In the upcom-
ing sections we try to relax this bound, enabling us to extract further parallelism. Later, we will see the
trade-off between performance and parallelism that could be achieved with such kind of approach.

6.3 General variants

Most of the sparse matrices that emerges from the applications in the ESSEX project, satisfy the condition
(naturally or by some pre-processing, see Section 6.4) given by Eqn. 6.1 for the maximum threads available
within a socket or node. Table 6.3 shows the maximum number of threads that can be used for different
sizes of the Graphene matrix. Here we see that starting from size 256 (very small) one could use all the
available physical cores on the Ivy Bridge CPUs in the Emmy cluster, and starting at 512 almost all the
modern standard multi-core CPUs would be covered.

Graphene size nrows = bw bwRCM Max. Threads
16 510 - 1
40 3198 238 3
64 8190 382 5
128 32766 766 10
256 131070 1534 21
512 524286 3070 42

Table 6.1: Graphene (PBC) size vs max. possible threads for 2 colored BMC, with RCM. bwRCM is the bandwidth of
matrix after applying RCM (see Section 6.4)

But there are matrices and situations like periodicity, where this might be difficult to attain. Thus in this
section we try to relax the condition and generalize the scheme for general sparse matrices, with arbitrary
bandwidth. A basic approach for this is based on the divide and conquer rule, where we divide our matrix
in a way to find more structurally orthogonal blocks.

As shown in Section 6.1, one could continue to divide the matrix into more blocks by keeping at least blocks
of a single color (say red in Fig. 6.2) structurally orthogonal if the following condition is satisfied:

nrows(A)

bw(A)
≥ nthreads (6.3)

The targeted blocks (say red in Fig. 6.2) are ensured to be structurally orthogonal due to the above condition
since blocks assigned to each thread can be separated by a distance of bandwidth, and hence by Lemma 6.1
we see they are structurally orthogonal. We call this zone (or blocks) the pure zone (blocks), denoted as
Pk, where subscript k represents the kth block. But the above procedure would create blocks in between
(analogous to blue blocks in Fig. 6.2) which need not be structurally orthogonal to each other. This zone
(blocks) is called the transition zone (blocks), denoted as Tk. Note that as the number of threads grows the
block size (number of rows in a block) in the transition region grows at the expense of the shrinking pure
zone.

Even though structural orthogonality with adjacent (neighbor) blocks in the transition zone cannot be en-
sured, one could ensure structural orthogonality of the block with its alternate neighbors in the transition
zone (i.e. even or odd numbered transition zone are structurally orthogonal). The following Lemma shows
this.

Lemma 6.2 : A transition block is structurally orthogonal to its alternate neighbors.
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Proof. we know, Pk < Tk < Pk+1

=⇒ Pk+2 < Tk+2 < Pk+3

but, Pk ⊥s5 Pk+1 ⊥s Pk+2 ⊥s Pk+3

=⇒ Tk ⊥s Tk+2

This would then enable half the available threads (all the even-numbered threads) to work simultaneously
and the next half (odd-numbered threads) after this. Fig. 6.3 shows various zones that appear for Graphene-
20-20 matrix in two scenarios: Fig. 6.3 a,b,d corresponding to three threads and Fig. 6.3 a,c,e corresponding
to four threads . Choice of this small matrix (nrows = 400) makes it convenient to illustrate all the emerging
zones for smaller nthreads. Here the orange colored regions are separated from each other by a distance
of bandwidth (bw) which is why we call them the pure zone Pk, while the blue colored zone that separates
this pure zone is the transition zone Tk. It is interesting to observe the growth of the transition zone and
corresponding shrinking in the pure zone as the number of threads increase (compare Fig. 6.3.b and 6.3.c
), also if one observes carefully one could see that the blocks in transition zone overlap with the nearest
neighboring blocks (in transition zone) but blocks in pure zone are structurally orthogonal to each other.

Using half the threads means under-utilization of the available resources, and we would like to avoid this
situation as much as possible. A careful look into the transition zone reveals that this could be avoided
to a certain extent if we further divide the transition zone, thereby enabling the use of all the available
threads until a certain limit below the condition stated in Eqn.6.3. In order to achieve this the transition
zone is further classified into 3 zones: red-trans zone, black-trans zone and trans-trans zone after the
initial coarse classification. The red and black-trans zone is like the pure zone, each block being structurally
orthogonal to each other. However, trans-trans zone is necessarily not. The overall idea of classification is
to separate out regions in the transition zone that can be done in parallel. For example in Fig. 6.3.b and 6.3.c
one can observe some of the initial rows in T1 and T2 can be done in parallel (since they are structurally
orthogonal) before hitting some conflicting rows. To determine this classification we just need to determine
2 points within the transition zone, namely the end of the red-trans zone (re) and the start of the black-trans
zone (bs) as explained in the following.

Red and Black-Trans zone

Our aim is to construct the red (black)-trans zone such that it is structurally orthogonal to all other red
(black)-trans blocks. In order to do this we first fix the start (rsk) of red-trans zone (RTk) as the start of
trans zone (Tk) and the end (bek) of black-trans zone (BTk) to the end of trans zone (Tk), see Fig. 6.3.d and
6.3.e. To achieve structural orthogonality (⊥s) between all the red (black)-trans zone we just need to ensure
that the current block (for e.g. RTk) is structurally orthogonal to one of its immediate neighboring block in
the same zone (RTk+1 or RTk−1). In our approach we try to make red-trans zone ⊥s to the neighboring
block following it and black-trans zone ⊥s to neighboring block preceding it. Now by using Lemma 6.1 re
and bs are derived as follow:

rek = rsk+1 − bw (6.4)
bsk = bek−1 + bw

where, rsk+1 = row index corresponding to start of the block Tk+1

bek−1 = row index corresponding to end of the block Tk−1

If rek > bsk (as seen in Fig. 6.3.d), we can move re upward and bs downward without disturbing any
structural orthogonality and we recompute rek and bsk as their average rek+bsk

2 . Once re and bs are
determined the zones are determined as: red-trans block (RTk) comprising rows that span from rsk to rek
and correspondingly black-trans block (BTk) zone bsk to bek. Fig 6.3.d shows this clearly.

5⊥s - represents structurally orthogonal
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→ ←bw

a. Graphene-20-20
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;b. Different Zones
in the matrix

P1

T1

P2

T2

P3

T3

4 threads

;c. Different Zones
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;e. Splitting of
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Figure 6.3: Illustration of various zones appearing in block multicoloring, Left side figures Fig. 6.3b,.d depicts the
splitting for 3 thread case and figures to right Fig. 6.3.c,.e for 4 thread case
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Trans-Trans zone

Trans-trans zone (TT ) is the zone that appears between RT and BT if re < bs. The rows between rek and
bsk then consist of the TTk block. For our example on Graphene-20-20, we do not see any TT zone for
nthreads = 3 (see Fig.6.3.d), since rek > bsk ∀ k ∈ [1, nthreads− 1]. But once this condition is violated
as we see for nthreads = 4 in Fig.6.3.e, we get a TT zone. The regions in this zone are not necessarily
block structural orthogonal to each other, and a simple check for orthogonality of TT zone will be given in
Section 6.6. However, since trans-trans (TT ) zone is a sub-block of trans zone Lemma 6.2 holds, thereby
definitely enabling at least half the available threads to work in parallel.

;a. Graphene-20-20 ;b. Different Zones
in the matrix

L1 L2 L3 L4 L5

;c. Permuted according
to zones

;d. Splitting of
transition zones

Pure zone Transition zone Multicolored zone

Red Trans zone Black Trans zone

Figure 6.4: BMC on Graphene-20-20 for 4 threads

Emergence of Multicoloring

Even though the original condition is relaxed by a factor of two by the above approach, we might still
encounter matrices which do not satisfy the condition stated in Eqn. 6.3. So for a matrix that violates
this condition, we implicitly substitute bw(A) with an effective bandwidth bweff (A) (procedure to find
bweff (A) is discussed in the next subsection) depending on nthreads and distinguish between the rows
that do and do not satisfy the condition. Eventually the rows that do not satisfy the condition 6.36 are

6Note: bw(A) is substituted with effective bandwidth bweff (A)
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permuted to the end, and the normal multicoloring would be applied to these rows. This approach enables
us to enjoy all the benefits of BMC method to its maximum and at the same time eliminate all the constrains
required. For most of our test matrices the percentage of rows multicolored is really small, and in most cases
this arises on rows that correspond to periodic boundary conditions (PBC). By the above hybrid method
such conditions can be treated without any (or negligible) performance drop due to MC, since except for
boundary rows (here) BMC method can be employed on all other rows.

; ;
4 threads

;
a. No Trans-Trans zone

a. No Trans-Trans zone

5 threads

;b. Appearence of
Trans-Trans zone

b. Appearence of
Trans-Trans zone

;

bw

bw

;

bw

bw

Pure zone Transition zone Multicolored zone

Red-Trans zone Black-Trans zone Trans-Trans zone

Figure 6.5: :Comparison between 4(Left) and 5(Right) threads
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Fig. 6.4 illustrates the procedure to split the transition zone and filter out the rows to be multicolored,
for Graphene-20-20 matrix with periodic boundary conditions. Due to its periodicity we see a small off-
diagonal to the extreme top-right and bottom-left shown in Fig.6.4.a. This blows up the bandwidth to almost
2*nrows, thereby violating the condition in Eqn. 6.3 for nthreads≥ 2. Therefore we have to replace bw(A)
with effective bandwidth bweff (A) as discussed in the following.

Finding the effective bandwidth

A clear choice of effective bandwidth is the bandwidth of the sub-matrix excluding the rows corresponding
to multicolored zone (see Fig.6.4.a, here the rows corresponding to the boundary). But initially determining
this for an arbitrary matrix might not be straight-forward since the number of multicolored rows and the
effective bandwidth have a cyclic dependency: in order to know the rows to be multicolored we need
effective bandwidth and to know the effective bandwidth we need to know the rows to be excluded (i.e
multicolored rows).

In order to resolve this, explicit calculation of bweff is avoided if the total bandwidth of the matrix violates
requirement 6.3. Instead we divide the matrix into nthreads equal parts column-wise using separators L1

to Lnthreads+1 as shown in Fig.6.4.b for nthreads = 4. Then the rows are initially classified as follows:

• Pure zone (Pk)- if the column indices of the corresponding row are between Lk and Lk+1.

• Transition zone (Tk) - if the column indices of the corresponding row are between Lk and Lk+2.

• Multicolored zone (MC) - if the row does not belong to Pk and Tl; ∀ k ∈ [1, nthreads] and l ∈
[1, nthreads− 1]

The zones are then arranged as P1, T1, P2, T2, . . . , Tnthreads−1, Pnthreads, MC. In Fig. 6.4.b to 6.4.c
we see the permutation of MC zone to the end and multicoloring being applied. It is to be noted that in the
previous procedures all the splitting was done analytically and the only input required was the bandwidth
of the matrix, but as we see for this case it is not possible to do it analytically and one would require to scan
the matrix, to determine the zones, thus adding an overhead ofO(nnz). During the scanning, we also check
to do additional permutations to enable BMC on more rows. For example if a row contains only column
indices between L1 and L2, it would be row permuted to the pure zone P1 (first orange region in Fig. 6.4)
if found somewhere else.

Now knowing the rows to be multicolored, one could find the bweff as the bandwidth of sub-matrix ex-
cluding the multicolored zone. This then enables us to continue the classification of transition zones based
on the effective bandwidth (bweff ) of the matrix as explained in the previous sections. Fig. 6.5 shows this
splitting for 4 (no TT zones) and 5 (TT zones visible) threads on Graphene-20-20 with PBC boundary.

Remark on TT zone

If in TT zone only half the available threads could be used, one has to be careful, since if this zone is
relatively large it could reduce the available parallelism to a level where it hurts performance. In some
situation this would then mean multicoloring this region would be more beneficial than using half the
threads. Currently in our implementation this decision is not made automatically, and the user has to do
it explicitly. In principle, automation could be done by running some small benchmark prior to matrix
permutations.

6.4 Bandwidth Reduction algorithms

Symmetric Matrix

From the previous sections on the BMC method we saw that the effectiveness of the BMC method increases
if the bandwidth of the matrix is below certain limits, else it might lead to non-utilization of the available
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resources or performance drop due to an increasing number of rows being multicolored. Due to this strong
dependency it is often advantageous to reduce the bandwidth of the matrix. Bandwidth depends on the
numbering of the nodes. A bandwidth reduction algorithm tries to reorder the node numbering such that
bandwidth is made as small as possible.

A commonly used bandwidth reduction algorithm for symmetric matrices is Reverse Cuthill-McKee (RCM),
a variant of breadth-first search algorithms. The algorithm operates on a graph G of the matrix. The k − th
step of the algorithm is as follows [51]:

1. k = 1: Choose a peripheral vertex, i.e a vertex with lowest degree 7, which gets the number 1. This
starting node forms the level 1.

2. k > 1: Terminate if all nodes are already numbered, else form the level k with all nodes that are not
numbered and neighbors of nodes in level k − 1. Sort the level in ascending order of vertex degree
and number them consecutively.

3. if all nodes are numbered, inverse the numbering i.e.:

new node number = Total nodes + 1− old node number

Figure 6.6: A symmetric matrix before and after applying RCM (taken from MATLAB documentation [12])

Bounds for bandwidth after RCM can also be established (see Section 2.5 of [51]). Fig. 6.6 shows a matrix
before and after RCM. In our implementations we used RCM to reduce the bandwidth, but there are other
algorithms like GPS [50] and JCL [46] which also serve the same purpose.

Non Symmetric Matrix

Previously, we saw methods to reduce the bandwidth of a symmetric matrix. But we have lots of counter-
examples to symmetry which arises from the problem itself or the permutations applied to it. For example
the permutations we saw in Section 6.3, if matrix does not satisfy Eqn. 6.3 can make it unsymmetric, or a
problem with convection terms can be unsymmetric. Thus for an effective KACZ_BMC method we need a
bandwidth reduction algorithm for these non-symmetric cases too.

For non-symmetric matrix the previously stated methods like RCM wouldn’t work, since the graph of the
matrix A is no more undirected. Contrary to the symmetric case the lower bandwidth l and upper bandwidth
u differs, but for the KACZ_BMC, aim of such a bandwidth reduction algorithm should be to minimize the
total bandwidth l + u. A method to do such a reduction is to create an undirected graph of the matrix A,
apply the available RCM method to it, and finally relate the derived permutations for undirected graph to the
graph of matrix A. A lot of study in this direction has been carried out, a good overview and comparisons
between different approaches could be found in [39].

In our current implementation we use bipartite graph of A (referred as Â) to form the undirected graph of

7degree of a vertex (node) ai is defined as the number of neighbors of ai
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A. The matrix related to Â (adjacency matrix) is formed from A as:

Â =

[
0 A
Aᵀ 0

]
(6.5)

Note that Â is symmetric thus the graph is undirected. Now a normal RCM or a much simpler BFS (Breadth
First Search) method can be carried out on Â. Due to the special arrangement of Â the levels arising (see
step 2 in RCM algorithm) from these algorithms are alternately row and column level sets. After the BFS
(or RCM) on Â, the rows of matrix A are permuted according to the numbering in levels comprising of
rows (row level set) and columns are permuted with the levels comprising of columns (column level set).

The SpMP [14] library contains routines for bandwidth reduction on non-symmetric matrices. The imple-
mentation for non-symmetric matrices works with the standard Breadth First Search (BFS) method instead
of RCM, and the library is capable of creating the associated bipartite graph. The major difference between
BFS and RCM is that BFS does not have the requirement to sort the nodes in each level, contrary to the step
2 mentioned for RCM in previous subsection.

Fig. 6.7, shows an example of matrix before and after bipartite-BFS bandwidth reduction.

a. Before BFS b. After BFS

Figure 6.7: Bandwidth reduction of an unsymmetric matrix using BFS algorithm

6.5 SMP and Block Multicoloring

Shared memory parallelisation of KACZ using BMC method is different from the MC method, since in
BMC we assign group of blocks to different thread and then the assigned thread is responsible for sweeping
through all the rows within the blocks. This means that a simple worksharing construct like omp parallel
for is not going to work. Implementation details will be dealt in the Section 6.6. Below we revisit the
performance issues we faced for MC and analyze it for BMC method.

α effect and False sharing

Compared to MC method we see that there is no scattering of data in BMC method, but in fact we even try
to reduce the bandwidth by using bandwidth reducing algorithms mentioned in the previous Section 6.4.
As a consequence, the α factor of the matrix is not increased (it might even be decreased due to bandwidth
reductions). This eliminates the extra data transfers which we had seen for multicoloring in Section 5.5. It
also further reduces the amount of false sharing to just the rows near the boundary between two threads.
Fig 6.8 illustrates the maximum possible false sharing for the example shown in Fig. 6.2 during its red
sweep with a fictitious cache line size of two elements. The amount of false sharing is similar to the amount
encountered in the SPMV algorithm.
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Thread 1 Thread 2 Thread 3 Thread 4 False
Sharing

Figure 6.8: Illustration of False sharing in BMC, with Cache line size = 2

Global Barriers

Yet another advantage of the BMC method is the smaller number of global barriers. The maximum barriers
required is equal to the number of zones present for the current matrix, since we only need one barrier after
each zone.

Condition Total Barriers

1 bw ≤ nrows
2∗nthreads 2

2 nrows
2∗nthreads < bw ≤ nrows

nthreads & no TT zone 3

3 nrows
2∗nthreads < bw ≤ nrows

nthreads 4

4 bw > nrows
nthreads 4 + no. of colors in MC zone

Table 6.2: Maximum global barriers required for BMC method

Table 6.2 shows the number of barriers required for BMC method, depending on the condition satisfied by
the matrix. The very low amount of barriers for condition 1-3 implies the barrier cost is almost negligible.
For the condition 4 it strongly depends on the number of rows multicolored and number of colors required
for these rows.

In the case of BMC, one could even replace the global barriers by mutual synchronization with the following
thread (or the preceding thread in case of the backward sweep), eliminating global barriers all together.

Data Placement

The optimal data placement strategy is not exactly the same as for SPMV, but generally similar. Only few
rows near the boundaries between adjacent NUMA domains might be placed improperly. The placement
also reduces greatly remote false sharing compared to the MC method.

Load Balancing

One more thing worth mentioning is that if the matrix bandwidth and number of threads (nthreads) used
satisfies the requirement mentioned in the conditions 1, 2 or 3 (see Table 6.2) a load balancing scheme
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could be employed, if we are not at the extreme limit of bw = nrows
2∗nthreads for condition 1 or bw = nrows

nthreads
for condition 2 and 3. A load balancing scheme for condition 2 or 3 might be tricky since changing loads
might lead to emergence (in case of condition 2) or increase (in case of condition 3) of TT zone leading to
performance degradation if only half the threads can work on it. Currently, in our implementation, a load
balancing based on the number of non-zeros (nnz) is employed if the matrix satisfies condition 1.

6.6 Implementation

Pre-Processing

Since the block multicoloring depends heavily on bandwidth, all the permutations that change the bandwidth
has to be carried out first and no further permutations are allowed after BMC. For example in GHOST if the
user allows for bandwidth reduction matrix is permuted by RCM algorithm (in case of symmetric matrix)
or BFS (in case of unsymmetric matrix) as described in Section 6.4. Bandwidth reduction in GHOST is
carried out using an external library called sparse matrix pre-processing library (SpMP) [14]. After all
the permutations the matrix bandwidth is determined.

If the condition in Eqn. 6.3 is satisfied, no further permutations of the matrix need to be carried out and
one could ensure the absence of any multicoloring. All the zones here could be determined analytically by
just knowing the bandwidth (bw) of the matrix and further knowledge of the actual sparsity pattern of the
matrix is not needed. The BMC pre-processing time in such a case is negligible. The following algorithm
is used after the matrix assembling stage to derive the zones:

BMC analytical pre-processing

for k = 0 : nthreads− 1 do
psk = k ∗ floor(nrows/nthreads)
pek = ps+ floor(nrows/nthreads− bw)
Pk ∈ [psk, pek]

end for
for k = 0 : nthreads− 2 do
rek = pek+1 − bw
bsk = psk + bw
if rek > bsk then
rek = bsk = (rek + bsk)/2

end if
RTk ∈ [pek, rek]
BTk ∈ [bsk, psk+1]
TTk ∈ [rek, bsk]

end for

In our implementation we further differentiate between condition in Eqn. 6.1, since if this is satisfied we
have only 2 zones and we are sure not to have transition zones, thereby enabling some effective load-
balancing scheme. The only condition in this case is that none of the blocks after load balancing should
have fewer than bw rows.

If the matrix does not satisfy Eqn. 6.3, a pre-processing step has to be carried out where the rows of the
matrix would be scanned, and depending on the minimum and maximum column index in that row, the
row would be classified to one of the following zones P -pure zone , T -transition zone or MC-multicolored
zone as described in Section 6.3. Note that it is not just the rows that belong to MC zone that get permuted
as shown in Fig. 6.4; the rows in other zones can also get permuted if they originally are in a different
position. MC zone is further multicolored using COLPACK. These kind of permutations would lead to an
unsymmetric matrix since here its only the rows that are being permuted. After the initial permutation the
division of transition zone (T ) is done, by which we divide it into red-trans zone (RT ), black-trans zone
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(BT ) and trans-trans zone (TT ) as shown in Section 6.3. This is based on a purely analytical method and
does not require any permutations.

A summary of pre-processing steps required for a matrix that does not satisfy the bandwidth requirement is
as follows.

1. Read the row pointers and column entries

2. Determine separators L1 to Lnthreads+1, where Lk+1 − Lk = ncols/nthreads

3. Determine Pk, Tk and MC as mentioned in sec. 6.3

4. Apply multicoloring to MC zone

5. Store the permutations and inverse permutations of the matrix, in the order P1, T1, P2, T2, . . . ,
Tnthreads−1, Pnthreads, MC

6. Assemble the matrix using the permutation in a format of choice

7. Split the transition zones into RT , BT and TT zones as mentioned in the Eqn. 6.4.

For convenience the zones are referenced by pointers to their start and end rows, respectively. Therefore
we have a zone_ptr array which stores the row indices in the following order: psk, pek, rek, bsk, psk+1,
pek+1, rek+1,.... This implies the length of the array is 4 ∗ nthreads.

TT zone

One more thing to determine is whether all threads can simultaneously work on TT zone (trans-trans zone)
or only half at a time. We distinguish 2 cases using the following term:

• BMC_one_sweep - refers to the fact that TT zone can be done in one sweep using all threads simul-
taneously

• BMC_two_sweep - refers to the fact that TT zone can only be done in two sweep using half the
threads at a time.

In order to determine under which category the matrix falls one could scan the transition zones and check
if some column indices are overlapping (conflicting) with nearest neighbor. If it overlaps in any one point
the algorithm could return the mode as BMC_two_sweep. The algorithm is as follows:

Determination of TT -zone mode
mode = BMC_one_sweep
for k = 1 : nthreads− 1 do
lower = min. column index in the TTk range, i.e. zone_ptr[4 ∗ k + 2] : zone_ptr[4 ∗ k + 3]
upper = max. column index in the TTk−1 range, i.e zone_ptr[4 ∗ k − 2] : zone_ptr[4 ∗ k − 1]
if lower ≤ upper then
mode = BMC_two_sweep
break

end if
end for

Remark: Unsymmetric Permutation

Unsymmetric permutations need to be handled with extreme care to avoid wrong results and/or large per-
formance penalties. This arises mainly due to the reason that column space is no more equal to row space,
as opposed to symmetric permutations. This implies each matrix and vector arising in the system should be
checked for compatibility. Below are some guidelines:

• The (block) vector can either belong to row space or column space. Each kernel implemented should
check for the consistency and (un)permute them if required.
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• One should also take care, which permutation (row or column) to be applied to a (block) vector .
For example on a system Ax = b after KACZ_sweep we need to permute back our vector x (in
column space) using column permutation to get back the result in original unpermuted indices but
after SPMV we need to apply row permutations to vector b (in row space).

• Due to these 2 types of vector one might also need routines to switch between vector types from row
space to column space or vice-versa. For example taking a transpose might require one to switch
between spaces.

Since there are many ways to make the vectors compatible, selecting the proper sequence is also important
from a performance point of view. Since each permutation or switching operations require copying data to
other array and indirect reads/writes, it might affect performance if not kept to a minimum. Even storing
or permuting sparse matrices should be avoided as much as possible. In general one should always try to
compute in the permuted space as long as possible and permute the results back only at the very end. In
Chapter 8 an example for such kind of permutations are presented.

From GHOST v1.1 onwards, the user does not need to worry about these unsymmetric permutations if they
solely use GHOST kernels for computations. In the new version each densematrix is attached with a map
and its auto-permute facilities kicks in (if enabled) if it finds the vectors are not compatible. Defining a
function outside GHOST would then require the user to add compatibility checks explicitly.

KACZ_BMC sweep

After the pre-processing step, the (permuted) matrix along with the derived zone_ptr and color_ptr (if
rows are multicolored) could be used to implement the KACZ sweep using BMC. Since we create only
nthread number of blocks in each zone, we just need to assign each block to a thread using its thread_id,
but note that the last thread with thread_id = nthread − 1 will not have any transition zone in case the
requirement in Eqn. 6.3 is not satisfied, since transition zones arise only between 2 pure zones. One could
either leave it as it is, since the extra load is distributed to all the remaining threads or even one could
explicitly assign some rows to the last thread’s transition region. However, to find the no. of rows to be
assigned as penalty is difficult for a general case. In our current implementation we do not assign any
transition regions for the last thread and leave it as renthread−1 = bsnthread−1 = penthread−1. The basic
algorithm for KACZ_BMC using OpenMP is in this fashion shown in Algorithm 7 and Algorithm 8:
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Algorithm 7 KACZ_BMC algorithm - Forward direction

if dir == FORWARD then
stride = 1
#pragma omp parallel
{
tid = omp_get_thread_num()
start[4] = 0;
end[4] = 0;
for zone = 0 : 3 do
start[zone] = zone_ptr[4 ∗ tid]
end[zone] = zone_ptr[4 ∗ tid+ 1]

end for
if method == BMC_one_sweep then

for zone = 0 : 3 do
KACZ_SWEEP (start[zone], end[zone], stride)
#pragma omp barrier

end for
else

for zone = 0 : 1 do
KACZ_SWEEP (start[zone], end[zone], stride)
#pragma omp barrier

end for
{TT − ZONE}
if tid%2 == 0 then
KACZ_SWEEP (start[2], end[2], stride)
#pragma omp barrier

end if
if tid%2 != 0 then
KACZ_SWEEP (start[2], end[2], stride)
#pragma omp barrier

end if
KACZ_SWEEP (start[3], end[3], stride)

end if
}
for color=0:ncolors-1 do

#pragma omp parallel for
KACZ_SWEEP (color_ptr[color], color_ptr[color + 1], stride)

end for
end if
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Algorithm 8 KACZ_BMC algorithm - Bckward direction

if dir == BACKWARD then
stride = −1
for color=ncolors:1 do

#pragma omp parallel for
KACZ_SWEEP (color_ptr[color]− 1, color_ptr[color − 1]− 1, stride)

end for
#pragma omp parallel
{
tid = omp_get_thread_num()
start[4] = 0;
end[4] = 0;
for zone = 3 : 0 do
start[zone] = zone_ptr[4 ∗ tid+ 1]− 1
end[zone] = zone_ptr[4 ∗ tid]− 1

end for
if method == BMC_one_sweep then

for zone = 0 : 3 do
KACZ_SWEEP (start[zone], end[zone], stride)
#pragma omp barrier

end for
else
KACZ_SWEEP (start[0], end[0], stride)
#pragma omp barrier
{TT − ZONE}
if tid%2 != 0 then
KACZ_SWEEP (start[1], end[1], stride)
#pragma omp barrier

end if
if tid%2 == 0 then
KACZ_SWEEP (start[1], end[1], stride)
#pragma omp barrier

end if
for zone = 0 : 1 do
KACZ_SWEEP (start[zone], end[zone], stride)
#pragma omp barrier

end for
end if
}

end if
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Flowchart

The entire procedure for BMC method is summarized in the flowchart shown in Fig.6.9 .

Figure 6.9: Flowchart KACZ BMC

6.7 Results and Discussions

Node-level performance

In order to see the performance of the KACZ_BMC on a single node we conduct scaling test as done in the
previous chapter for multicoloring.The test scenario is similar to the one mentioned in Section 5.5. Fig.6.10
shows the test results for PWTK and Graphene-4096-4096 matrix (see Appendix 10.1.3 and 10.1.2 for
matrix details).

For the PWTK matrix with an initial total bandwidth of 378662, a RCM permutation is conducted which
reduces the bandwidth to 4062. This makes it possible to use all the 20 cores (without hyper threading)
available on a single node of Emmy. Moreover, none of the rows need to be multicoloring and all the
threads are able to work simultaneously in the TT-zone (i.e BMC_one_sweep method). Similar is the case
with Graphene matrix.

We see that performance of KACZ_BMC on PWTK matrix is same as that of SPMV at one thread, then
it increases linearly until it hits the memory bandwidth saturation point at approximately ten threads on
a single socket, where the likwid-perfctr [63] measures a memory bandwidth of 37 GB/s, close to the
full socket memory bandwidth of ≈ 40 GB/s on Emmy. One could further observe that when the kernel
operates at the saturation point the performance of KACZ_BMC is double that of SPMV, satisfying our
basic prediction introduced in Section 5.5.

The Graphene matrix also follows the same pattern, but here it could not saturate the main memory band-
width at ten threads. However one can note that at ten threads the performance is close to double that of
SPMV (SPMV: 5.84 GFlop/s and KACZ_BMC: 9.65 GFlop/s, KACZ_BMC∗8: 10.81 GFlop/s) indicating
it is close to saturation. An explanation for the delayed saturation in Graphene matrix compared to PWTK
matrix could be the small number of non-zeros per row (≈ 13), inhibiting any vectorization along the row
and effective modulo variable expansion for the loop-carried dependency on the summation variable in the
first loop.

The reason for the same performance at one thread and the delay in saturation of KACZ_BMC compared
to SPMV is because of the two loops in KACZ_BMC kernel, compared to one in SPMV. Even though all

8*- represents KACZ_SWEEP was done on row-nomalized system
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Figure 6.10: Scaling test of KACZ_BMC method on 1 socket of Emmy, Performance of SPMV and SPMTV_BMC is
plotted on its side for performance comparison. *: represents KACZ carried out on normalized system.

the data required for the second loop comes from the L1 cache (since nnz per row = 53 for PWTK and 13
for Graphene), but the data has to be loaded form L1->Reg, which costs cycles. Since each core has its
own individual L1 cache, we see a linear scaling due to this bottleneck until it hits the pure main memory
bottleneck. Furthermore, the rownorm computation costs some cycles which is observed as the difference
between KACZ on pre-normalized system (red line) and on the original system (blue line) in Fig. 6.10.
A thorough investigation of this is conducted in the Section 7.1, where the results are compared with a
performance model.

The scaling across sockets seems to be quite good, since we observe a factor of almost 2 in the performance
from thread 11-20 compared to threads 1-10. This is due to the availability of a second NUMA domain.
The perfect scaling across sockets also proves the correct data placement across the socket.

Section 6.8 provides a detailed comparison of the KACZ_BMC method and KACZ_MC method in terms
of performance.

Variants

In the previous result we couldn’t observe the performance results of all the KACZ_BMC variants since the
ratio of rows to bandwidth was sufficiently small to enable the most optimal variant. In order to observe
performance of all the variants we choose a small matrix from the ESSEX project called Topi-36-36-36 (see
Appendix 10.1.6). Fig. 6.11 shows this result.

The matrix has 186624 rows and a total bandwidth of 10414 with RCM. The red dashed line (a-d) in the
Fig. 6.11, are the significant breakpoints at which modes change

• region [o, a) - In this region we have only 2 zones (or block colors) as explained in Section 6.1. Load
balancing between threads is possible in this region.

• region [a, b) - Line a signifies one thread after the limit of equation 6.1 i.e bw
2∗nrows = 186624

2∗10414 ≈ 8.9.
In this region there are 3 zones, namely pure (P ), red-trans (RT ) and black-trans (BT )

• region [b, c) - At b the TT zones (4th zone) appear, but all the available threads can be used in TT
zones.
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Figure 6.11: Performance variation of KACZ_BMC as it passes through various regions is observed for Topi-36-36-36
matrix.

• region [c, d) - From c only half the available threads can be used in TT zone, a performance drop can
be observed since we under-utilize the available resources.

• region [d,e] - Line d signifies one thread after the extreme limit of the equation 6.3, i.e, bw
nrows = 186624

10414
≈ 17.9. In this region some rows are multicolored, and all the TT - zones can only be processed with
half the available threads. Performance degradation from the previous region [c,d) is to be expected
since we have multicoloring of some rows.

By combining both of the methods we see that, we could harness maximum performance using KACZ_BMC
whenever possible and if the requirements for KACZ_BMC starts to violate the performance begins to drop
until we reach the limit of the normal KACZ_MC method (blue line in Fig. 6.11).

The cyan colored line in Fig.6.11 shows the performance of KACZ_BMC without doing any bandwidth
reduction (RCM), here the total bandwidth is high such that from 3 threads onwards multicoloring kicks in
destroying the performance.

6.8 Multicoloring vs Block multicoloring

Currently we saw two different kinds of implementations for the Kaczmarz kernel. In this section we briefly
compare both of them, from two major aspects of a linear solver: performance and convergence behavior.

Performance Results

Fig. 6.12.a and 6.12.c, shows the performance comparison between the two methods on the PWTK and
Graphene-4096-4096 matrix where we clearly see the superiority of the KACZ_BMC method. Note that
here we have used unsymmetrically permuted multicoloring for comparison, since in Chapter 5 we saw that
this performs better than the symmetrically permuted counterpart. On the right axis we measure the false
sharing data volume in MB using likwid-perfctr. We see strongly increasing amount of false sharing for
the KACZ_MC, whereas for KACZ_BMC it is almost negligible. One more thing to note is the amount of
remote false-sharing occurring for KACZ_MC kernel. The black dotted line illustrates this, we see on 2
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(a) PWTK: Performance and false sharing
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(b) PWTK: Data Traffic
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(c) Graphene: Performance and false sharing
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(d) Graphene: Data Traffic

Figure 6.12: Performance comparison between KACZ_BMC and KACZ_MC methods. Fig. 6.12a and 6.12c show
the Performance comparison and the change in amount of False sharing. Fig. 6.12b and 6.12d show the
comparison between data traffic measured by LIKWID.

sockets 20% of false sharing in the case of PWTK matrix and 80% of false sharing in the case of Graphene
matrix is due to remote false sharing, which costs lot more cycle than the local false sharing.

Fig. 6.12.b, shows the overall data traffic from various memory hierarchies for PWTK matrix. We clearly
see for KACZ_BMC the amount of data required from L2 and L3 is almost the same as that from main
memory (MEM), indicating an almost pure "streaming" access pattern, whereas for KACZ_MC L2 and L3
data increases due to the reasons mentioned in Section 5.2. For Graphene matrix one could also observe
additional traffic from main memory (see Fig. 6.12.d) in case of KACZ_MC, indicating a greater influence
of α factor.

Convergence behaviour

The study of convergence behavior is especially important, since by permuting the matrix or by changing
the order in which we project to the row we change the convergence behavior. The fact can be compared
to the normal Gauss-Seidel and Red-Black Gauss-Seidel. In our case KACZ_MC, KACZ_BMC and serial
KACZ, all have different order of projection to the rows. It has been shown that, independent of the order,
the KACZ method should converge to the solution [52]. But the rate at which the method converges might
differ. Here we study this behavior for the three versions of KACZ on two matrices, PWTK (see Sec.10.1.3)
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and Spin-24-24-24 (see Sec.10.1.4) matrix. To conduct the test the system is set up such that the solution to
the system is a vector with all its elements set to 10, and the initial guess for the system is prescribed as the
0 vector. The absolute error in the L2 norm is then computed to measure the quality of convergence as the
number of iterations increase.
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Figure 6.13: Convergence comparison between different versions of KACZ: serial, multicolored, and block multicol-
ored for PWTK and Spin matrices. Absolute error in L2 norm vs number of iterations are plotted for a
known solution.

In the first test the number of KACZ iterations needed to reach a particular error is plotted. Figure 6.13.a
and 6.13.b shows convergence of the methods in comparison to the serial version of KACZ. In general
one could observe the smooth convergence property of geometrical row-projection method. Further we
could observe that for both of the matrices multicoloring (KACZ_MC) performs, worser than the serial
implementations, while the Block multicoloring (KACZ_BMC) technique lies in between. The reason for
this might be attributed to the strong relation with neighbors within a block in BMC method as opposed to
disjoint neighbors in the MC method.

The second test (Figure 6.14.a and 6.14.b) compares the time taken by CGMN algorithm to reach a partic-
ular error norm. It has to be noted that the time axis is in log-scale to enhance the readability. Fig.6.14.a
elucidates the lack of scalability of KACZ_MC method for the PWTK matrix where the time is not affected
with increasing number of threads, whereas KACZ_BMC scales well. Spin matrices Fig.6.14.b, on the
other hand are matrix with large bandwidth and hence KACZ_BMC can only use half the available threads
in transition sweep for 15 threads, which affects KACZ_BMC’s scalability from 10-15 threads. But the
superiority of KACZ_BMC method compared to KACZ_MC method is well evident.
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Figure 6.14: CGMN Time To Solution: Time taken to reach a particular error level(L2 norm) is plotted for CGMN
with multicoloring(red) and block multicoloring(blue) . Results also show the dependence on number of
threads for both cases. Note that time axis(x-axis) is in log scale.
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Advantages and Disadvantages

KACZ_BMC KACZ_MC

α effect α comparable to SPMV since data locality
is maintained

Scattering effect of multicoloring causes,
α to increase drastically

False sharing False sharing occurs only at thread
boundaries, comparable to SPMV

Abundant false sharing, which increases
with chromatic number

Global
Barriers

Very few global barriers, barrier cost
almost negligible. Locks can avoid global
barriers.

Requires many global barriers which
increases with chromatic number. Barrier
cost can be significant

Intra-Socket
scaling

Good scaling within a socket, reaches
twice the performance of SPMV if
memory bandwidth can be saturated

Poor scaling within a socket, does not
saturate memory bandwidth

Inter-Socket
scaling

Good inter-socket scaling, since data
placement almost similar to the normal
SPMV style placement

Inter-socket scaling limited by poor data
placement and wide-occurrence of remote
false sharing

Restrictions
A pure KACZ_BMC without
multicoloring has restrictions seen in Eqn.
6.1 and 6.3

No restrictions

Fine-grained
parallelism

Fine-grained parallelism beyond thread
level difficult. Cannot vectorise easily,
therefore no benefit from SELL-C-σ data
format.

Easy vectorisation possible, SELL-C-σ
data format can be used effectively

GPU Because of the above limitation
GPU-implementation might be difficult Can be easily implemented for GPU

Table 6.3: Summary of the advantages and disadvantages between KACZ_BMC and KACZ_MC

Table 6.3 shows a comparison of the KACZ_MC and KACZ_BMC methods, based on the various aspects
which we have looked into.

Note that more fine-grained parallelism is possible by permuting the matrix after KACZ_BMC pre-processing
stage. For example if we want to AVX-vectorise the code using SELL-C-σ, and suppose we could find
4*nthreads blocks in each zone, we could permute each 4 blocks chunk (say a,b,c,d) to a single block that
contains the rows in following order a1, b1, c1, d1, a2, b2, c2, d2,.... , where the subscript refers to the row
index. Currently this has not be done and is a field to be investigated in future.

Further more with Intel’s new Conflict Detection Instructions [1] for 512-wide vector units (available as
AVX512CD instructions) the vectorization issues can be resolved. These instructions generate a mask with
a subset of elements that are guaranteed to be conflict free.

But it has to be kept in mind that all the algorithm and matrices need not benefit from vectorization, espe-
cially if they are memory bound. In general most of the sparse matrix applications are capable to saturate
memory bandwidth on full-socket.
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6.9 Validation

In this section we perform some performance validation of our approach using block multicoloring for
different matrices. The validations are carried out on 1 Socket of two different Intel architectures: Ivy
Bridge and Broadwell. Choice of 1 socket is to avoid disadvantage of the multicoloring method due to
incorrect data placement. The architecture details are as follows:

System name Emmy broadep2

Architecture Ivy Bridge Broadwell

Clock 2.2 GHz 2.3 GHz
Sockets 2 2
Cores 10 × 2 18 × 2
L1 Cache 32 KB 32 KB
L2 Cache 256 KB 256 KB
L3 Cache(shared) 25 MB 45 MB
Main Memory 32 GB × 2 64 GB × 2
Bandwidth per Socket 41 GB/s 62.7 GB/s
Compiler Intel icc v 15.0.5 Intel icc v 16.0.3
Compiler flags -fno-alias -xHost -O3 -fno-alias -xHost -O3

Table 6.4: Architecture used for validation

Matrices chosen for validation come from various applications and reflect broader classes of problems.

• Graphene - Reflects 2D Stencil case. Applicability of this matrix in FEAST algorithm (refer to
Chapter 8) by using CARP-CG has been proven in [32].

• BENCH3D - 3D Stencil derived from the Laplace operator. CARP-CG’s effectiveness for these kind
of matrices have been proven in [27].

• SpinChainSZ matrices - Derived from the Hamiltonian operator. Since these matrices are not related
to a mesh, they have harder sparsity pattern.

• PWTK - Stiffness matrix of a wind tunnel.

• TAU - Derived from a aerodynamic problem. 5 degree of freedom (DOF) per cell.

The first three matrices come from the ESSEX project, PWTK comes from structural problem and TAU
from computational fluid dynamics. More on these matrices can be found in Appendix 10.1.

Tables 6.5 and 6.6 show the validation result on the 2 architectures. These tables give us some useful
insights on the BMC method as stated in the following.

Matrix Size: Comparison between different sizes of Graphene and BENCH3D matrices reveals increasing
effectiveness of KACZ_BMC method as the size increases, this is due to the fact that, as the size increases
α factor of the multicolored matrix grows and eventually affects the Main memory reducing KACZ_MC
performance. Since ESSEX project deals with large matrices, this factor is quite important.

Cache Size : Another related observation is the connection between cache size and effectiveness (ratio of
KACZ_BMC performance to KACZ_MC performance). This could be seen clearly for BENCH3D-A0-128,
where KACZ_MC scales not too badly for Broadwell architecture, compared to Ivy-Bridge. The reason for
this is because of higher capacity cache in Broadwell architecture, enabling the x-vector in KACZ_MC still
to remain in cache, incurring a smaller effect from α factor. This was not the case for Ivy-Bridge.

TT-zone, BMC_two_sweep mode: Spin chain matrix has an unfavorable sparsity pattern and the band-
width remains pretty big compared to matrices like Graphene and BENCH3D. KACZ_BMC method scales
quite well until 15 threads (see Table 6.6), after which it is affected by the TT zones, where only half the
available threads (BMC_two_sweep mode) could be used. Nevertheless in comparison with MC method,
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Matrix Threads MC Half Thread BMC Perf. MC Perf. Ratio
(%) (%) (GFLOP/s) (GFLOP/s)

Graphene-
2048-2048

1 0.00 0.00 1.085 0.880 1.232
5 0.00 0.00 5.315 3.646 1.458

10 0.00 0.00 10.152 4.636 2.190

Graphene-
4096-4096

1 0.00 0.00 1.061 0.918 1.156
5 0.00 0.00 5.199 3.945 1.318

10 0.00 0.00 9.641 4.821 2.000

Spin-24-24-
24

1 0.00 0.00 1.009 0.526 1.916
5 0.00 0.00 4.848 2.365 2.050

10 0.00 0.00 8.970 3.827 2.344

BENCH3D-
A0-128

1 0.00 0.00 0.891 0.522 1.708
5 0.00 0.00 4.314 2.424 1.780

10 0.00 0.00 8.186 4.338 1.887

BENCH3D-
A0-256

1 0.00 0.00 0.878 0.431 2.039
5 0.00 0.00 4.186 1.928 2.171

10 0.00 0.00 7.628 3.061 2.492

PWTK
1 0.00 0.00 1.610 1.418 1.135
5 0.00 0.00 7.499 4.919 1.525

10 0.00 0.00 12.809 5.971 2.145

TAU
1 0.00 0.00 1.496 1.217 1.230
5 48.95 0.00 4.841 4.764 1.016

10 58.30 0.00 7.396 7.445 0.994

Table 6.5: Performance validation on Ivy Bridge(Emmy). MC(%) - Percentage of rows multicolored, Half Thread(%)
- Percentage of rows on which only half the threads can be used (TT zone if in BMC_two_sweep mode),
BMC Perf.- Performance of KACZ_BMC kernel in GFlop/s, MC Perf. - Performance of KACZ_MC kernel
in GFlop/s, Ratio - Ratio of BMC Perf. to MC Perf.

BMC method is still a better choice. It should be noted that in BMC_two_sweep mode as TT -zone grows,
the performance would drop as mentioned earlier and finally reach half the performance that could be
achieved with the available threads.

MC-zone : TAU matrix is one of the hardest matrices to apply the BMC method to since it has a very
high bandwidth and even reducing with RCM doesn’t enable us to use 3 or more threads satisfying the
requirement in Eqn. 6.3, making it a worst case scenario. The TT zone has 0% since it was switched off to
avoid the disadvantage due to under utilization of threads as mentioned towards the end of Section 6.3. Due
to multicoloring of its rows, KACZ_BMC couldn’t prove to be effective and performance converges to that
of KACZ_MC in this case.

Sparsity Pattern : Sparsity pattern of the matrix is quite important. In general if matrices of similar
sizes are compared, performance of KACZ_MC worsens as the pattern goes from stencil-like type to more
general pattern due to increase in irregular access and false sharing, as mentioned in Chapter 5. This could
be observed for example by comparing stencil like matrices Graphene-2048-2048, BENCH3D-A0-128 with
Spin-24-24-24 and PWTK. The increased effectiveness of KACZ_BMC for second class of matrices (except
Spin-24-24-24 18 threads on Broadwell, where a different effect kicks in) proves this. On the other hand
if the matrix bandwidth does not enable effective application of the KACZ_BMC method, the performance
would drop and finally reach the KACZ_MC performance as seen for the TAU matrix.
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Matrix Threads MC Half Thread BMC Perf. MC Perf. Ratio
(%) (%) (GFLOP/s) (GFLOP/s)

Graphene-
2048-2048

1 0.00 0.00 1.514 1.171 1.293
5 0.00 0.00 7.360 4.926 1.494
9 0.00 0.00 12.549 6.445 1.947

14 0.00 0.00 16.784 7.497 2.239
18 0.00 0.00 17.933 7.885 2.274

Graphene-
4096-4096

1 0.00 0.00 1.475 1.193 1.236
5 0.00 0.00 7.289 4.042 1.803
9 0.00 0.00 12.499 5.193 2.407

14 0.00 0.00 16.398 5.946 2.758
18 0.00 0.00 17.846 6.192 2.882

Spin-24-24-
24

1 0.00 0.00 1.364 0.870 1.567
5 0.00 0.00 6.543 3.502 1.869
9 0.00 0.00 11.063 4.872 2.271

14 0.00 0.00 13.709 6.051 2.266
18 0.00 47.92 11.322 7.600 1.490

BENCH3D-
A0-128

1 0.00 0.00 1.032 0.924 1.117
5 0.00 0.00 5.039 4.270 1.180
9 0.00 0.00 8.798 7.139 1.232

14 0.00 0.00 12.998 10.312 1.260
18 0.00 0.00 14.845 12.504 1.187

BENCH3D-
A0-256

1 0.00 0.00 1.026 0.567 1.810
5 0.00 0.00 5.109 2.271 2.249
9 0.00 0.00 8.982 3.573 2.514

14 0.00 0.00 12.917 4.247 3.041
18 0.00 0.00 12.769 4.464 2.860

PWTK

1 0.00 0.00 1.903 1.630 1.167
5 0.00 0.00 8.726 5.219 1.672
9 0.00 0.00 14.146 6.064 2.333

14 0.00 0.00 19.333 6.852 2.821
18 0.00 0.00 21.414 6.966 3.074

TAU

1 0.00 0.00 1.620 1.290 1.256
5 48.95 0.00 5.059 4.847 1.044
9 60.32 0.00 7.060 7.054 1.001

14 62.85 0.00 9.246 9.314 0.993
18 68.26 0.00 10.355 10.157 1.020

Table 6.6: Performance validation on Broadwell. MC(%) - Percentage of rows multicolored, Half Thread(%) - Per-
centage of rows on which only half the threads can be used (TT zone if in BMC_two_sweep mode), BMC
Perf.- Performance of KACZ_BMC kernel in GFlop/s, MC Perf. - Performance of KACZ_MC kernel in
GFlop/s, Ratio - Ratio of BMC Perf. to MC Perf.
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MODEL DRIVEN OPTIMISATION

In the previous section we have seen the performance gain by using KACZ_BMC, but still there exists
questions like: Is my code optimal? Do I have more room for optimisation? What is the bottleneck of the
code? Can I avoid this bottleneck? The first section of this chapter is dedicated to answer such questions
about performance, we do this by creating a performance model. The second and third chapter further
discuss some of the peculiarities present in the project and discusses about their performance issues and
optimisation strategies employed.

7.1 Performance Model

A commonly used performance model is the Roofline model, whose origin could be found in the early
1980’s ([24], [38]) and later developed by S.Williams in 2009 [66]. The Roofline model works on the basic
assumption that the code is bound by either memory bandwidth or by the applicable peak performance. The
Performance(PRoofline) is then given by the equation:

PRoofline = min(Pmax, I ∗ bs) (7.1)

where, I−Computational intensity of the code
bs−Applicable peak saturation bandwidth

Pmax−Maximum performance of the code assuming data comes from L1 cache

For sparse matrix algorithms like SPMV, SPMTV and KACZ (see algorithm 6) a naive application of
roofline model generally gives a highly pessimistic prediction for most of the matrices, since as we have
seen that the data from the x vector in case of KACZ or SPMV and b vector 1 in case of SPMTV, is
commonly reused from the caches. We saw in the previous two chapters that the performance of the kernel
strongly depends on this effect, which we quantified using the term α (see eqn. 5.2).

1x and b refers to vectors in the equation A ∗ x = b or Aᵀ ∗ x = b
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In order to properly construct a model for KACZ or SPM(T)V we need the α factor of the matrix, which
typically is not easy to be determined analytically for a general sparse matrix. But by using our common
knowledge that SPM(T)V are memory bound on modern architectures, one could determine the factor α as
shown below.

• Determine code intensity for SPM(T)V:

ISPMV =
2

8 + 4 + 8 ∗ α+ 16
nnzr

[Flops
Bytes

]
, ISPMTV =

2

8 + 4 + 16 ∗ α+ 8
nnzr

[Flops
Bytes

]
(7.2)

• Measure overall data traffic (D) from main Memory, (eg. using likwid [63])

• Now plug in I and D to the equation 7.1 assuming the code is memory bound, and solve for α

ISPM(T)V =
P

bs

[Flops/s
bytes/s

]
=

2 ∗ nnz
D

[Flops
Bytes

]
Secondly one should be careful in choosing between SPMV and SPMTV as the baseline, because they
both have different α factors. In SPMV we have only reads of x (vector accounted for α), but SPMTV
has both read and write of b (vector accounted for α). Thus SPMTV additionally considers how the data
is being evicted within the hierarchies. Since KACZ also has reads and writes of x (vector accounted for
α), SPMTV would be a natural choice to use as the baseline. Another advantage of choosing SPMTV as
base line is that one could avoid the explicit calculation of the α factor as shown above and instead directly
use the performance of SPMTV, since the data required from memory per non-zero is the same for KACZ
and SPMTV. Due to this advantage from here on we will never explicitly calculate the α factor, but use the
performance of SPMTV as a baseline.

Model Inputs

After determining the performance of SPMTV, one could use it as an input parameter for modeling KACZ
algorithm. We have seen that with a naive Roofline model for KACZ algorithm one should expect exactly
double the performance of SPMTV algorithm since we have 2 extra Flops/non-zero (total 4 Flops/non-zero)
without any extra data transfer from the main memory, i.e IKACZ = 2 ∗ ISPMTV. But as seen in Section
6.7 this is not the case for lower thread counts due to the extra data transfers between caches and registers.
This knowledge of extra data transfer within lower memory hierarchies also has to be an input of the
model. Clearly we also need some knowledge about the machine as further input.

Model

The roofline model does not account for the inner cache data transfers, so we have to use an advanced
model known as Execution-Cache-Memory(ECM) [58] to account for this. But the problem with the pure
ECM model is that we need the data transfers between the caches for the entire algorithm. Since we cannot
establish any analytical relationships to calculate data transfers within inner cache hierarchies for a general
sparse matrix, as opposed to stencil like algorithms, we would have to measure it using tools like LIKWID
[63]. But this would mean too much of measured inputs for the model. In order to avoid this we combine
the obtained performance of SPMTV and the ECM model to model the KACZ algorithm. The performance
of SPMTV accounts for the data transfers incurred in the second loop, then we add the necessary penalties
caused by the extra loads in first loop using the ideas of the ECM model. Note that here we first model
the KACZ algorithm on a pre-normalized system (i.e. no rownorm computation), and later on we see the
effect of introducing the rownorm computation. In Algorithm 9 we see the splitting of the 2 contributions:
SPMTV takes care of the loop in blue color and ECM model for the loop in red.
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Algorithm 9 KACZ: solve for x: Ax = b, on a pre-normalized system

for row = 0 : nrows do
scale = b[row]
norm = 0
for idx = rowptr[row] : rowptr[row + 1] do
scale− = val[idx] ∗ x[col[idx]]

end for
for idx = rowptr[row] : rowptr[row + 1] do
x[col[idx]]+ = scale ∗ val[idx]

end for
end for

The procedure is as follows:

1. Determine SPMTV performance

2. Convert the obtained performance(PSPMTV) in Flops/sec to cycles/Flop, i.e.

CSPMTV

[cycles
Flop

]
=

f

PSPMTV

[cycles/sec
Flops/sec

]
(7.3)

where, f is the clock frequency

3. Now calculate the penalty (TnOL + Tdata) due to the second loop from different cache hierarchies in
cycles/Flop and add it to CSPMTV

2 , to obtain C and hence the performance P of KACZ (find detailed
explanation below). The factor 1

2 stems from the fact that IKACZ = 2 ∗ ISPMTV.

C =
CSPMTV

2
+ TnOL + Tdata (7.4)

P = f/C

Determining the second loop’s penalty

To determine the second loop”s penalty (step 3), we need to know from which cache level the data has to be
loaded (denoted asQ). This depends solely on the number of non-zeros per row (nnzr) and cache line size,
since the same data was loaded before nnzr inner iterations by the first loop. But nnzr varies from row
to row, so we consider the average nnzr for determining this (assumption: variance is not too high). The
fact that always a cache line is loaded causes some difficulty, if the condition determined by nnzr is close
to the boundary between 2 cache levels. This difficulty could be avoided if we know the general pattern of
our matrix and input it to the model using a cache line safety factor (SCL). SCL is the inverse ratio of the
usage of a cache line, i.e.,

SCL =
Average number of cache lines loaded per row

nnzr / cache line size

For example, if only half of the elements in a cache line are used SCL = 2. In order to avoid under-prediction
of the performance, one could also take SCL=1. The equation given below helps us to determine the cache
level Q, from which the penalty has to be accounted:

Total size = nnzr ∗ (8 + 4 + 8) ∗ SCL

[
bytes

]
=⇒ nnzr ∗ 20 ∗ SCL

[
bytes

]
< SC ∗ size(Q)

The factor 20 accounts for data loaded per non zero in the second loop of KACZ (see algorithm 6):

• 8 bytes - x vector
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Figure 7.1: Model verification using dense matrices: Performance on a single thread of Emmy for varying size of dense
matrix is observed here.

• 4 bytes - col vector

• 8 bytes - val vector

The safety factor SC accounts for the common observation that the cache starts to spills before its physical
size is reached (SC = 3/4 wouldn’t normally hurt). Now we can compute the penalty by adding the extra
cycles caused by data transfers from Q to the register. In ECM modeling this is decomposed to 2 parts:

1. TnOL - cycles taken for L1->Reg data transfers

2. Tdata - cycles taken from Q->L1 data transfers

Since for sparse matrices commonly the nnzr is a small number, it is common to have Q = L1, which
would then imply Tdata = 0.

Verification

To verify this model we first conduct tests on dense matrices with varying sizes. The machine used is a
single socket of Emmy (see Section 5.5). Since it is a dense matrix we can surely take SCL = 1.

TnOL is derived in the following way:

• Machine capability of Emmy 1+1
[

LD
cycle

]
(2 ports) = 16 bytes/cycle in double precision without

vectorization

• =⇒ it would take 4 cycle each for loading a cache line of x, col, and val. Accounting for 12 cycles
in total for an update of 8 non-zeros.

• TnOL = 12
8

[ cycles
non-zeros

]
= 3

2

[ cycles
non-zero

]
= 3

8

[cycles
Flop

]
, since for KACZ we have 4 Flops/nnz.

Similarly we can also calculate Tdata depending on Q. For example if Q = L2, Tdata = 20
32

[ bytes/nnzr
bytes/cycle

]
=

20
32∗4

[cycles
Flops

]
, here 32

[bytes
cycle

]
is the data transfer rate from L2 to L1 on Emmy.

After deriving TnOL and Tdata, we could just plug in this data along with the SPMTV performance to derive
the KACZ performance (P ) as mentioned in eqn. 7.4

Fig. 7.1 shows the results obtained, here the x axis depicts the number of non-zeros per row (nnzr) which
is equal to number of columns (ncols) of the dense matrix. We see 2 predictions: the blue line showing the
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model without any vectorization and brown line showing the model with an AVX vectorized inner loop. It
should be noted that the access to the x vector cannot be vectorized due to non-consecutive data access and
the only possible candidate for vectorized loads is the val vector. Therefore in the vectorized version TnOL

is taken as 10 cycles/CL instead of 12 cycles/CL, since if the access to val is vectorized we can load it in 2
cy/CL instead of 4 cy/CL.2 .

An observation from the result in Fig. 7.1 is that the non-vectorized model is closer to the measurement
than the vectorized version, the reason being that the vectorization of small loops might not give sufficient
speed-up. Furthermore we can observe that the model captures the drop in performance as the cache Q
changes from L1 to L2 at nnzr ≈ 1, 000.

Scaling prediction

The scalability of the code in ECM model is predicted using the scaling limit (ns) which is given as follows
[58]:

ns =
cycles per CL overall

cycles per CL at the bottleneck
(7.5)

=
cycles per Flop overall

cycles per Flop at the bottleneck
since here, FLop/CL = const = 32

On the Ivy Bridge architecture (Emmy) the scaling bottleneck is the main memory. Till now we have
not differentiated between the data transfers at various memory hierarchies in the KACZ algorithm but we
accounted for it by the SPMTV performance (implicitly by factor α), so we need to measure the MEM->L3
data volume (denoted by M ) explicitly using a tool like LIKWID. This would imply that the scaling limit
(ns) is given by:

cycles per Flop at the bottleneck = TL3MEM

=
M

4 ∗ nnz
[bytes

Flop

]
∗ f

BW

[cycle/s
bytes/s

]
(7.6)

where BW - full socket main memory bandwidth

=⇒ ns =
CSPMTV + TnOL + Tdata

TL3MEM
=

C

TL3MEM
(7.7)

Once the scaling limit (ns) is derived one could linearly scale the performance derived for single thread,
until ns is reached, after which the performance remains constant due to the bottleneck.

Fig. 7.2 shows a comparison between the measured value and the model for 2 sparse matrices: PWTK
(see Appendix 10.1.3) and Graphene-4096-4096 (see Appendix 10.1.2). Here we have used the model with
no vectorization for the comparison, as we have very small nnzr (≈ 53- PWTK and 13- Graphene). The
prediction gives us confidence about our statement that extra inner cache transfers caused by the extra loop
are to be accounted for the loss in factor 2 compared to SPM(T)V algorithm at lower thread counts.

An interesting performance optimization that we were able to detect due to modeling was in the case of a
non-normalized equation, where the rownorm also had to be calculated (see code snippet 7.1) . From the
modeling we learn that we have mainly 2 bottlenecks: main memory and inner cache transfers due to second
loop. Therefore calculating rownorm shouldn’t bring a big change to the performance of our loop, since it
doesn’t affect any of these bottlenecks. But if one naively implements the kernel, we could see a significant
performance drop. Moreover the difference between the prediction and measured value increases as the
nnzr increases.

2Note: on Emmy only half-wide vectorized loads are possible
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Figure 7.2: Comparison between model and measured values for PWTK and Graphene-4096-4096 matrices. Inset
table shows clearly the performance for a single thread.

Code Snippet 7.1: Intel Compiler uses loop fission for 1st loop

for (int row=start; row<end; ++row){
double scale = 0;
double norm = 0.;
int idx = chunkStart[row];
scale = b[row];

for (int j=0; j<rowLen[row]; ++j) {
scale -= val[idx+j] * x[col[idx+j]];
rownorm += val[idx+j]*val[idx+j];

}

scale /= (MT)rownorm;
scale *= omega;

for (ghost_lidx j=0; j<rowLen[row]; j++) {
x[col[idx+j]] += scale*val[idx+j];

}
}

Code Snippet 7.2: Fission of 1st loop is avoided

for (int row=start; row<end; ++row){
double scale = 0;
double norm = 0.;
int idx = chunkStart[row];
scale = b[row];

for (int j=0; j<rowLen[row]; ++j) {
double val_idx = val[idx+j];
scale -= val_idx * x[col[idx+j]];
rownorm += val_idx*val_idx;

}

scale /= (MT)rownorm;
scale *= omega;

for (ghost_lidx j=0; j<rowLen[row]; j++) {
x[col[idx+j]] += scale*val[idx+j];

}
}
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Figure 7.3: Shows the effect of compiler optimizations. In fig. 7.3a Intel compiler splitted the first loop, for the code
snippet 7.1. In code snippet 7.2 the fission is avoided and subsequent performance gain could be observed
in fig. 7.3b.

Fig. 7.3a shows the disparity between prediction (brown line) and the measured performance (blue line).
The red line corresponds to the KACZ sweep for a normalized system.The difference corresponds to nnzr
extra loads from L1 to register, as shown by the dotted black lines in Fig. 7.3a.

If one further looks into the assembly code, the reason for this is evident since one could see that the Intel
compiler performs a loop fission on the first loop, thereby making calculation of rownorm in a separate
loop3. In order to prevent this we just need to pre-load the value and store it in a temporary as shown in
code snippet 7.2. Fig. 7.3.b shows the result after making the corresponding change, where the blue curve
(with rownorm) is almost close to the red curve(without rownorm).

7.2 Block Vectors and Layer Condition

In the previous chapters we analyzed the KACZ kernel applied to a single right hand side (RHS), but
normally we have multiple RHS to solve. One approach is to solve them one by one. But since all systems
are independent to each other we could use this to our advantage and solve all of them together, thereby
benefiting from:

1. Lesser overall data traffic, since the matrix needs not be reloaded.

2. Additional parallelization (vectorization), since the systems are independent to each other.

3We think this is because after automatic unrolling (Modulo variable expansion) the compiler assumes there wouldn’t be sufficient
registers
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In order to exploit the advantages mentioned
above one has to store the vectors in row-major
format as shown in the figure (right). The only
difference from the previous KACZ code shown
in code snippet 7.2 is that one has to add an addi-
tional loop over the number of RHS vectors (i.e.
number of columns of the block vector in row-
major format, denoted as nblocks). The code
then takes the form shown in code snippet 7.3

1. Column-major 2. Row-major

Code Snippet 7.3: Block vector

for (int row=start; row<end; ++row){
double scale[nblocks] = {0};
double norm = 0.;
int idx = rowptr[row];
for(int block=0; block<nblocks; ++block) {

scale[block] = b[row*nblocks+block];
}

for (int j=0; j<rowLen[row]; ++j) {
double val_idx = val[idx+j];
rownorm += val_idx*val_idx;
for(int block=0; block < nblocks; ++block) {

scale[block] -= val_idx * x[col[idx+j]*nblocks + block];
}

}

for(int block=0; block < nblocks; ++block) {
scal[block] *= omega/(MT)rownorm;

}

for (ghost_lidx j=0; j<rowLen[row]; j++) {
double val_idx = val[idx+j];
for(int block=0; block < nblocks; ++block) {

x[col[idx+j]*nblocks + block] += scale[block]*val_idx;
}

}
}

The code intensity of the above code is then given by:

Inblocks =
4 ∗ nblocks

8 + 4 + (16 ∗ α+ 8
nnzr ) ∗ nblocks

F lops

Bytes
(7.8)

val
col

x b

The reason for numerator being 4 instead of 6 is to have a common baseline for non-normalized and nor-
malized system as mentioned in Section 5.5. Equation 7.8 shows that with increasing nblocks the code
intensity increases until it hits the limit:

I∞ =
4

16 ∗ α+ 8
nnzr

Flops

Bytes
(7.9)

where the contribution from the matrix (i.e. val and col) completely disappears. But practically this limit
(I∞) is not achievable, since as the number of blocks exceeds a certain limit the data traffic violently
increases. This limit is governed by two factors:

1. reuse distance of the matrix

2. cache sizes
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In order to illustrate this effect we run the code serially with varying block sizes and measure the perfor-
mance and data transfer volume for various memory hierarchies.
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Figure 7.4: Effect of increasing block vector size on PWTK matrix for a single thread. Fig. 7.4a shows the effect
on performance as block vector size increase. Fig. 7.4b, 7.4c, 7.4d shows the corresponding data traffic
normalized to the number of unknowns (elements in x-vector) as measured using LIKWID [63] for L2, L3
and Memory respectively.

Fig. 7.4a shows the performance as a factor of block size (nblocks) for the PWTK matrix. We see initially
a steep increase in performance since the intensity of code increases, but then it starts to drop at a block
size of about 32, due to the increase in data-traffic. Fig. 7.4b, 7.4c and 7.4d plot the number of words
(doubles) per unknown (elements in x vector) as measured by LIKWID for L2, L3 and main memory. We
see initially for a single vector (nblocks=1) around 85 words/unknown from all memory hierarchies, this
comprises of 53 (nnzr for PWTK) doubles from val, 53 integers from col, 1 double from b and almost 2
doubles4 from x (assuming α = 1/nnzr), accounting for 82.5 words (see Code Snippet 7.3 for the notation).
As the number of blocks increases we see a steep drop of the required double

unknown , as predicted by Eqn.7.8.
At about 16 nblocks it reaches very close to the theoretical minimal data traffic of 3 double

unknown , where we
have effectively decoupled from the matrix and only contributions from the vectors x and b exist. Note that
at this point the data traffic is almost the same as for stencil like algorithms, where we do not explicitly

42 - since we need to consider load and store
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Figure 7.5: Histogram: D vs Frequency of D. The histogram reveals clustering of values near to small value of D,
implying good reuse of caches.

store the matrix. But then we see at some point between 16 and 32 blocks the traffic starts to increase, and
particularly the traffic between L2 and L1 increases violently to 160 words/unknown (see Fig. 7.4b), which
is due to a violation of layer condition (see below).

Even though the values that we see in the above example are specific for the matrix under consideration,
the behavior is similar for other matrices.

Layer Condition

The reuse of an element x[i] of the RHS vector x at position ’i’ depends on the column entries of the
’ith’ row of the matrix A. For a sparse matrix the reuse distance (RD) (for more details see [26]) can be
formulated as the number of distinct elements accessed between 2 successive ’ith’ column entries. If the
number of rows between the 2 successive ’ith’ entries is D we can approximately express RD as:

RD = nnzr ∗D +
nnzr ∗D

2
+D + 2 ∗D ∗ nblocks ∗ α ∗ nnzr (7.10)

val
col

xb

This implies if the RD elements can be kept in a particular cache, the next access to x[i] wouldn’t need to
be reloaded from the outer memory hierarchies,i.e., we need:

RD ∗ 8 ≤ cache_size (7.11)

This condition is known as the layer condition, a violation of this condition might result in excessive data
transfer from the memory hierarchies below it. Fig. 7.5 shows histogram calculating the frequency of
occurrence of the distance D for PWTK and Graphene-1024-1024. For these matrices we see the clustering
of values at small row distances D. Note that the value of D shown in the figure is limited to the area where
the frequency is significant, outside this area values are zero (or negligible in comparison). This implies
that for these matrices most of the elements gets reused in the lower level cache (like L1).

But as we increase the block vector size (nblocks), we see from the Eqn. 7.10 a subsequent increase inRD.
This increase would further lead to a violation of the layer condition (eqn. 7.11), for some distance D. The
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seriousness of the violation greatly depends on the frequency of D.

In our previous example in Fig. 7.4, we see a high frequency of D occuring below the value 10 (see
Fig.7.5a), which implies a violation of lowest level cache (L1) would occur first as we increase the block
size (nblocks) , thus leading to the drastic increase in data transfers from L2 which can be observed from
Fig. 7.4b. This finally leads to the performance drop seen in Fig.7.4a.

Hybrid Storage

In order to avoid the performance drop a simple approach is
to have a hybrid data storage, between column and row major
format as shown in Fig. 7.6. If the block size (nblocks_opt)
is chosen as the optimum size where the performance is maxi-
mum, the approach could maintain this performance throughout
all block sizes. In the current version of GHOST [44] it is left
to the user for storing in such a data format, however the imple-
mented KACZ kernel has a feature which suggests an optimal
block size (nblocks_opt) to the user for a given matrix.

nblocks opt

Figure 7.6: Hybrid Storage

7.3 Case study of complex shifts

An important application of the KACZ algorithm in the ESSEX project is to develop an eigenvalue solver,
which will be explained in Chapter 8. But in order to implement it we need the KACZ solver to be able
to deal with complex numbers and shifts. So, in this section we discuss various strategies we employed
to optimize the performance of this complex variant of KACZ. The basic equation we need to solve is as
follows :

(A− σI) ∗ x = b (7.12)
where, σ - shift

In a typical example we have A and b as real matrix and vector respectively, but σ being a complex number.
This implies the unknown vector x is complex. Implementation is straight forward by using the complex
class from the C++ standard library. The algorithm can be found in the Appendix 10.2

Since here we have a multiplication between a real (d) and a complex (z) number we expect almost the
same or higher performance compared to a real (d)-real (d) multiplication. If the x vector has to be loaded
from the main memory we have 2 × more Flops and 2 × increased data traffic from the x vector, which
in effect gives almost the same code intensity (assume nblocks is sufficiently high to be decoupled from
matrix traffic). But if the x vector comes from cache we expect in general a higher performance of the shift
(d-z) variant due to increased code intensity. Typically, if all the caches are scalable one could expect a
factor of 2 increase in performance of the shifted version at saturation.

Fig. 7.7 shows the performance gain at different stages of optimization carried out on this kernel, for a
block size of 16 (to decouple from matrix contribution) and one complex shift on PWTK matrix. The bar
on the extreme right is the case with no shift, (i.e. no complex computation), which acts as our baseline.

The first (left most) bar shows the performance of the kernel implemented with the complex class from
the standard library. A comparison with the no-shift case reveals a 14 × lower performance of the shifted
variant, indicating far from optimal performance. A study of the assembly code reveals that with this
implementation the compiler was unable to vectorize the code.

The second (from left) bar makes clear the inability of the compiler to handle multiplications of type d*z
properly. In this version we explicitly computed the multiplications of type d∗z, without using the standard
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library, which immediately yields a factor of 7 compared to the naive version. A part of the gain results
from vectorization.

But still we are not at the limit, since we have a factor of two between the code with explicit complex
multiplication and the double- double case. Finally we use intrinsics to have better vectorization, the per-
formance is shown as 3rd bar from left in Fig.7.7. Now we see the shift version wins over the non-shifted
(d-d) version by a factor of 1.35 ×, matching our prediction since we know for PWTK matrix the x vector
(nrows = 217918) is sufficiently small to reside in L3 cache, causing an increased code intensity compared
to the non-shifted (d-d) version. But note that since the code was not able to saturate the main memory
(compare the linear scaling between 1 and 10 threads: performance at 1 thread= 5.67 GFlop/s and at 10
threads = 55.4 GFlop/s) we couldn’t see a factor of 2 difference.
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Figure 7.7: Performance comparison at various stages of optimization
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8
APPLICATION RUN - FEAST

FEAST [54] is a numerical algorithm to find inner eigenvalues of Hermitian and non-Hermitian matrices.
It was devised by Eric Polizzi in 2009. Contrary to the conventional Krylov subspace methods or Jacobi-
Davidson techniques, FEAST works on the basis of numerical contour integration and it is density matrix-
based algorithm. The numerical integration requires a solver for a shifted system and it has been shown in
[32] that CGMN (CARP-CG) is a good alternative to the existing direct methods to solve the inner system
in FEAST. In this chapter we discuss about an implementation of FEAST using the proposed KACZ_BMC
kernel for the CARP-CG solver. Furthermore, a comparison with the Intel R© MKL Extended Eigensolver
(FEAST), will be illustrated.

8.1 Eigenvalue Problem

In linear algebra, a generalized eigen value problem is defined as follows:

For given A ∈ RN×N and B ∈ RN×N , find eigenvalues λi (scalar) and eigenvectors vi ∈ RN , such that
they satisfy:

Avi = λiBvi (8.1)

In this thesis we restrict ourselves to solving symmetric-definite eigenvalue problems where A and B are
real symmetric matrices (A = Aᵀ and B = Bᵀ) and B is positive definite. Due to this restriction the
problem has desirable properties like all eigenvalues (λi) are real and the eigenvectors can be made mutually
B-orthogonal to each other,i.e.,

V ᵀBV = I (8.2)

where, V = {v1, v2, v3, ..., vN} ∈ RN×N

Often in practical applications of large sparse matrices one is interested only in a subset of interior eigen-
values [λmin, λmax] and corresponding eigenvectors . A common procedure to solve such a problem is
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known as the Rayleigh-Ritz method [59]. In this method one tries to reduce the problem into a suitable
subspace of dimension m ≤ N containing the region of interest and then solve the reduced dense problem
using a direct method. From a performance point of view the method used to construct the subspace greatly
matters since in this stage one needs to deal with systems as large as the dimension of the original problem,
compared to the reduced size problem which would be of the order of few 100-1000’s. Many algorithms
like Jacobi Davidson [56, 59] and Krylov based methods [59] exist to construct the subspace. A relatively
modern approach in this category is the FEAST algorithm, which is discussed in the next section.

8.2 FEAST algorithm

Let Iλ = [λmin, λmax] be the sought after eigenvalue interval and letM be the reduced subspace dimension.
The FEAST algorithm generates a subspace (Ritz basis) using a spectral projection technique [61].

It basically has 2 steps

1. Subspace construction - Contour integration of resolvent function G(σ) = (σB − A)−1, post multi-
plied with a set of M linearly independent vectors Y ∈ RN×M i.e.

Q =
1

2πi

∫
C

G(Z)Y dZ (8.3)

where, C is the contour of integration containing Iλ
σ ∈ C
Y = y1, y2, y3, ..., yM set of linearly independent vector

The generated vector Q = q1, q2, q3, ..., qM is a new set of independent vector.

2. Rayleigh Ritz procedure using qi as Ritz basis.

The FEAST algorithm as illustrated in [54] is shown in Algorithm 10. The algorithm is presented here for
clarity in the rest of the explanations.

Algorithm 10 FEAST algorithm as proposed in [54]

1: Select Mo > M random vectors Y ∈ RN×Mo

2: Set Q = 0, Q ∈ RN×Mo ; r = (λmax − λmin/2)
{Gauss integration, Ne = No. of integration points}
{xe = Gauss points, ωe = Gauss weights}

3: for e = 1, ..., Ne do
4: Compute θe = -(π/2)(xe -1)
5: Compute σe = (λmax + λmin)/2 + r exp(iθe).
6: Solve (σeB −A)Qe = Y ; Qe ∈ CN×Mo

7: Compute Q = Q− (ωe/2)<(rexp(iθe)Qe)
8: end for
{Rayleigh−Ritz}

9: Set AQ = QᵀAQ,BQ = QᵀBQ;AQ ∈ RMo×Mo and BQ ∈ RMo×Mo

10: Solve reduced eigen value problem AQφ = εBQφ; for eigenvalues ε and eigenvectors φ ∈ RMo×Mo

11: Set λm = εm and compute X = Q ∗ φ, If λm ∈ [λmax, λmin], λm is an eigenvalue solution and its
eigenvector is Xm(mth column of X).

12: Check convergence for trace of eigenvalue. If convergence not satisfied, set Y = BX and go to line 2.

The integration in step 1 (Eqn.8.3) (marked as red in Algorithm 10) is commonly performed using a numer-
ical integration scheme known as Gauss-Legendre quadrature. In order to compute the integrand (eqn.8.3)
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at each Gauss node we need to solve an M -block linear system as follows:

(σB −A)V = Y (8.4)

This is computationally very demanding since we need to solve M
systems of dimension N ×N at each Gauss point. Fig. 8.1 illustrates
the Gauss nodes for circular integration contour. For small and mod-
erate size matrices direct methods have been shown to be efficient for
solving shifted system. But for large sparse matrices this becomes
increasingly difficult. The iterative solution of these linear systems
remains also challenging because they are highly indefinite and ill-
conditioned as shifts approach imaginary axis. The spectrum can also
be very dense in the interval of interest, making popular precondition-
ers inefficient. In [32] it was shown that CARP-CG has the potential
to tackle these systems in some cases. In the rest of the chapter we
discuss the implementation of a version of FEAST using CARP-CG
(KACZ_BMC kernel) as the solver.

Figure 8.1: Solve M system
at each Gauss points
(adapted from [64])

Some Remarks for Implementation

In our current implementation of FEAST we restrict ourselves to the standardized eigenvalue problem,i.e.,
the case where B = I . 10.

We usually need to solve for many yi (i.e., Y is a block vector), this can be used to our advantage by solving
multiple equations at the same time as shown in Section 7.2. One has to be also careful not to violate layer
conditions (see Section 7.2) that might degrade the performance. In order to do this we initially find an
optimum block size for a given matrix and arrange the blocks in hybrid storage as mentioned in Section 7.2.
Section 7.3 also shows different strategies employed to achieve optimum performance for complex shifted
systems which we encounter due to Eqn. 8.4 where σ is a complex number.

Parallelization along the number of shifts (different colors in Fig. 8.1) is also possible. Normally we avoid
this due to problems that happens with load balancing since the number of iterations generally increase as
the shifts get closer to the imaginary axis owing to the poor condition number.

A major confusion that arises while using KACZ_BMC is due to unsymmetric permutations. It can be
shown that eigenvalues of a symmetrically permuted matrix (see sec. 2.2) remains the same as that of the
unpermuted matrix. However, this does not hold in case of an unsymmetric permutation. The reason for
this follows from Eqn. 2.3 as shown below:

Ax = λx

AP ᵀ
πr
x = λP ᵀ

πr
x Post-multiply with P ᵀ

πr

PπrAP
ᵀ
πr
x = λPπrP

ᵀ
πr
x Pre-multiply with Pπr

PπrAP
ᵀ
πr
x = λx PπrP

ᵀ
πr

= I (orthogonal matrix)

In order to resolve this problem one has to take extreme care of the permutations applied to each vector
and ensure that they appear in correct space (domain or range space), such that the reduced system remains
unaffected by the permutations. There are basically 2 approaches to this problem:

1. A straight forward approach is to store both the original unpermuted matrix A and the permuted
matrix Aπr,πc

. The permuted matrix is then used only for KACZ kernels, and once these kernel
operations are done the result gets permuted back to original indices. In algorithm 10 this would
imply to use Aπr,πc instead of A in line 6 and a permutation of vector Q to original index just before
line 9 using the column permutation (πc).

2. A much cleverer approach to solve this problem is to just switch the side of the vector Qᵀ appearing
in line 9 from right-sided (column space) to left-sided (row space).
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Of the 2 approaches the 1st approach is expensive and requires storage of another large sparse matrix. The
2nd approach has just the cost of two permutations (switch operation) on a (block) vector. Although this
approach seems to be surprising at first look, the principle is fairly simple. The main aim of any permutation
is to get the reduced problem in its original indices (i.e., without any permutations), therefore AQ and BQ
has to be in original indices. Below it is shown why switching Qᵀ satisfies this requirement. The subscript
RP , CP , and NP refers to row permutation (πr), column permutation (πc) or no permutation of the
corresponding dimensions, the line numbers refer to the lines in Algorithm 10.

• line 6 : (σeB − A)(RP,CP ) Qe(CP,NP ) = Y(RP,NP ) ; note that the 2nd dimension of Y and Qe is
unpermuted since we don’t permute between different yi.

• line 7: Q(CP,NP ) = Q(CP,NP ) − (ωe/2)<(rexp(iθe)Qe(CP,NP ))

• line 9: We break line 9 to small parts for clarity:

– temp(RP,NP ) = A(RP,CP )Q(CP,NP )

– Q̄ᵀ
(NP,RP ) = switch(Qᵀ

(NP,CP )) ← only extra step

– AQ(NP,NP ) = Q̄ᵀ
(NP,RP )temp(RP,NP )

– Similarly for BQ(NP,NP )

Note that at the last step AQ and BQ are without any permutations, leaving it in unpermuted state. But
the problem with such an approach compared to the 1st approach is that such a transformation requires
knowledge of the algorithm or at least a check in each of the existing kernels for compatibility. Whereas in
the 1st approach permutations only have to be taken care of in KACZ (CARP).

As mentioned earlier in Chapter 6, automatic and transparent permutations have been made optionally
available in GHOST which simplifies the implementation of such complex scenarios.

8.3 Test and Results

FEAST tests are run using 1 socket of Emmy (see Section 5.5 for more details). The test is set up to solve
for 10 inner eigen values of the Laplacian problem on a 3D cubic domain. The interval [λmin, λmax] is
controlled in a manner to contain only 10 eigen values by using the relation λmin = 0.455/(4log2(n)−3) and
λmax = 1.8/(4log2(n)−3), where n is the dimension of 1 side of the cubic domain. The starting vector space
Y is chosen to be a random vector RN×M vector, where the initial size of search space (Mo) if chosen to be
16. The convergence of the algorithm is checked using the trace of the eigenvalue and the stopping criterion
is as follows:

|tracek+1 − tracek|
max(λmin, λmax)

< ε (8.5)

where, k−refinement level (outer iteration)
tracek−sum of eigen values in level k

The test tolerance (ε) is chosen to be 10−7. Until this tolerance level is achieved iterative refinement is
carried out.

The test problem is solved using two implementation of FEAST, one with our CARP-CG (CGMN) solver
and the second using the Intel MKL Extended Eigensolver [8] which uses PARDISO [10] to solve the inner
linear system. The time required to arrive at the solution as well as the memory footprint of the algorithms
are measured.

Fig. 8.2a shows the time required to reach the specified tolerance level by both versions of FEAST. We see
that initially for small problem sizes Intel MKL has an advantage over the CGMN (CARP-CG) version.
But as the size increases we see the difference between the two gets smaller and smaller. The reason for

70



CHAPTER 8. APPLICATION RUN - FEAST

this is because Intel MKL uses PARDISO to solve the inner linear system, which in turn is a direct solver.
Being a direct solver the computational complexity of the algorithm is high, O(n2) in this case. The fitting
line (dotted line in Fig. 8.2a) underlines this fact. Whereas on the other hand CGMN (CARP-CG) being an
indirect solver with theoretical complexity of O(n3/2) 1, the slope of the time curve is not as high as that
of direct methods. But due to the higher value of constant in front of the Big O notation in case of indirect
method, initially the MKL version outperforms our implementation of FEAST. Subsequently, as the size
is increased we see that at some point (here about n=160), a breakpoint is reached where both performs
equally good and after that our implementation dominates.

Unfortunately we couldn’t run the MKL version of FEAST till we reach the breakpoint since it went out
of memory before this could happen. In order to study how the memory requirement of the solver evolves
with size we plot the maximum memory footprint of both algorithms in Figure 8.2b. Here we see for the
direct solver method that a fitting of the curve corresponds to O(n1.4) memory complexity which is close
to the theoretical complexity of O(n4/3). But on the other hand our method has a complexity of O(n). If
one observes carefully at smaller domain sizes (n = 30 - 60) CGMN has a higher complexity than O(n),
we think this is because we use direct methods available in Intel MKL to solve the reduced eigen value
problem and at this region the complexity of this reduced problem is dominant. But as we see from the fit
asymptotic behavior of the measurements isO(n). This is another big advantage of an indirect method like
CGMN or CARP-CG, where the memory required is less, enabling larger problem to be run easily, which
is in particular the focus of ESSEX project.

Yet another important point is the need of distributed memory parallelization e.g., using MPI. If one ob-
serves the time required to solve on a domain size of 2403 this is evident, since it takes nearly 8 days to
solve it on a single socket of Ivy bridge for CGMN and even more for MKL (from fitting). The ease of
parallelization based on domain decomposition method for iterative methods like KACZ (CARP) 2 adds
another plus point to this kind of solvers, whereas this is difficult using direct solvers. In fact the MKL
version of FEAST does not currently support MPI, whereas FEAST Eigenvalue Solver library [6] which
also uses PARDISO [10] provides support for MPI, but currently only exploits a second level of parallelism
by solving different independent linear system across different nodes. This approach cannot be used for
large problem sizes since we again run into the same problem of memory requirement as the domain size
increases.

1O(n3/2) could be broke to 2 parts O(n) from 1 KACZ/CARP iteration and O(
√
n) from the increase in number of iteration

required to reach the same tolerance level
2an experimental version of CARP already exists in GHOST and has been tested for FEAST algorithm
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9
CONCLUSION AND FUTURE WORK

9.1 Conclusion

The Kaczmarz kernel is a linear iterative solver based on the concept of row projections. The kernel has
wide application in the field of imaging, computational fluid dynamics, quantum mechanics and many
others. However, parallelisation of the kernel is not straightforward due to its data dependencies. This
thesis mainly focuses on effective solutions to avoid such dependencies by reordering (or partitioning) the
system. We studied the effect of two such methods, namely multicoloring (MC) and block multicoloring
(BMC) mainly from a performance perspective. Although the thesis focuses on the Kaczmarz kernel, this
approach could also be made use for kernels with similar dependencies like sparse matrix transpose vector
and symmetric sparse matrix vector multiplication.

We have introduced the basic concepts of multicoloring methods and have looked at them from a perfor-
mance perspective. A close study of performance results has shown that this approach was far from optimal
for the modern processors. The insights obtained from the detailed analysis of the method has become the
starting point for a better approach. We have started from a concept similar to the block partition method as
introduced by Kamath and Sameh for tridiagonal matrices [41] and extended it to block multicoloring for
general matrices. We have further introduced splitting of the transition zones (row partitioning) to produce
a large number of orthogonal blocks. This has enabled us to extract further parallelism by relaxing the con-
straint. Different bounds based on matrix bandwidth and number of threads at which the scheme switches
from one method to the other have been established. Based on these bounds we have employed some load
balancing techniques. Later on the method has been extended to a constraint-free approach by combining it
with multicoloring. We have then presented a point-by-point comparison between the block multicoloring
method and the multicoloring method, which has clearly shown the superiority of the block multicoloring
method.

Later a detailed performance model of the BMC approach has been constructed in order to ensure the
optimality of the method. A model based on the performance of sparse matrix transpose vector (SPMTV)
and the Execution-Cache-Memory (ECM) model [58] has been constructed for the Kaczmarz kernel. The
close agreement of the model with the measurements has provided a strong indication that the hardware
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resources were used in an optimal way and has led to useful optimizations. Furthermore we have studied
the effect of block vectors and have given useful insights on the effect of layer conditions on the block
vector size.

Finally we have presented an application of the developed parallel variant of the Kaczmarz method using
the block multicoloring approach. Here a conjugate-gradient (CG) accelerated variant of Kaczmarz has
been used to solve the inner linear systems appearing in the FEAST eigenvalue solver. A comparison of the
method with the widely used Intel MKL version of the FEAST algorithm has demonstrated the necessity
of efficient iterative methods for solving large sparse linear systems. The promising results indicate that
the method could be used as a tool for solving large inner eigenvalue problems that appear commonly in
quantum chemistry and physics.

9.2 Future Work

The development and further research on the method will continue. The need of CARP for distributed
memory parallelisation has been well evident from the results presented in the FEAST application run.
An experimental version of the CARP with KACZ_BMC as a kernel is currently available in GHOST
[44]. A difficulty here is the consecutive storage of remote entries in each process, which blows up the
matrix bandwidth. A workaround for such a situation has been devised by padding the local matrix with
extra column entries. Further validation and testing of the CARP kernel has to be done before going to
production. The recent development on distributed memory RCM [21] is interesting in this context and has
to be studied.

A detailed analysis of the trade-off between the number of threads and performance for the block multicol-
oring method at the pre-processing stage is still missing. The extension of the block multicoloring method
and especially its relation to graph theory is yet another interesting field of study. This would enable us to
get more useful insights. Initial studies have shown that this approach could enable more parallel work and
better performance by fine-tuning.

The incorporation of a hybrid matrix format as described in Section 7.2 in GHOST library will prove to be
beneficial as one could exploit the multiple levels of parallelism efficiently within the library itself. This
would in turn contribute to the development of an efficient KACZ kernel on the modern manycore and GPU
architectures.

The extension of all the KACZ kernels in GHOST to support the SELL-C-σ format is also future work to
be done, as well as the application of block multicoloring to other kernels with similar kinds of data de-
pendencies, for example sparse matrix transpose vector multiplication and symmetric sparse matrix vector
multiplication.
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APPENDIX

10.1 Matrices

10.1.1 BENCH3D-x-A0

• Description: 3D Laplacian on a cubic domain of size x × x × x

• Source : Essex Project

• Nrows : x3

• NNZ : 7*x3

• Symmetric

10.1.2 Graphene-x-x

• Description: The graphene matrices are obtained from the standard tight-binding Hamiltonian on the
honeycomb lattice with an on-site disorder term [53] and [25].

• Source : Essex Project

• Nrows : x2

• NNZ : ≈ 13*Nrows

• Symmetric

10.1.3 PWTK

• Description: Pressurized Wind Tunnel - Stiffness matrix.
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• Source : The University of Florida Sparse Matrix Collection[15]

• Nrows : 217,918

• NNZ : 11,524,432

• Total Bandwidth : 378,662

• Total Bandwidth(RCM) : 4,058

• Symmetric

10.1.4 Spin-24-24-24

• Description: Models the Hamilton operator (H) for the Heisenberg XXZ spin chain model with Sz-
symmetry [57].

H = ΣJxy(σxiσ
x
j + σyiσ

y
j) + Jzσ

z
iσ
z
j

• Source : Essex Project

• Nrows : 2,704,156

• NNZ : 35,154,028

• Total Bandwidth : 417,648

• Total Bandwidth(RCM) : 124,152

• Symmetric

10.1.5 TAU

• Description: Linear problem for aerodynamic gradients calculation. Transonic inviscid flow over
Onera M6 wing.

• Source : DLR (German Aerospace Center)[4]

• Nrows : 541980

• NNZ : 170361408

• Total Bandwidth : 1045418

• Unsymmetric

10.1.6 Topi-36-36-36

• Description: Modelling of Hamiltonian operator with hopping of electrons along the three-dimensional
cubic lattice and with a disorder potential for Topological insulator [53] [37].

• Source : Essex Project

• Nrows : 186,624

• NNZ : 2,405,376

• Total Bandwidth : 362,886

• Total Bandwidth(RCM) : 10,414

• Symmetric
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10.2 Complex Shift Algorithm

KACZ_shift: solve for x: (A− σI)x = b

for row = 0 : nrows do
scale = b[row]
mval_diag = 0
if unsymmetric permutation then
diag_idx = ColumnPerm[inverseRowPerm[row]]

else
diag_idx = row

end if
norm = 0
idx = 0
for (idx = rowptr[row]; idx < rowptr[row + 1] && col[idx]! = diag_idx; + + idx) do
scale− = val[idx] ∗ x[col[idx]] {Complex(d-z) Multiplication}
norm+ = val[idx] ∗ val[idx]

end for
if idx! = rowptr[row + 1] then
mval_diag = mval[idx]

end if
mval_sigma = mval_diag − σ
scale− = (mval_sigma) ∗ x[col[diag_idx]] {Complex(d-d) Multiplication}
norm+ = (mval_sigma ∗mval_sigmaH) {aH =⇒ complex conjugate of a}
scale∗ = omega/norm
for (idx = idx+ 1; idx < rowptr[row + 1]; idx+ +) do
scale− = val[idx] ∗ x[col[idx]] {Complex(d-z) Multiplication}
norm+ = val[idx] ∗ val[idx]

end for
for (idx = rowptr[row]; idx < rowptr[row + 1]; idx+ +) do
x[col[idx]]+ = scale ∗ val[idx] {Complex(d-z) Multiplication}

end for
x[col[diag_idx]]+ = scale ∗ (−σ) {Complex(d-d) Multiplication}

end for
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