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Abstract—In this paper we consider the problem of generating periodic solutions for fully actuated robots with unknown disturbances, which can be modeled using a regressor matrix. We extend our previous work on limit cycle control based on energy function regulation for the case when disturbance torques are acting on the system, e.g. torques due to friction. Since the controller is designed in two independent steps, the compensation of the friction cannot be carried on with standard techniques and it will be split in two steps as well. In the first one we reduce the dimension of the dynamical system and use a sliding mode approach for friction compensation, in the second we produce the desired limit cycle and use an adaptive approach for friction compensation. Crucial for the analysis is the concept of conditional attractiveness with semidefinite Lyapunov functions, that we formulate in this paper to show the attractiveness of the closed orbit of the whole system, even if it is designed assuming a reduced dynamics. Finally, we validate our approach with experiments on a humanoid robot.

I. Introduction

Periodic tasks are of interests in quite a lot of different applications, like running and walking [1]–[3]. In lots of these cases it is more important to stay on a prescribed orbit in the state space, rather than following the exact position in time along the desired curve. For these applications tracking a trajectory might not be the best solution, as already addressed in [4]. Inspired by the need of controlling the energy to achieve a periodic behavior as shown in [3], here we propose a feedback control law to produce closed attractive orbits for fully actuated mechanical multibody systems with unknown disturbances, which can be modeled using a regressor matrix, e.g. torques due to friction. We create an attractive path in the state space for the closed loop system, extending our previous results where the ideal frictionless case was considered [5]. Although the basic idea is the same as in our previous work, where a simple PD action was used, here to cope with the presence of the disturbance we utilize sliding mode and adaptive techniques at the same time.

The problem of orbital stabilization has been already addressed in other works, like [6]–[8]. In [6], [7] the authors extend the potential field controller adding power-continuous terms, while in the second the concepts of virtual constraint and feedback linearization are used to obtain a closed loop system that generates its own stable periodic motion. In our approach we formulate the problem based on the nullspace decomposition introduced in [9]–[11]. In this way, we take advantage of the passivity property of the system and do not completely alter the original dynamics of the system through feedback linearization. Secondly, we completely separate the problem of producing the limit cycle from the virtual constraints, instead of modifying the latter for achieving the first. The input torques are split in the ones necessary for producing the limit cycle and the ones necessary for satisfying the virtual constraints. These, in turn, are responsible for the configuration in which the system will oscillate. Finally, relating the input to the energy to be injected in the system could reduce the control effort in presence of additional sources (e.g. energy stored in elastic actuators). This is particular important since the focus of our research is to find new and efficient methods to produce periodic motions that can be used in general and in particular for locomotion [3], [5], [12]–[15]. Therefore, instead of forcing the system to follow a close integral curve of a vector field via passive control action as in [6], [7], we aim at achieving a stable limit cycle in the state space by regulating a virtual energy function on a 1-dimensional submanifold of the configuration space, as it is conceptually sketched in Fig. 1. This virtual energy function consists of the physical kinetic energy and a virtual potential energy, which represents an additional design element in the controller. Intuitively, the freedom in choosing this potential can be used to achieve energy efficient motion in mechanical systems with compliant actuation. Nevertheless, it should be also mentioned that in [8] the more complicated problem of controlling an underactuated system is considered, which here we do not take into account yet.

On the other hand, the problem of coping with uncertain models has been widely studied in robotics both from a...
robust control point of view [16]–[19] and from an adaptive control point of view [20]–[22]. A complete review of these approaches is beyond the scope of the paper and we will simply point out that, since the design of the controller is obtained in two independent steps, the compensation of the friction cannot be carried out with standard techniques. As for the control design, also the friction will be taken into account in two different steps. In the first one, we use a sliding mode approach to be robust against the unknown disturbances, while in the second we use an adaptive approach for friction compensation. Crucial for the analysis is the concept of conditional attractiveness with semidefinite Lyapunov functions, that we formulate in this paper to show the attractiveness of the closed orbit of the whole system, even if it is designed assuming a reduced dynamics.

The paper is organized as follows. In Section II we present the model and the assumptions used in the paper, together with a coordinate transformation used to separate the enforcing of the constraints from the limit cycle generation. Section III is the main contribution of the paper. There we explain the extension of our previous work in order to cope with model uncertainties like friction. Experimental results will be presented in Section IV, where the humanoid robot TORO is used to validate the proposed approach. The paper is concluded with a final discussion and outline of future work in Section V.

II. Model and preliminaries

We consider the class of fully actuated, mechanical systems which can be modeled by the Euler - Lagrange principle. The result is a nonlinear system modeled by a set of highly coupled nonlinear differential equations. Assuming to have \( n \) - DoF, the dynamic model is:

\[
M(q)\ddot{q} + C(q, \dot{q})\dot{q} + g(q) = \tau + \tau_f ,
\]

where \( q, \dot{q} \in \mathbb{R}^n \) constitute together the state of the system, being \( q \) the joint position and \( \dot{q} \) the joint velocity. The input to the system is the torque \( \tau \in \mathbb{R}^n \) provided by the motors. Finally, \( M(q) \in \mathbb{R}^{n \times n} \) is the symmetric positive definite inertia matrix, \( C(q, \dot{q}) \in \mathbb{R}^{n \times n} \) is the Coriolis matrix, \( g(q) = \nabla_q U_s(q) \in \mathbb{R}^n \) is the gravity torque vector\(^1\) and \( U_s(q) \) the gravitational potential. Additionally, we assume that the unknown torques \( \tau_f \in \mathbb{R}^n \) are acting as a disturbance.

Assumptions: The following properties are assumed

\[
\begin{align*}
\tau_f &= Y(q, \dot{q})\pi \\
\|\tau_f\| &\leq \beta_1 \|q\| + \beta_2 \|\dot{q}\|
\end{align*}
\]

where \( \beta_1, \beta_2 \in \mathbb{R} \) are positive scalars, \( \pi \in \mathbb{R}^p \) is a constant vector of unknown parameters and \( Y(q, \dot{q}) \in \mathbb{R}^{n \times p} \) is the so called regressor matrix, whose entries, on the contrary, are assumed to be known.

\(^1\)With the symbol \( \nabla_q(\cdot) \) we are indicating \( \frac{\partial}{\partial q} \) in order to ease the notation.

A. Coordinate transformation

The submanifold on which we want to force the system to evolve is defined by means of a configuration dependent function \( x = x(q) \). Given the function \( x = x(q) \), we assume that the Jacobian matrix \( J(q) \in \mathbb{R}^{(n-1) \times n} \) of the mapping \( x : \mathbb{R}^n \to \mathbb{R}^{n-1} \) is a full rank matrix. In this case, \( x(q) = 0 \) defines a 1-dimensional submanifold of the configuration space [23]. Accordingly, we can write the dynamics of the system with a new set of coordinates, as in [9]–[11]. We first compute a nullspace base \( Z(q) \in \mathbb{R}^{1 \times n} \) which allows us to obtain the directions orthogonal to the submanifold, then we use \( Z(q) \) to compute a dynamically consistent \(^2\) nullspace projector \( N(q) \in \mathbb{R}^{1 \times n} \), which will be part of the extended Jacobian matrix \( J_N(q) \in \mathbb{R}^{n \times n} \), such that

\[
\begin{bmatrix}
\dot{x} \\
\dot{v}
\end{bmatrix} = J_N(q)\dot{q} = \begin{bmatrix}
J(q) \\
N(q)
\end{bmatrix} \dot{q} ,
\]

where \( N(q) = (Z(q)M(q)Z^T(q))^{-1}Z(q)M(q) \) and \( v \) is an additional nullspace velocity. One can show that by this choice the extended Jacobian \( J_N(q) \) is non singular and the inverse is given by

\[
J_N^{-1}(q) = \begin{bmatrix}
J^+u(q) & Z^T(q)v
\end{bmatrix} ,
\]

where \( J^+u(q) \) denotes the dynamically consistent weighted pseudo inverse defined as

\[
J^+u(q) = M^{-1}(q)JT(q)(J(q)M^{-1}(q)JT(q))^{-1} .
\]

The joint velocity can thus be computed from the Cartesian velocity and the nullspace velocity via

\[
\dot{q} = J^+u(q)\dot{x} + Z^T(q)v .
\]

From (2) and (5) it is straightforward to rewrite (1) in the extended velocity coordinates as

\[
\begin{bmatrix}
\dot{x} \\
\dot{v}
\end{bmatrix} = J_N^T(q)(\tau + \tau_f - g(q)) ,
\]

with the matrices \( \Lambda(q) \) and \( \Gamma(q, \dot{q}) \) given by\(^4\)

\[
\Lambda(q) = \begin{bmatrix}
\Lambda_s(q) & 0 \\
0 & \Lambda_n(q)
\end{bmatrix}
\]

\[
\Lambda_s(q) = (J(q)M^{-1}(q)JT(q))^{-1} \Lambda_n(q) = Z(q)M(q)Z^T(q)
\]

and (omitting the dependences)

\[
\begin{bmatrix}
\Gamma_x(q, \dot{q}) & \Gamma_{xn}(q, \dot{q}) \\
\Gamma_{nx}(q, \dot{q}) & \Gamma_n(q, \dot{q})
\end{bmatrix}
\]

\[
\Gamma_x = \Lambda_s(JM^{-1}C - \bar{J})J^+u \quad \Gamma_{xn} = \Lambda_n(JM^{-1}C - \bar{J})Z^T \\
\Gamma_{nx} = -\Lambda_nT \quad \Gamma_n = \Lambda_n(NM^{-1}C - N)Z^T .
\]

\(^2\)I.e. it fulfills the condition \( J(q)Z^T(q) = 0 \).

\(^3\)I.e. it fulfills the condition \( J(q)M^{-1}(q)N^T(q) = 0 \).

\(^4\)Notice that using a dynamically consistent nullspace projector the matrix \( \Lambda(q) \) is block diagonal.
III. CONTROLLER DESIGN

In this section we present the control law that extends our previous results on generation of asymptotically stable limit cycles [5]. As in [5], the idea is to impose $n - 1$ constraints to the system and generate a limit cycle for the zero dynamics. Although, the proposed controller is able to deal with model uncertainty of the type presented in Section II, e.g. disturbances due to friction. Since the design of the controller is carried on in two independent steps, the friction compensation cannot be achieved with standard techniques, as we will discuss in more details later on in Section III-D.

To this end, the part of the controller responsible for forcing the system to evolve on a 1-dimensional submanifold of the configuration space is modified using a sliding mode approach as in [19], which is robust to model uncertainty and guarantees asymptotic convergence. For the “remaining dynamics”, on the other hand, it is not as straightforward to apply a sliding mode approach. For this reason, in the nullspace we use an adaptive approach to compensate for the disturbance as in [20].

Before presenting the main result of the paper, the previous methods are quickly reviewed in order to make the reader familiar with the terminology and the notation.

A. The adaptive control in a nutshell

The adaptive tracking control law presented in [20] is given by a feedback term proportional to the sliding variable $s$ (which is a linear combination of the velocity and position tracking errors) and a feedforward term which uses an estimation of the unknown parameters. Given a positive definite matrix $P$, the estimation is computed using an adaptive law which renders the positive definite function

$$V_s = \frac{1}{2} (s^T M(q)s + \hat{\pi}^T P^{-1} \hat{\pi}) ,$$

a Lyapunov function, where $\hat{\pi} = \hat{\pi} - \pi$ is the error between the estimated and real parameters. In particular, the estimation is updated as

$$\dot{\hat{\pi}} = -PY^T(q, \dot{q}, \dot{q}_r, \dot{q}_r)s ,$$

where $Y_r$ is the Slotine-Li regressor and $\dot{q}_r = \dot{q} - s$. The control scheme is as in Fig. 2.

B. The dynamic sliding PID control in a nutshell

The dynamic sliding PID control [19] uses, as the control law in [20], a sliding variable $s$. Nevertheless, unlike in [20], the control input is not chosen in order to obtain an asymptotically stable dynamics for the sliding variable, but to obtain a stable dynamics in terms of the output $s_r$ of the dynamic system

$$\dot{s}_d = -\kappa s_d ,$$

$$\dot{\sigma} = \text{sgn}(\tilde{s}) ,$$

$$s_r = Q_s \sigma + \tilde{s} ,$$

together with the Lyapunov function

$$V_s = \frac{1}{2} \tilde{s}^T \tilde{s} ,$$

are used, since they imply the sliding mode condition $\tilde{s}^T \tilde{s} \leq -\mu |\tilde{s}|, \mu > 0$ [24]. In this way, the tracking errors are constrained to evolve on a submanifold that has an exponential solution toward zero [19].

C. Main result

For a given desired configuration $q_d \in \mathbb{R}^n$, such that $x(q_d) = 0$, let $U(q)$ be a positive definite $C^1$ function on the 1-dimensional submanifold defined by $x(q) = 0$ and having its minimum at $q_d$. In other words, we require that $q_d$. $U(q)$ and $x(q)$ are chosen such that $U(q)$ has a unique constrained local minimum at $q_d$, i.e.

- $U(q) \geq 0$ and $U(q) = 0 \iff q = q_d, \forall q : x(q) = 0$
- $x(q_d) = 0$.

![Fig. 2: The adaptive Slotine - Li control. The matrix $K_r$ is positive definite and diagonal.](image1)

![Fig. 3: Dynamic sliding PID control. The matrix $K_s$ is positive definite and diagonal.](image2)
Consequently, the desired configuration $q_d$ can be obtained as

$$ q_d = \arg \min_q U(q) $$

s.t. $x(q) = 0$.  \hspace{1cm} (12)

The necessary condition for optimality of the minimization problem, obtained using the Lagrange multipliers $\Lambda$, is

$$ \nabla_q U(q) + J^T(q)\Lambda = 0, $$

so that pre-multiplying by the nullspace base matrix $Z(q)$ we obtain $n(q) := Z(q)\nabla_q U(q) = 0$, where $n(q)$ can be seen as a local nullspace coordinate [25]. Concluding, $q_d$ is the unique configuration with coordinates $x(q_d) = 0$, $n(q_d) = 0$.

At this point, the function $U(q)$ is used to define the “energy - like” function

$$ H(q, \dot{q}) = \frac{1}{2} \dot{q}^T M(q) \dot{q} + U(q), $$

consisting of the physical kinetic energy and a virtual potential energy. Defining $\dot{H} = H(q, \dot{q}) - H_d$, our goal is to regulate $\dot{H}$ to the desired value $H_d$, i.e. $\dot{H} \rightarrow 0$ as $t \rightarrow \infty$. The desired value $H_d$ influences the shape of the limit cycle. As rule of thumb, one can consider that when the regulation goal is achieved and the kinetic energy is zero, the desired energy is equal to the virtual potential energy and therefore it directly influences the maximum amplitude of the oscillations.

According to the dynamic sliding PID control, we define the sliding variable as

$$ s = \dot{x} + D_s x, $$

and the nominal reference as

$$ \dot{s}_r = \dot{x} - s_r = -D_s x + s_d - Q_s \sigma, $$

being $s_r$ the output of the system (9). Given the system (1) with Assumption (A1) - (A2), let $K_H, \alpha, \kappa \in \mathbb{R}$ be positive scalars, $D_s, K_s, Q_s \in \mathbb{R}^{(n-1) \times (n-1)}$ positive definite diagonal matrices and $p \in \mathbb{R}^{p \times p}$ a symmetric positive definite matrix, then the proposed nonlinear controller is (omitting the dependences)

$$ \tau = g + J^T_N \begin{bmatrix} 0 & \Gamma_{xn} & \Gamma_{xn}^T \\ \Gamma_{xn} & 0 & \Gamma_{xn}^T \\ \Gamma_{xn}^T & \Gamma_{xn} & 0 \end{bmatrix} \begin{bmatrix} \dot{x} \\ v \\ f_s \\ f_n \end{bmatrix}, $$

where

$$ f_s = \Lambda_s \dot{x}_r + \Gamma_{xn} \dot{x}_r - K_s s_r, $$

$$ f_n = -K_H \dot{H} v + Z(\dot{Y} \dot{\pi} - \nabla_q U). $$

Using the state vector $\chi = (q, \dot{q}, \dot{v}, s_d, \sigma, \dot{\pi})$, the closed loop system is:

$$ \dot{q} = J^{vu} \dot{x} + Z^Tv $$

$$ \Lambda_s \dot{s}_r + (\Gamma_s + K_s) s_r = J^{vu} T \dot{Y} \dot{\pi} $$

$$ \Lambda_n \dot{v} + (\Gamma_n + K_H \dot{H}) v + Z \nabla_q U = Z \dot{Y} \dot{\pi} $$

$$ \dot{s}_d = -K s_d $$

$$ \sigma = \text{sgn}(\dot{s}) $$

$$ \dot{\pi} = -P^T Z \dot{H} v, $$

where the signals $s_r, \dot{s}_r, \dot{v}$, and $s$ are functions of the state only.

**Theorem 1 (Main result):** For any $H_d > 0$, the nonlinear autonomous system (20) has bounded solutions converging to a closed attractive orbit defined by

$$ \mathcal{L}_d = \{ \chi \mid \dot{H} = 0, \ x(q) = \dot{x} = 0, \ s_d = 0, \sigma = \sigma^*, \dot{\pi} = \dot{\pi}^* \}, $$

for some constant $\sigma^*$, $\dot{\pi}^*$ satisfying the conditions $\dot{\pi}^* + K_s \dot{Q}_s \sigma^* = J^{vu} T \dot{Y} \dot{\pi}^*$ and $v \nabla Y (\dot{\pi}^* - \pi) = 0$ respectively.

**Proof:** The proof is based on Theorem 2 that we have formulated in the Appendix.

Using the positive semidefinite $C^1$ function of the state (11), it is shown in [19] that $\mathcal{A} = \{ \chi \mid x(q) = \dot{x} = 0, s_d = 0, \sigma = \sigma^* \}$ is the largest invariant set within $E = \{ \chi \mid V_s = 0 \}$. In the proof the derivative of $V_s$ along the flow of the system is computed, leading to

$$ V_s = \ddot{s}^T \dot{s} = - \ddot{s}^T Q_s \text{sgn}(\ddot{s}) + \ddot{s}^T \dot{s}_r. $$

Given Assumption (A2) and choosing $K_s$ big enough it is possible to show that $\dot{s}_r$ is bounded. If the minimum eigenvalue of $Q_s$ is also chosen big enough, then the sliding mode condition $\ddot{s}^T \dot{s} \leq -\mu |\dot{s}|$, with $\mu > 0$, is enforced for all time. From that the convergence of $\ddot{s}$ to zero follows and, given its expression, also the convergence of $x(q)$ and $\dot{x}$. Therefore, $\mathcal{A}$ will be the largest invariant set within $E$, with $\dot{\chi} = J^{vu} T \dot{Y} \dot{\pi}^*$.

If we prove that $\mathcal{L}_d$ is invariant for (20), it is conditionally attractive to $\mathcal{A}$ and the solutions are bounded, then all the requirements of Theorem 2 are satisfied and $\mathcal{L}_d$ will turn out to be attractive for the whole system (20). To show the invariance of $\mathcal{L}_d$, it is enough to show that it is conditionally invariant to $\mathcal{A}$, since the latter is itself an invariant set. To this end, let us consider the system

$$ \dot{q} = Z^Tv $$

$$ \Lambda_n \dot{v} + (\Gamma_n + K_H \dot{H}) v + Z \nabla_q U = Z \dot{Y} \dot{\pi} $$

$$ \dot{\pi} = -PY^T Z \dot{H} v, $$

with $x(q) = \dot{x} = 0$, i.e. (20) conditionally to $\mathcal{A}$. Computing the derivative of $\dot{H}$ along the flow of (22), results in

$$ \dot{H} = -K_H \dot{v}^2 \dot{\pi} + v \nabla Y \dot{\pi}, $$

which, together with (20f), shows that $\dot{H}$ and $\dot{\pi}$ will not change when starting from $\mathcal{L}_d$. To prove the attractiveness we use the positive definite function

$$ V_n = \frac{1}{2} (\dot{H}^2 + \dot{\pi}^T P^{-1} \dot{\pi}), $$

with derivative $\dot{V}_n = \dot{H} \dot{H}^2 = -K_H \dot{v}^2 \dot{\pi}^2 \leq 0$. From LaSalle’s invariance theorem, we can conclude that the positive limit set $\mathcal{L}_d^+$ is given by the largest positive invariant set $\mathcal{M}_n$ within the set $E_n = \{ \chi \mid v = 0 \text{ or } \dot{H} = 0 \}$, i.e. the set where $\dot{V}_n = 0$. Beside $\mathcal{L}_d$, $\mathcal{M}_n$ contains also equilibrium points satisfying the condition $n(q^*) = Z \dot{Y} \dot{\pi}$, so the convergence to $\mathcal{L}_d$ cannot be inferred directly. On the other hand, choosing $W_n = -V_n$ and using Lemma 1, we can conclude that $E_n$ does not contain
D. Controller discussion

The control law, as the methods it is based on [19], [20], cannot guarantee asymptotic stability because no stationary value can be known a priori for \( \sigma \) and \( \dot{x} \). These variables are part of the state of the closed loop system together with the original state of the robot. The latter will always converge to a state satisfying the conditions: \( H = 0 \) and \( x(q) = \dot{x} = 0 \), as expressed in Theorem 1. As a result, the physical states of the closed loop system, i.e. the state of the robot, will always converge to the same values.

The torque generated by the controller, as shown in Fig. 4, is due to three contributions: a dynamic reshaping of the system, the torque provided by the sliding mode part of the controller and finally the one generated by the adaptive part. The last two are dynamically decoupled and responsible for forcing the system to evolve on a 1-dimensional submanifold and for creating the attractive closed orbit respectively. The dynamic reshaping part of the controller compensates for the gravity torque and the coupling terms in the Coriolis matrix. The entry \(-\Gamma_{\text{nn}}^T\) is not actually necessary for the stability analysis, since it has no influence when the system has reached the set \( \mathcal{A} \). Nevertheless, in this way, we obtain a power conserving term

\[
\tau_d = J^T_q \begin{bmatrix} \mathbf{0} & \Gamma_{\text{nn}} \end{bmatrix} \begin{bmatrix} \dot{x} \\ \mathbf{0} \end{bmatrix},
\]

where \( \tau_d^T q = 0 \). Although \( \tau_d \) compensates for the coupling terms in the Coriolis matrix, it does not decouple the dynamics in the two spaces. The remaining blocks of the Coriolis matrix are, in fact, still function of the whole state.

In the analysis it is required that \( x(q) \) and \( \dot{x} \) converge to zero. Therefore, a chattering free sliding mode approach is a perfect candidate for the task. On the other hand, a sliding mode control cannot be used for the zero dynamics.

Although the energy error can be used as sliding variable with relative degree \( r = 1 \), after differentiation the control input would not appear multiplied by the sliding variable itself, as it is for example in [20]. An adaptive method can be used in this case. It is also clear that, once it has been chosen to adapt the parameters in such a way that convergence is guaranteed for the zero dynamics, the same parameters cannot be adapted with a different law to guarantee the convergence to the constraint submanifold. In other word, it is possible to design the adaptation law for one of the two subparts of the controller. This explains why we could not use an adaptive approach also to enforce the constraints.

Finally, in our framework we require a perfect knowledge of the system matrices. The main reason why this cannot be avoided in the current state is that we need to compute the nullspace projector \( N(q) \), for which the inertia matrix of the robot is required.

IV. Experiment

The proposed control law is evaluated in an experiment with the humanoid robot TORO described in [27], which was developed at the German Aerospace Center (DLR). The robot has 27 degrees of freedom with a height of 1.7 m and a mass of about 77.5 kg.

In [5] a detailed analysis for different type of constraints and different choices of the virtual potential function \( U(q) \) was presented. Therefore in this section we will only focus on comparing the proposed control law to the previous approach for given functions \( x(q) \) and \( U(q) \).

a) Friction model: We assume that the unknown torques \( \tau_f \) in (1) can be expressed as

\[
\tau_f = \text{diag}(f_1, f_2) q + \text{diag}(f_3) \text{sgn}(q),
\]

where \( f_1, f_2, f_3 \in \mathbb{R}^n \) are the vectors of the unknown coefficients of the viscous and Coulomb friction respectively. The previous torques can be expressed using

\[
Y = \begin{bmatrix} \text{diag}(q) & \text{diag}(\text{sgn}(q)) \end{bmatrix}, \quad \pi = \left[f_1^T \quad f_2^T \right]^T.
\]

b) Desired configuration and constraint function: In this example the constraint submanifold is given directly in the joint space. TORO is using its legs to maintain balance, while the 12 joints of the arms are forced on a 1-dimensional submanifold defined by the constraint function

\[
x_i(q) = q_i - q_{d_i} - q_c, \quad i = 2, \ldots, 12,
\]

where \( q_c \) is used to couple the elbow joint of the right arm to the second joint of the shoulder of the same arm, i.e. \( q_{c_i} = 5q_i \) while the rest of the entries are zero. Finally \( q_{d_i} \) is chosen to be the desired configuration shown in Fig. 5. It is worth to notice that choosing \( q_{d_i} = 0 \), then the condition \( x(q_d) = 0 \) is satisfied.

c) Potential function: A simple choice for the virtual potential is given by

\[
U(q) = \frac{1}{2} k_a \|q - q_d\|^2,
\]
where $k_n = 40 \, \text{Nm/rad}$. $U(q)$ so defined is clearly positive definite on the 1-dimensional submanifold and with its minimum at $q_d$.

d) Results: Given the definition of $x(q)$, the resulting motion will be an oscillation similar to a handshake in which the first shoulder joint works as limit cycle generator with the elbow joint coupled to it, while the remaining ones will keep the desired position.

In order to highlight the role of the friction compensation the gain $K_H$ is set very low ($K_H = 5 \, \text{s/rad}^2$). Because of that the convergence of the energy error is poor and, in case of no compensation, the friction is the predominant effect and no oscillation is achieved, although the robot is pushed three times by the experimenter. The plot of the energy is shown in Fig. 6, where the three high peaks correspond to the three interactions between the robot and the experimenter. On the other hand, using the friction compensation, the energy is oscillating around the desired value after few seconds, as shown in Fig. 7. In both cases the value of the desired energy is $H_d = 0.2 \, \text{J}$.

The values of the gains used for the experiment are listed in Table I.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
Parameter & Value & Unit \\
\hline
$\kappa$ & 30 & \\
$Q_1$ & 0.07 & \text{s} \\
$D_S$ & diag(32, 60, 50, 66, 51, 51) & \text{s} \\
$K_S$ & diag(5, 2.5, 2.1, 5, 1, 1) & \text{Nm/ rad} \\
$P$ & diag(10, ..., 10, 1, ..., 1) & \text{rad}^2/\text{Nm}^2 \\
\hline
\end{tabular}
\caption{Gains used for one arm in the experiment.}
\end{table}

\paragraph{e) Discussion:} In Fig. 7 the energy oscillates around its desired value, although convergence was theoretically expected. Measurement noise, flexibility of the structure and model uncertainties are a possible cause for this phenomenon. We suppose that the mismatch between the real model and the one used by the controller is the main reason for the oscillations in the recorded signal. The behavior can, in fact, be reproduced in simulation when using an incorrect model for the controller and disappears when the model is perfectly known, as it can be seen in Fig. 8. In the simulation the robot starts with a higher deviation from the submanifold compared to the experiment. This causes the big overshoot in the plot, since the total kinetic energy is used in the definition of $H(q, \dot{q})$, but still a perfect convergence is achieved. The friction model used is as in (26), where the values of the parameters are unknown for the same controller used for the experimental setup. This kind of model uncertainty, as discussed in Section III-D, cannot be handled by the current state of the controller. Nevertheless, the experiment gives the opportunity to test the robustness of the proposed approach. Although it was not formally shown, the behavior results to be periodic even if the energy error does not converge exactly to zero, showing that the effect of the model uncertainty is a distortion of the expected attractive closed orbit.

\section{V. CONCLUSIONS}

We have addressed the problem of generating attractive closed orbits, for fully actuated robots. In order to cope with friction always present in real systems, we have extended our previous results using a combination of standard approaches

\footnote{During this phase the term proportional to the energy error is acting like a damping, so no unexpected oscillations will be produced.}
for uncertain models. Standard friction compensation techniques cannot be applied directly if we want to keep the design of the control law separated in two steps, as in our previous work. The reason is that no interferences between the two parts of the controller are allowed when compensating the friction. The approach has been validated in an experiment using the humanoid robot TORO, which confirms the improvement in the performances compared to our previous approach.

A possible scenario where to apply these concepts is bipedal robotics, where often the goal is to obtain periodic motion patterns. The hybrid nature of such systems sets some challenges that need to be overcome before using directly the results of this paper. Nevertheless, assuming a simplified switching behavior of the dynamic equations and step to step control strategies could allow to use a similar approach for the contact phase of the robot. Such a topic is currently under investigation. In particular, the use of elastic actuators appears very appealing in these cases. In the last years these actuators are spreading more and more, because of the possibility to achieve higher performances and improve the efficiency of actuation through the energy stored in the springs. Therefore, using an energy based approach, we expect to be able to exploit the benefits of such actuators, for example replacing the virtual potential used in this work with the real potential of the elastic elements.

Appendix

Let us consider the first order dynamic system

\[ \dot{x} = f(x), \]  

(29)

where \( x \in \mathcal{X} \subseteq \mathbb{R}^m \) is the state of the system and \( f : \mathcal{X} \to \mathbb{R}^m \) is a Lebesgue measurable function. The equation is understood in the sense of Filippov [28], i.e. (29) is replaced by the equivalent differential inclusion obtained using its convex regularization [28]. Existence of solutions can be guaranteed with the notion of upper-continuity of set-valued functions [28]. We denote with \( x(t; x_0) \) the absolutely continuous solution satisfying the differential inclusion almost everywhere, starting from \( x_0 \) and evaluated at the time instant \( t \). with \( x(0; x_0) = x_0 \).

Given a set \( \Omega \subseteq \mathcal{X} \), the following definitions apply.

- (Distance): \( d(x, \Omega) \doteq \min_{y \in \Omega} \|x - y\| \)
- (Open ball): \( B_r(\Omega) \doteq \{x \in \mathcal{X} \mid d(x, \Omega) < r\} \)
- (Closed ball): \( \bar{B}_r(\Omega) \doteq \{x \in \mathcal{X} \mid d(x, \Omega) \leq r\} \)
- (Sphere): \( S_r(\Omega) \doteq \{x \in \mathcal{X} \mid d(x, \Omega) = r\} \)
- (Conditional attractiveness): \( \Omega \) is attractive conditionally to \( \mathcal{A} \) if \( \Omega \subset \mathcal{A} \) and \( \exists \delta > 0 \) such that \( \forall x_0 \in B_\delta(\Omega) \cap (\mathcal{A} \Rightarrow \lim_{t \to \infty} d(x(t; x_0), \Omega) = 0 \)

**Lemma 1** ([29]): Let \( \mathcal{L}^+ \) be the positive limit set (ω-limit set) of a bounded solution of a dynamical system. Given some technical assumptions [29], a \( C^1 \) scalar function of the state \( W \) such that \( W \geq 0 \) along the flow of the system and indicating with \( E \) the set where \( W = 0 \), then \( \mathcal{L}^+ \) and \( E \) have nonempty intersection. Moreover if \( \mathcal{L}^+ \) does not reduce to a single point, then \( \mathcal{L}^+ \cap E \) does not contain any stable equilibrium point.

**Lemma 2** ([30]): If a solution \( x(t; x_0) \) of (29) is bounded and belongs to \( \mathcal{X} \) for \( t \geq 0 \), then its positive limit set \( \mathcal{L}^+ \) is a nonempty, compact, invariant set. Moreover, \( x(t; x_0) \) approaches \( \mathcal{L}^+ \) as \( t \to \infty \).

**Theorem 2** (Convergence with semidefinite functions): Let \( \Omega \) be an invariant set for (29), and let \( V(x) \) be a differentiable function defined in \( B_\delta(\Omega) \subseteq \mathcal{X} \) such that \( V(x) \geq 0 \forall x \in B_\delta(\Omega), V(\Omega) = 0 \) and \( V(x) \geq 0 \forall x \in B_\delta(\Omega) \).

If \( \Omega \) is attracting conditionally to the largest positively invariant set \( \mathcal{M} \) within \( E = \{x \in B_\delta(\Omega) \mid V(x) = 0\} \) and the solutions are bounded, then \( \Omega \) is attractive.

**Proof:** Let \( \alpha = \min_{x \in \Omega \cap \mathcal{A}} V(x) \), \( \alpha > 0 \), and take \( \beta \) such that \( 0 < \beta < \alpha \). Define \( \Omega_\beta = \{x \in B_\delta(\Omega) \mid V(x) \leq \beta\} \).

Since \( \Omega_\beta \) is a compact positively invariant set, by virtue of LaSalle’s invariance theorem then every solution starting in \( \Omega_\beta \) approaches \( \mathcal{M} \) as \( t \to \infty \). Since the solutions are bounded, then \( \exists \delta > 0 \) such that \( x(t; x_0) \in B_\beta(\Omega), \forall t \geq 0 \). Using Lemma 2, the positive limit set \( \mathcal{L}^+ \) is such that \( \mathcal{L}^+ \subset B_\delta(\Omega) \cap \mathcal{M} \). Additionally, since \( \Omega \) is attracting conditionally to \( \mathcal{M} \), then \( \lim_{t \to \infty} d(x(t; x_0), \Omega) = 0 \) if \( x_0 \in B_\delta(\Omega) \cap \mathcal{M} \). Let us now assume by contradiction that \( \mathcal{L}^+ \) is not \( \Omega \). Choosing \( x_0 = y \in \mathcal{L}^+ \neq \Omega \) we reach a contradiction. ■

Acknowledgment

This research is partly supported by the Initiative and Networking Fund of the Helmholtz Association through a Helmholtz Young Investigators Group (Grant no. VH-NG-808).

References


