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Zusammenfassung


Abstract

Urban areas have undergone major changes in the last decades. Especially in developing countries, megacities with more than 10 million inhabitants have developed. The number of such huge urban agglomerations is predicted to rise to 41 until 2030. The increasing influx of urban dwellers inevitably leads to the formation of informal settlements with poor living conditions. Monitoring, analysis and mapping of slums are necessary to provide information about such settlements and thus tackle these increasing challenges.

Therefore, SAR remote sensing images are used in this study for an extensive mapping of slums conducted in Mumbai, India. In a broad experimental setup textural and morphological features are analyzed for the slum discrimination in an urban landscape. Two state-of-the-art supervised classification algorithms are compared in the experiments. By utilizing an area-wide reference data set, detailed accuracy assessment techniques are applied to determine the classification quality.

The results indicate that it is possible to classify the urban landscape by using textural image features with an Overall Accuracy of 88.58% utilizing a Random Forest classifier. However, lower class specific accuracies of the slum areas show that slum mapping remains challenging. A patch based accuracy assessment proves that it is most difficult to detect small slum areas in the urban landscape. Furthermore, an experimental feature reduction experiment indicates that more image features are needed to detect slums than to discriminate urban and non-urban landscapes.
1 Introduction

1.1 Background

One of the most crucial challenges for mankind in the 21st century will be the increasing urbanization. It is the most important influencing factor to society's demographic alterations (United Nations 2010). The global urbanization trend of the last decades indicates that the urban living environment has undergone significant changes. Moreover, this trend has been predicted to continue and increase even further in the upcoming years (United Nations 2014).

The lion’s share of the changes to urban population will take place in cities which are home to more than one million people (for comparison see figure 1.1). “Megacities”, which are cities with more than ten million inhabitants, were home to seven percent of the world’s urban population in 1990. By 2014 they increased their share to twelve percent of all urban dwellers around the world living in only 28 megacities. This trend is expected to continue until there will be more than 40 megacities in 2030, most of which being located in the Asian countries (United Nations 2014).

The most significant changes to urban areas in the last decades took place in the developing countries around the world, where millions of people moved to the cities in the hope of finding labor. This leads to an increasing need of housing at affordable cost and inevitably to sub-standard living conditions and even illegal dwellings when capacities are exhausted (United Nations 2014). If accompanied by unbalanced economical growth, arising informal settlements, also called slums, will be a result of the concentration of poor urban dwellers. They are subsequently about to experience economical, political, cultural and social exclusion (United Nations 2010). On today’s planet of slums (cf. Davis 2006) approximately more than one billion people are facing these problems and this number is expected to increase up to one and a half billion by 2020 (Arimah 2010). In consequence of the Millennium Development Goal 7D set by the United Nations to “achieve, by 2020, a significant improvement in the lives of at least 100 million slum dwellers” several countries, most prominently China, India and Indonesia, tried to face these problems of modern urbanization. Even though many slum dwellers globally experienced improvements in the living environment, for example by means of water sources, living space or sanitation facilities, further effort is needed to improve the living conditions of yet more people around the globe (United Nations 2013).

To be able to identify slums in the first place, it is necessary to define the terms informal
settlement and slum. The United Nations (2010) build their definition of slums upon the small scale of households:

“A slum household consists of one or a group of individuals living under the same roof in an urban area, lacking one or more of the following five amenities:

1. durable housing (a permanent structure providing protection from extreme climatic conditions);
2. sufficient living area (no more than three people sharing a room);
3. access to improved water (water that is sufficient, affordable and can be obtained without extreme effort);
4. access to improved sanitation facilities (a private toilet, or a public one shared with a reasonable number of people); and
5. secure tenure (DE FACTO or DE JURE secure tenure status and protection against forced eviction). [...]"

Depending on the cultural region, the country, or their location within the city context, these sub-standard living environments are often named differently. For example Graybill et al. (2016, p. 31) state that “[...] slums tend to be found in old, run-down areas of inner cities (sometimes, paradoxically on very valuable land)”. Squatter settlements on the other hand are “[...] usually located on the outskirts of cities in the developing world” and are “typically newer and comprised of makeshift dwellings erected without official permission on land not owned by squatters”. These settlements lack essential services like electricity or sewerage and no plans of long-term development are conducted in order to improve living conditions. In India, slums have been defined by the Indian government’s Slum Areas (Improvement and Clearance) Act of 1956 as dwellings with buildings which

“[...] are by reason of dilapidation, overcrowding, faulty arrangement and design of such buildings, narrowness or faulty arrangement of streets, lack of ventilation, light or sanitation facilities, or any combination of these factors, are detrimental to safety, health or morals [...]”.

Yet, these poor living conditions and health-threatening circumstances do not only affect slum dwellers but can also have an impact on the health of the urban population when interaction is induced by mobility (Graybill et al. 2016). Therefore, it is even more necessary to develop ways to tackle these challenges to modern society. As one possible guideline, the United Nations (2013, p. 50) are building upon the lessons learned by well-functioning improvements of slum settlements and to tackle the growth of slums. They name monitoring and analysis as few of the important steps to improve the lives of many urban dwellers in the future.

In order to raise awareness of the location and spatial extent of such sub-standard living environments, it is necessary to develop mapping techniques which are capable of visualizing, outlining and quantifying slums in relevant regions. Yet, in the definition of slums by the United Nations (2010) several properties of the living environment are pointed out which in part cannot be derived from physical measurements. However, aside from these semantic properties of
slums, the physical environment can be utilized as the visual representation of these indicators (Taubenböck and Kraff 2014). An analysis of slum areas in different cities around the world showed that, despite individual local characteristics, the most important properties of slums are high building densities as well as low building heights, small building sizes and irregular geometric alignment (Taubenböck and Kraff 2015). These properties of the highly dynamic urban bodies require modern mapping techniques to keep track of differences in intra-urban structures such as slums. Therefore, in this study the term slum will be used for any kind of sub-standard or poor living environments which can be derived from physical measurements in urban areas. For reasons of readability, the term *slum* therefore comprises multiple terminologies such as *squatter settlement* or *informal settlement*.

### 1.2 State of Research

One method of slum monitoring and analysis is the interpretation of modern satellite images. These provide extensive inventories of physical measurements of the Earth’s surface. However, in the case of slums, only limited official geographic information about the characteristics of these settlements is available. Data sources include for example census data but such data sources are often inconsistent or lack detailed information about the spatial extent (Kuffer et al. 2016).

In order to describe the physical properties of slums, Kohli et al. (2012) identified unique characteristics of slums from around the world in their Generic Slum Ontology (GSO). These characteristics refer to three spatial levels and are represented in six general indicators (see figure 1.2). While the level of “Environs” refers to the slums within their broader urban context and therefore mostly depends on auxiliary data such as socio-economic status, the levels of “Settlement” and “Object” relate to measurable physical properties of the urban environment at a high level of spatial detail. Today, with modern (very)-high resolution (HR / VHR) imaging satellites, these characteristics have become accessible for mapping and quantitative analysis.

![Figure 1.2: General indicators at three spatial levels to describe the Generic Slum Ontology (Kohli et al. 2012)](image)

Following this ontology, the “Object” level indicators include for example building characteristics like the shape, size, materials or orientation. In recent studies it has been demonstrated that these properties can be extracted from VHR imagery. In fact, VHR optical data, topographic maps or high resolution digital elevation models (DEM) were used to delineate building footprints and heights or roofing materials (Niebergall et al. 2008; Tuia et al. 2009; Wurm et al. 2009; Baud et al. 2010; Wurm et al. 2011, 2014; Taubenböck and Kraff 2014). Also, linear geometries like...
roads in informal settlements were extracted by Nobrega et al. (2008). However, only few studies concentrated on the extraction of information on Object level (Kuffer et al. 2016). Instead, research focused on the indicators on the “Settlement” level. These describe properties like the building density or shape of the slums on a city block or district level. Compared to formal settlements, slums show extremely high building densities. In order to measure this, in slum mapping textural measures derived from HR and VHR optical sensors have been proven to constitute useful information to describe the settlement density (Pacifici et al. 2009; Graesser et al. 2012; Engstrom et al. 2015; Duque et al. 2015).

While the aforementioned methods were mostly developed using optical sensors, clouds and other atmospheric influencing factors can impair the usability of such satellite images for interpretation. Especially in tropical regions, which most of the developing countries are located in, clouds are predominant throughout the year. Therefore it is difficult to find sufficient and coherent imagery for large areas of megacities.

Active imaging systems like Synthetic Aperture Radar (SAR) on the other hand can provide images even if the circumstances hinder optical sensors from getting unimpaired images. By actively “illuminating” the Earth’s surface with long waved electromagnetic waves which penetrate by clouds and aerosols, these sensors are able to provide images under all weather conditions and also during the night. Moreover, SAR allows for acquisition of the shift in polarization of the electromagnetic waves and, by comparison of sent and received signal, draw conclusions about the surface properties.

Especially since the advent of high-resolution sensors like TerraSAR-X and TanDEM-X, SAR data can also be used for analyzing small scale features of the urban landscape. Hence, previous studies showed that individual characteristics of slums used to define the Generic Slum Ontology. For instance, the settlement density was described by textural features for urban land use classification (Du et al. 2015) and also slum discrimination (Dell’Acqua and Gamba 2003; Lisini et al. 2012; Wurm et al. 2017). Furthermore, the analysis of polarization content allows for the inclusion of information about the surface morphology – a promising improvement in urban area mapping (Chaabouni-Chouayakh and Datcu 2010).

However, despite all major progress in slum mapping, most studies focus on small regions for methodological development but do not yet create city-wide not to mention global slum inventories (Kuffer et al. 2016). Hence, the all-weather and all-day acquisition possibilities of (V)HR SAR imagery can significantly improve the data availability for large-area slum mapping.

1.3 Scope of this Study

The aim of this study therefore is to explore the capabilities of high-resolution partially polarized SAR imagery for large-area slum mapping. For this purpose, an extensive study area in the city of Mumbai, India, covering about 550 km² is chosen for investigation. Thus, more than 450 slums of various sizes, structures and within different urban contexts are included in this analysis. The area of investigation was covered by two partially polarized TerraSAR-X and TanDEM-X scenes from 2013.

The morphological differences between slums and other urban bodies influence the backscattering mechanisms of the electromagnetic waves of these SAR sensors. By utilizing the Ken-
naugh matrix these scattering mechanisms are resolved from the partially-polarized signal. Therefore, an existing framework is used to generate a set of Kennaugh elements (Schmitt et al. 2015) to include the polarization content of the actively acquired SAR images to improve slum mapping.

In a broad experimental setup, the discriminatory influence of different image characteristics for slum detection is examined. In addition to the polarization content of the images also textural and morphological elements were included to describe the slums on the Settlement level following the GSO. Therefore, textures based on the Gray Level Co-occurrence Matrix (GLCM) (Haralick et al. 1973) and differential morphological profiles (DMP) (Benediktsson et al. 2003) are derived. Afterwards the two modern machine learning algorithms Linear Discriminant Analysis (LDA) and Random Forest (RF) are used in a supervised classification scheme to derive labeled maps. Throughout the study these two classifiers are compared with respect to their classification quality in the context of slum mapping with SAR images.

Since slum dwellings often occupy only a small share of a city’s total area (Taubenböck and Kraff 2015), a pixel based classification has to take this imbalanced class distribution into account. This very common problem in the field of data mining (Weiss 2004) also occurs in remote sensing classification approaches (e.g. Wright and Gallant 2007; Williams et al. 2009). Therefore, it is necessary to account for this imbalance both during the training data sampling for the creation of a supervised classification model as well as during the accuracy assessment of the results. Since accuracy measures aggregate myriads of correctly or incorrectly classified pixels into single numbers, it is important to be able to interpret the results correctly considering an imbalanced distribution. Thus, several sampling techniques and class specific accuracy assessment measures are discussed and applied to the case of slum detection.

This case study of slum mapping in the megacity Mumbai using SAR image features is guided by the following research questions:

1. Is it possible to delineate slums and formal settlements with partially polarized SAR imagery?
2. Which textural or morphological image features are best fitted for slum classification?
3. How can the classification accuracy be assessed sufficiently in an imbalanced setup?

At the beginning of this thesis the used image and reference data are introduced in detail and the creation of textural and morphological image features is described in section 2. Afterwards, in section 3, the methodological background of image classification is presented and training data sampling as well as accuracy assessment are approached on a theoretical level before elaborating the methods used in this study. Additionally, the experimental setup of the case study is described in detail in this section. Subsequently, The results are presented in section 4 which is followed by a detailed discussion in section 5 before the findings are concluded in section 6.
2 Image Data and Preparation

To analyze the suitability of SAR image features for slum mapping, the Indian city Mumbai was chosen as the study area. Several data sets were used to validate the classification results. In section 2.1 of this chapter the area of investigation will first be outlined with a short profile of the city followed by a description of the used reference data sets in section 2.2. Then, the used satellite data is described in detail in section 2.3. Afterwards, the calculated image features are introduced in section 2.4.

2.1 Study Area

Mumbai is located on the western coast of the Asian subcontinent India. Settled since the stone age the city of Mumbai, formerly called Bombay, was once of great importance for Portugal’s and Britain’s colonial empires. The city grew to become one of India’s richest cities and the financial and commercial center of the country (Pacione 2006).

Mumbai’s population increased from 3 million in 1950 to 12.5 million in 2011 within the city’s administrative boundaries covering about 600km². The metropolitan area of Greater Mumbai counts about 21 million inhabitants (UNPD 2011). Since 1975, the constructed area has increased nearly eight-fold due to the enormous influx of people and restrictive urban policy (Taubenböck and Kraff 2015).

Despite the city’s wealth, various slums are situated in Mumbai, including Dharavi which is said to be one of the largest slums in Asia. This slum alone is estimated to be home to about 300,000 to 1 million dwellers (Pacione 2006; Taubenböck and Kraff 2014). Depending on the reference the overall share of slum dwellers in Mumbai varies well between 39% (Pacione 2006, p. 235), 55% (Asha 2006) and up to nearly 60% (Dutt et al. 2016, p. 408). Even if they probably represent more than the half of the population of Mumbai, they only occupy about 15% of the urban area (Taubenböck and Kraff 2015). Therefore, the city of Mumbai is well-suited to develop and test slum mapping techniques.

2.2 Reference Data

Due to acquisition properties SAR, two areas of interest (AOIs) are selected which are presented as black boxes in figure 2.1. For this area of investigation, an area-wide set of reference polygons is used to identify the prevalent land cover types on the ground (Taubenböck and Wurm 2015). This data contains three semantic classes, namely slums, urban and other. While the first two classes include the urban land cover inventory such as informal and formal settlements, office buildings or industrial areas, the latter comprises all natural land cover types like vegetation, water and bare soil (see figure 2.1).

The reference for the land use / land cover (LU/LC) class slum was acquired from visual image interpretation of VHR optical satellite imagery by Taubenböck and Wurm (2015) and is manually adapted to the acquisition date of the used satellite images. The spatial level of detail is specified to city block level. Since the acquisition of the class slum is limited to the physical appearance of this specific settlement type, in this study the term slum is used for settlements which fit several morphological properties like
• densely built area (> 50% covered by houses / dwellings),
• low building heights (1 - 2 stories),
• low accessibility of major roads (only small paths between the dwellings),
• low amount of green space,
• mostly flat-roofed houses with low-quality building materials.

An example of a slum in Mumbai within its urban context is presented in figure 2.2. The small shacks are built densely together with a homogeneous low building height. A chaotic system of small paths connects to only very few bigger access roads. Furthermore, the building materials, especially the rusted corrugated iron roofs, indicate lacking resources for high-quality housing. This example of the Dharavi slum also gives an impression of how slums are embedded next to non-slum environments houses.

The derived slum areas of Mumbai vary in size, shape and location in the city. Since it is the aim of this study to map slums based on textural and morphological image features, the slums' sizes are of major importance. The two AOs hold a total of 454 slum patches (152 in AOI 1 and 302 in AOI 2) which cover about 1400ha and 2000ha, respectively. The distribution of the sizes of the individual slum patches for each AOI is depicted in figure 2.3a. The histograms indicate that most of the slums in this area are smaller than ten hectares and only few patches are larger.
than that. This is also expressed by the cumulative size (figure 2.3b). The major share of the total slum area is held by only few huge patches. These differences in the sizes of slums have to be considered in the accuracy assessment, since especially the small slum patches (with a size of about 50m × 50m) are probably nested in other LU/LC classes and are therefore more difficult to delineate with the used image features (see figure 2.4).

The reference area for the land cover class urban is derived from the Global Urban Footprint (GUF) (Esch et al. 2013). It holds all man-made built-up urban landmass on the Earth’s surface as binary image layer. With its 12m spatial resolution it provides fine-scale information about inventories of urban land cover with global coverage and can therefore also be used in regional studies (Klotz et al. 2016). However, the original GUF contains many artifacts of the non-urban class within urban areas holding very few pixels which are reduced by a 3 × 3 majority filter as shown in figure 2.4. By utilizing this unique data set the LU/LC class urban is available with an area-wide reference as well. From its original spatial resolution of 12m, the GUF is adapted to fit the resolution of the used satellite imagery, that is 2.5m.

The third LU/LC class other was assumed for all areas where neither the land use urban nor slum was prevalent. This class then included areas covered with water, forests, shrubs, bare soil

---

**Figure 2.2: Dharavi slum in Mumbai at different scales (Image source: GoogleEarth©)**

**Figure 2.3: Slum patch size analysis**

(a) Patch size distribution  
(b) Cumulative size
Figure 2.4: Global Urban Footprint before (middle) and after (right) artifact reduction

or other natural land cover. Moreover, since the GUF only includes built-up man-made structures, it has to be noted that also large, homogeneously flat surfaces like airport runways or parking lots were not included in the GUF and thus labeled as *other.*

### 2.3 Partially Polarized SAR Data

Originally developed based on a system to aid aircraft navigation, Radio Detection And Ranging (RADAR) imaging systems are used for remote sensing. In contrast to optical sensors, RADAR systems “illuminate” the Earth’s surface, that is they actively send pulses of microwaves towards the ground and receive the backscattered signal (Moore et al. 1983, p. 430 f.). The wavelength $\lambda$ of these microwaves is in a range of centimeters. Its length determines the penetration of surface materials as well as the minimum surface roughness needed for backscattering effects (Elachi 1987, p. 170). The way the microwaves are sent and received differs between *Real Aperture Radar* (RAR) and *Synthetic Aperture Radar* (SAR) systems. In RAR sensors the length of antenna sending out the microwaves determines along-track ground resolution, also called azimuth (Moore et al. 1983, p. 434). In order to generate high or very high ground resolutions, the antenna would have to be very long, which is not practicable in operational satellites (Elachi 1987, p. 203). In contrast, SAR systems synthesize a long antenna in order to achieve such high or very high resolutions (Moore et al. 1983, p. 445).

SAR sensors compensate the missing long antenna to generate high azimuth resolutions by using the Doppler effect. Multiple overlapping microwave beams illuminate the Earth's surface as illustrated utilizing a point target in figure 2.5. Thus, objects on the ground are illuminated multiple times. However, since one object should only be mapped once, the nearest position to the sensor has to be determined. This position can be identified by inferring it from the frequency $f$ with which the wave has left the sensor. Waves that are backscattered by objects ahead of the sensor are compressed due to the Doppler effect, that is their frequency increases. In contrast, waves backscattered by objects lying behind the sensor are stretched, i.e. their frequency
Yet, the frequency is not changed when the object lies exactly beneath the sensor. Taking advantage of this physical phenomenon, it is possible to determine the wave which is sent out at the nearest point to an object (Elachi 1987, p. 207).

![Figure 2.5: Doppler history of a point target as recorded by a SAR Sensor sending overlapping pulses of electromagnetic waves (adapted from Elachi (1987, p. 207))](image)

In contrast to passive optical sensors, the backscattered signal of active SAR depends on the orientation of objects on the ground in relation to the sensor and its flight direction. Therefore, similar objects might have different signatures in the backscattered signal. Moreover, topography has a strong influence position of objects in the image since the distance to the sensor and therewith the travel time of the signal is changed.

The backscattered signal does not only contain information about the intensity but also about the polarization of the wave as a complex signal. Since it is also possible to determine the polarization incidence, which can be both horizontal (H) and vertical (V), four combinations of sent and received signal are possible: HH, HV, VV and VH. The polarization of the backscattered signal is influenced by the composition of the objects on the ground (Elachi 1987, p. 168 f.). The four polarizations (i.e. "quad-pol") can be summarized in the Sinclair scatter matrix $S$:

$$S = \begin{bmatrix} S_{HH} & S_{HV} \\ S_{VH} & S_{VV} \end{bmatrix}$$ (1)

By decomposing the polarizations, it is possible to differentiate the scattering mechanism which the signal has been exposed to. These mechanisms include odd bounce (e.g. on flat surfaces), double bounce (e.g. on house walls) and volume scattering (e.g. on vegetated land). Yet, since the acquisition of all four polarizations would decrease the spatial resolution, modern satellite systems do predominately acquire dual-pol SAR images (Schmitt et al. 2015). These polarizations are HH & VV as co-pol and HH & VH or VV & HV as cross-pol. However, common decomposition methods cannot be applied to these dual-pol images. To overcome this limitation, Kennaugh elements use the elements of the scatter matrix for decomposition (Schmitt and Brisco 2013). In this study the TSX and TDX images with polarization modes HH/VV and VV/VH are used. Their Kennaugh elements derived for co-pol data are
\( k_0 = \frac{1}{2} \{ |S_{HH}|^2 + |S_{VV}|^2 \} \)

\( k_3 = -\text{Re}\{S_{HH}S_{VV}^*\} \)

\( k_4 = \frac{1}{2} \{ |S_{HH}|^2 - |S_{VV}|^2 \} \)

\( k_7 = \text{Im}\{S_{HH}S_{VV}^*\} \) \hspace{1cm} (2)

and for cross-pol

\( k_0 = |S_{VV}|^2 + |S_{VH}|^2 \)

\( k_1 = |S_{VV}|^2 - |S_{VH}|^2 \)

\( k_5 = \text{Re}\{S_{VH}S_{VV}^*\} \)

\( k_8 = -\text{Im}\{S_{VH}S_{VV}^*\} \) \hspace{1cm} (3)

respectively. That is, \( k_0 \) measures the intensity of the backscattered signal. According to Schmitt and Brisco (2013), the Intensity \( k_0 \) and intensity differences \( k_3, k_4 \) etc. are normalized to achieve a uniform distribution.

\[ k_0 = \frac{k_0 - 1}{k_0 + 1} \text{ and } k_i = \frac{k_i}{k_0} \text{ for } i \in [1, \ldots, 9] \] \hspace{1cm} (4)

These elements are grouped by the scattering events Absorption \( (k_{1,2,3}) \), Diattenuation \( (k_{4,5,6}) \) and Retardance \( (k_{7,8,9}) \) and the three coordinate directions parallel \( (k_{1,4,7}) \), diagonal \( (k_{2,5,8}) \) and circular \( (k_{3,6,9}) \) (cf. figure 2.6) (Kerwien 2007). Kennaugh elements are directional by definition which is why they range from -1 to 1. Additionally, the Kennaugh element framework (Schmitt et al. 2015) derives the absolute values of these scattering events. They are also used in this study to include both directional and non directional information about the scattering events. Furthermore, Polarizance reflects the \( l^2 \)-norm of all Kennaugh elements \( k_{1-9} \) and an additional Scale layer derives information about non coherent scattering from multi-looking calculations.

| \( || \) | \( X \) | \( O \) | \( || \) | \( X \) | \( O \) | \( || \) | \( X \) | \( O \) |
|---|---|---|---|---|---|---|---|---|
| \( k_0 \) | \( k_1 \) | \( k_2 \) | \( k_3 \) | \( k_4 \) | \( k_5 \) | \( k_6 \) | \( k_7 \) | \( k_8 \) | \( k_9 \) |

**Intensity**

Absorption  | Diattenuation  | Retardance

**Polarizance**

\( | | \) = parallel  \( X \) = diagonal  \( O \) = circular

**Figure 2.6: Kennaugh elements and derived scattering events**

The data used in this study has been acquired by the sensors TerraSAR-X (TSX) and TanDEM-X (TDX) in X-band (that is with a wavelength of \( \lambda = 3cm \)). The individual acquisition properties and times are summarized in table 2. The Kennaugh elements were provided by
the automated Kennaugh-element framework (Schmitt et al. 2015). Figure 2.7 shows selected Kennaugh element images of the Dharavi slum in Mumbai. Water and vegetation (in the northern part of the image) are represented as more homogeneous and darker areas, whereas the urban and slum areas show more heterogeneous and brighter values.

Table 2: Acquisition properties of SAR image data

<table>
<thead>
<tr>
<th>Polarization</th>
<th>AOI</th>
<th>Acquisition date</th>
<th>Flight direction</th>
<th>Sensor</th>
<th>Incidence angle</th>
</tr>
</thead>
<tbody>
<tr>
<td>HH/VV</td>
<td>1</td>
<td>09/29/2013</td>
<td>Descending</td>
<td>TSX</td>
<td>33.7°</td>
</tr>
<tr>
<td>VV/VH</td>
<td>1</td>
<td>11/12/2013</td>
<td>Descending</td>
<td>TDX</td>
<td>33.7°</td>
</tr>
<tr>
<td>HH/VV</td>
<td>2</td>
<td>10/10/2013</td>
<td>Descending</td>
<td>TDX</td>
<td>34.7°</td>
</tr>
<tr>
<td>VV/VH</td>
<td>2</td>
<td>04/12/2013</td>
<td>Descending</td>
<td>TSX</td>
<td>34.7°</td>
</tr>
</tbody>
</table>

Figure 2.7: Kennaugh elements for $HH/VV$ (top) and $VV/VH$ (bottom) polarizations with slum outlines (yellow)

2.4 Image Features

In order to describe the image content, different image features are calculated for the used partially polarimetric information from Kennaugh-elements. The selection of these image features is based on the spatial domain of the reference data, that is city block level. This refers to the Settlement level in the GSO. Hence, textural parameters are investigated based on the Grey Level Co-occurrence Matrix and additionally Differential Morphological Profiles are applied. Both describe the images based on the spatial neighborhood of the pixels. Their derivations are explained in detail in the following sections.
2.4.1 Gray Level Co-Occurrence Matrix

The Grey Level Co-Occurrence Matrix (GLCM), introduced by Haralick et al. (1973), is an established way of describing texture in gray scale images based on gray tone spatial dependencies. Thus, they are well suited for object description in SAR images by means of neighborhood-aware enrichment (Shanmugan et al. 1981). GLCM have been proven to provide useful additional image features in various studies in the field of remote sensing (e.g. Soh and Tsatsoulis 1999; Habermeyer and Schmullius 1997; Pesaresi et al. 2008; Pacifici et al. 2009; Tuia et al. 2009; Graesser et al. 2012; Du et al. 2015; Masjedi et al. 2016).

The GLCM features describe the texture of an image $I$ based on the neighboring conditions of individual gray levels within a specific area. This neighborhood, also called kernel $K$, is defined as a matrix with a size of $n \times n$ pixels. During the GLCM calculation the kernel is applied on the whole image $I$ in a moving-window approach in a way so that at one point in the course of the calculation every pixel of the original image takes up the position of the kernel’s centering pixel. Subsequently, the co-occurrence for each pixel can be calculated as described in the following and depicted in figure 2.8.

![Figure 2.8: Example of a image kernel holding gray values (left) and the resulting secondary gray level co-occurrence matrix (right)](image)

The pairs of neighboring pixels within the kernel $K$ are transferred to a derivate matrix which then holds the number of co-occurrences of gray value pairs. This co-occurrence matrix is defined as an $m \times m$ matrix with $m$ being the number of unique gray values in the image $I$. The distance between two compared pixels can be defined by the shift $S$, with $S = 1$ indicating a direct neighborhood of the respective pixels in a certain direction. Figure 2.8 presents an example of a simple $3 \times 3$ kernel (left) within an image. For this kernel the horizontal neighborhood with a shift of 1 is transferred to the derivate matrix (right). In this example the combination $0 \rightarrow 0$ or $0 \leftarrow 0$ occurs 4 times as it is transferred to the co-occurrence matrix. GLCM can be calculated in four directions (i.e. horizontally, vertically and (twice) diagonally) as shown in figure 2.9. By taking the average of all four directions ($0^\circ$, $45^\circ$, $90^\circ$ and $135^\circ$), a rotation invariant GLCM feature set is created.

On the basis of the co-occurrence matrix thusly created (cf. figure 2.8 right), several second-order metrics can be calculated using matrix algebra. Resulting values can then be returned into the centering pixel of $K$. In this study the Mean, Variance, Homogeneity, Contrast, Dissimilarity, Entropy and Angular Second Moment are calculated which are available in the glcm R package (Zvoleff 2016).

It is important to mention that such a moving-window approach leads to a smoothing of the
Figure 2.9: Possible shift directions for gray values in neighborhood of 9 connected pixels

Image. This effect increases with larger kernel sizes as the percentage of change by moving of the kernel to the next pixel decreases with a higher amount of respected pixels. That is, by moving a $3 \times 3$ matrix one pixel forward 33% of the pixels are changed. Yet, when moving a $5 \times 5$ matrix one pixel further only 20% of the pixels are replaced. In other words, the ratio of changing pixels by moving a $n \times n$ kernel is therefore equal to $\frac{1}{n}$.

The dimensions of the kernels were chosen with regard to the size of the land use class of interest, namely slums. It was furthermore assumed that the size of kernel $K$ would influence the quality of textural features for slum detection. Hence, the sizes of the kernel were set to $11 \times 11$, $21 \times 21$, $41 \times 41$, $81 \times 81$, $121 \times 121$ and $161 \times 161$ to test this hypothesis. Considering an image resolution of 2.5m, these kernels correspond to boxes with an edge length of 27.5m, 52.5m, 102.5m, 202.5m, 302.5m and 402.5m, respectively. Figure 2.10 shows the original $HH/VV_{k_0}$ image and two derived GLCM textures of the Dharavi slum.

Figure 2.10: Example of a SAR image and its derived GLCM textures; Coloring of GLCM images: red: Angular second moment, green: Variance, blue: Entropy

It was found that the computational effort was heavily dependent on the number of unique gray levels in the image and with that the size of the co-occurrence matrix. Therefore, the original images were resampled to a value range from 0 to 10.

These 7 GLCM individual measures were calculated for the 9 Kennaugh element layers of 2 polarization modes, resulting in sets with a total of 126 layers. Furthermore, these sets were derived for 6 different kernel sizes and for both areas of interest. This highly dimensional data in combination with the reference data was later used as input to build supervised image classification models.
2.4.2 Mathematical Morphologies and Morphological Profiles

Additionally to GLCM textures, Differential Morphological Profiles (DMP) are used in this study to expand the image feature space. These profiles of mathematical morphology (MM), which was first introduced by Serra (1982), are based on set theory. Initially used to describe the shape of objects within a binary matrix environment, MM were adapted to gray scale images by Sternberg (1986) and Haralick et al. (1987). In this context, gray scale images are considered as topographical reliefs in which higher and lower gray values comply with higher and lower elevation, respectively (Sternberg 1986; Tuia et al. 2009). Mathematical morphology and morphological profiles have been applied in various settings for image analysis and remote sensing (e.g. Bellen et al. 2008; Fauvel et al. 2008; Tuia et al. 2009; Waske et al. 2009; Du et al. 2015; Geiß et al. 2016).

The basic morphological operators are Erosion and Dilation which are depicted in figure 2.11. The structuring element (SE) – in this case a circular object – is applied to the binary image that holds an original object. The Erosion $\varepsilon_N$ of an image $f(p)$ is the point-wise minimum of all gray values within the structuring element $N_G(p)$

$$\varepsilon_N f(p) = \{\land f(p') | p' \in N_G(p) \cup f(p)\},$$  \hspace{1cm} (5)

whereas the Dilation $\delta_N$ of the image is defined as the point-wise maximum within the structuring element (Pesaresi and Benediktsson 2001; Tuia et al. 2009)

$$\delta_N f(p) = \{\lor f(p') | p' \in N_G(p) \cup f(p)\}.$$  \hspace{1cm} (6)

Consequently, in gray scale images erosion promotes dark features, dilation on the other hand promotes bright objects. Emerging from the combination of these two morphological operators, Opening $\gamma_N f(p)$ is the Dilation of an eroded image as

$$\gamma_N f(p) = \delta_N \varepsilon_N f(p),$$  \hspace{1cm} (7)

whereas Closing $\varphi_N f(p)$ is the Erosion of a dilated image (Pesaresi and Benediktsson 2001) as

$$\varphi_N f(p) = \varepsilon_N \delta_N f(p).$$  \hspace{1cm} (8)

Figure 2.11: Example of Erosion (left) and Dilation (right) of a binary image using a circular structuring element (Tuia et al. 2009)
Moreover, especially in gray scale images extending the morphological operators Opening and Closing with Reconstruction provide useful information for image analysis (Vincent 1993). Thus, two additional operators arise, Opening By Reconstruction (OBR) and Closing By Reconstruction (CBR). Basically, original gray values are opened by reconstruction when an eroded image \(I\) is reconstructed with the point-wise minimum of its iterative dilation \(J\) under \(I\) until stability is reached (Pesaresi and Benediktsson 2001).

\[
\rho^I(J) = \bigvee_{n \geq 1} \delta^I_{(n)}(J) | \delta^I_{(n)} = \delta^I_{(n+1)}
\]

In contrast, closing by reconstruction can be described as the dilated image \(I\) being reconstructed with the point-wise maximum of its iterative erosion \(J\) under \(I\) until stability is reached.

\[
\rho^*I(J) = \bigwedge_{n \geq 1} \varepsilon^I_{(n)}(J) | \varepsilon^I_{(n)} = \varepsilon^I_{(n+1)}
\]

It occurs, that the size of the structuring element influences the detectability of the individual object. Thus, small objects would be detected by a small SE and eliminated by a large one. Likewise, larger objects would be discovered by large SE while they would show high heterogeneity with small SE. Within the urban context one can assume a high variability of object sizes. Therefore, Pesaresi and Benediktsson (2001) added a multi-scale approach to mathematical morphologies: Morphological Profiles (MP). Morphological Profiles are created by the combination of Opening and Closing with differently sized structuring elements. The morphological opening profile \(\Pi \gamma(x)\) is defined as

\[
\Pi \gamma(x) = \{ \Pi \gamma_\lambda : \Pi \gamma_\lambda = \gamma^\lambda(x), \ \forall \lambda \in [0, \ldots, n] \},
\]

whereas the morphological closing profile \(\Pi \varphi(x)\) is defined as

\[
\Pi \varphi(x) = \{ \Pi \varphi_\lambda : \Pi \varphi_\lambda = \varphi^\lambda(x), \ \forall \lambda \in [0, \ldots, n] \},
\]

where \(\gamma^0(x) = \varphi^0(x) = I(x)\) is the original value of the image \(I\) at point \(x\). Consequently, these profiles hold the original image \(I\) and all morphological Openings and Closings (By Reconstruction) of \(n\) differently sized structuring elements. Therefore, it is possible to calculate the difference between each adjacent layer, resulting in a so called Differential Morphological Profile or Derivate Morphological Profile (DMP) (Pesaresi and Benediktsson 2001; Benediktsson et al. 2003). The differential opening profile is defined as

\[
\Delta \gamma(x) = \{ \Delta \gamma_\lambda : \Delta \gamma_\lambda = |\Pi \gamma_\lambda - \Pi \gamma_{\lambda-1}|, \ \forall \lambda \in [1, \ldots, n] \}
\]

while the differential closing profile is defined as

\[
\Delta \varphi(x) = \{ \Delta \varphi_\lambda : \Delta \varphi_\lambda = |\Pi \varphi_\lambda - \Pi \varphi_{\lambda-1}|, \ \forall \lambda \in [1, \ldots, n] \}.
\]

When combined to a full profile, DMPs hold information about which structures in the image can be detected by the different sized structuring elements. As figure 2.12 shows, small structures
like houses or huts are better detected by smaller $N_C(p)$, whereas larger structuring elements appear to incorporate structures on a larger city block level.

![Image of morphological profile]

**Figure 2.12: Derivate of a Morphological Profile of $HH/VV_{k_0}$. Slums for orientation shown in yellow. Top: Opening By Reconstruction, bottom: Closing By Reconstruction**

In this study, the basic morphological operators are calculated for the image data using the *EBImage* package in R (Pau et al. 2010). However, since reconstruction filtering is not available in the package, it is implemented as proposed by Vincent (1993, p. 18).

In this study, DMPs are calculated using a box shaped kernel as structuring element with sizes from 3 to 35 pixels with an increment of 4. This resulted in a profile depth of 9 layers for each opening and closing and is applied to the intensity Kennaugh elements $k_{0}$ layers of both polarization modes, thereby generating a feature space of 36 layers.
3 Image Classification

After introducing the used reference and image data, in this chapter the image classification process is described in detail. First, the classification approaches used in this study are outlined in section 3.1. Afterwards, the creation of a sufficient training data sample is exemplified on a theoretical basis in section 3.2 before introducing the overall and class specific accuracy assessment methods on an abstract level in section 3.3. At the end of this chapter in section 3.4, the experimental setup of this study is outlined.

3.1 Image Classification

The creation of thematic maps using the properties of satellite images is called classification. Thematic classes are assigned to each pixel by an algorithm based on the characteristics of the image features (Richards and Jia 2006, p. 193). As an example, a tiled roof reflects mostly red light, while a green forest can be easily distinguished by green light. By creating a two-dimensional feature space using red and green optical light, these two classes can usually be separated by a single line. Yet, in more complex classification problems with higher dimensional feature spaces, advanced classification algorithms are required to discriminate the labeled classes. Many of such algorithms are able to generate thematic classifications with high accuracies, however, they are not able to present a complete reflection of reality (Wurm 2013, p. 57).

In this study two classification methods – the Linear Discriminant Analysis (LDA) and the Random Forest (RF) algorithm – are compared with respect to their advantages and disadvantages for classification of partially polarized SAR images in an urban context. This comparison is performed both quantitatively and visually. This section outlines the basic functionalities of the two classification algorithms used.

3.1.1 Linear Discriminant Analysis

Introduced by Fisher (1936) for plant taxonomy, LDA has lately been used for classification of geographical data in various studies including hyperspectral image data, which is known for its high dimensional feature spaces (e.g. Gong et al. 1997; Herold et al. 2003; Puissant et al. 2005; Wurm et al. 2016). By projecting an n-dimensional feature space into a one dimensional coordinate system (Wurm et al. 2016), LDA is more efficient than various other modern classifiers. Subsequently, the detailed approach in forming a linear discriminant function is summarized according to Backhaus et al. (2011) and Wurm et al. (2016).

After defining the labeled classes or groups $g$ (in this case $g = 3$: Slums, urban and other), LDA uses $p$ variables to discriminate $n$ observations (i.e. training points). Therefore, $k = \min(g - 1, p)$ discriminant functions $Y$ are calculated using the $p$ variables

$$ Y_K = b_0 + b_1 X_1 + b_2 X_2 + \cdots + b_k X_k, \tag{15} $$

where $Y$ is the discriminant variable, $b_0$ is a constant, $b_i$ are the discriminant coefficients and $X_i$ are the feature variables. In a case with more than two groups the first discriminant function is
estimated by maximizing the discriminatory criterion

$$\Gamma = \frac{\text{inter-group scattering}}{\text{intra-group scattering}} = \frac{\sum_{K=1}^{g} N_k (\bar{Y}_K - \bar{Y})^2}{\sum_{K=1}^{g} \sum_{J=1}^{N_K} (\bar{Y}_{JK} - \bar{Y}_K)^2}$$

(16)

with the training points $N (N = 1, \ldots, n_G)$ of the group $G$ ($G = 1, \ldots, g$). Its maximum value

$$\gamma = \max(\Gamma)$$

(17)

is also called Eigenvalue and defines the first discriminant function. All further functions are arranged to describe the remaining scattering. After defining all $k$ discriminant functions, an unlabeled feature space can be assigned to the $g$ classes.

As one useful tool, especially with huge feature spaces, the importance of the individual variables $p$ to the class discrimination can be assessed. The Mean standardized Discriminant Coefficient (MDC) $\bar{b}_P$ describes the discriminatory influence of the variable $P$ in all discriminant functions by

$$\bar{b}_P = \sum_{K=1}^{k} |b_{PK}^* \cdot PV_K$$

(18)

with the standardized discriminant coefficient

$$b_{PK}^* = b_{PK} \cdot s_P$$

(19)

and the the percent of variance

$$PV_K = \frac{\gamma_K}{\sum_{i=1}^{k} \gamma_i}$$

(20)

of the discriminant function $K$. $s_P$ describes the standard deviation of the feature variable $P$. Thus, it is possible to identify the most important descriptive variables. Especially for applications with high dimensional spaces it is often necessary to reduce the number of variables to achieve a reduction of computational cost. At the end of the study an overview of the MDC values is presented and discussed. The Linear Discriminant Functions and classification models are calculated using the R package MASS (Venables and Ripley 2002).

### 3.1.2 Random Forest

Another way of classifying unlabeled observations from a feature space is based on decision trees. In recent years a classification algorithm using large ensembles of such trees has gained interest: The Random Forest (RF) classifier. Introduced by Breiman (2001), the Random Forest creates a collection of individual decision trees based on randomly picked samples from all training observations. This classification algorithm is is capable of competing with other state-of-the-art classification methods like Support Vector Machines, Neural Networks, Discriminant analysis, Generalized Linear Models and others within a variety of classification setups (Fernández-Delgado et al. 2014). Also, in the fields of image processing and remote sensing, results of
higher accuracies were obtained using RF than with other classifiers (Rodriguez-Galiano et al. 2012; Kulkarni and Lowe 2016) and it was therefore used in several studies (e.g. Zhu et al. 2012; Beijma et al. 2014; Du et al. 2015; Engstrom et al. 2015; Peerbhay et al. 2015; Belgiu and Drăguț 2016; Hariharan et al. 2016). Even in environments with a highly imbalanced class distribution (see Japkowicz and Stephen (2002)) Random Forests proved to perform well in comparison to other state-of-the-art classification algorithms, like Support Vector Machines, Bagging or Boosting (Khalilia et al. 2011; Stumpf and Kerle 2011). Moreover, Pal (2005) clarified that the RF algorithm is easier to use than Support Vector Machines, since there are only few user defined parameters in RF. However, the RF algorithm was called a “black box” (e.g. Prasad et al. 2006), as it was not possible to examine how the individual trees are grown. Much like the LDA, RF provides the possibility to assess the importance of the input variables for the classification outcome. With large feature spaces, this is deemed useful for feature selection in order to reduce computational effort (Belgiu and Drăguț 2016).

The creation of the Random Forest of trees is based on the bootstrap aggregating, also called “bagging”, (Breiman 1996) of the input variables. While bagging the input data, different subsets of the data are randomly permuted with replacement. This approach has been demonstrated to improve classification accuracies and to reduce the instability of the basic learning mechanism (Dietterich 2000). Random Forests extend bagging by using a random set of variables at each split during the creation of each individual tree. Thus, accuracy is improved while strength is maintained and furthermore the approach is faster than bagging (Breiman 2001).

The processes of the classification and prediction of Random Forest models are depicted in figure 3.1. In the training phase (A) a user defined number \( n_{\text{tree}} \) of Classification and Regression Trees (CART) (Breiman et al. 1984) is built. Here, two examples are shown in which different sets of variables \( i \) and observations \( j \) are chosen to build individual classification trees. In the classification phase (B), an unlabeled observation (d) is classified with all trees. The class which is ultimately assigned to the observation is determined by the most frequent result of all trees (i.e. majority vote).

During the creation of a Random Forest numerous trees are built. Consequently, one major advantage of RF is that only limited generalization error is possible, which is the error resulting from the total population in contrast to the error of the training data. That is, Random Forests are not prone to overfitting (Prasad et al. 2006). Another advantage of RF is that only two parameters have to be defined by the user: the number of trees \( n_{\text{tree}} \) used for each split during the creation of the trees. Even though it was found that the classification accuracy is more sensitive to \( m_{\text{try}} \) than to \( n_{\text{tree}} \) (Ghosh et al. 2014; Kulkarni and Sinha 2012), increasing the former has a big influence on the computational costs (Belgiu and Drăguț 2016).

In this study, the Random Forests were calculated with the \texttt{randomForest} package for \texttt{R} (Liaw and Wiener 2002). The two user defined parameters were set to \( n_{\text{tree}} = 750 \) and \( m_{\text{try}} \) was set to the square root of the total number of input variables (which is the default value within the package). To reduce computational time, the model creation was adapted for parallel processing.

Samples which are not selected by the bagging of the training data set can be used for a performance evaluation of each tree as an out-of-bag (OOB) estimate. Thus, about one third of the training data set can be used for variable importance (VI) estimation. This importance is
evaluated based on the decrease of the OOB accuracy when excluding certain input variables for the creation of the trees. VI is therefore a measure of relative importance among all predictor variables (Prasad et al. 2006), similar to the MDC value of LDA.

VI calculated from RF based on CART (also used in the randomForest package) is often used for feature importance assessment. However, Strobl et al. (2007) demonstrated empirically that VI exhibits a bias in favor of variables that have more breaking points as well as correlated predictor variables. To overcome this bias Strobl et al. (2008) developed conditional inference trees (Hothorn et al. 2006), as a new approach to form random trees. Implemented in the R package party, these forests were used for VI-ranking in order to show the influence of feature reduction exemplarily in this case study.

3.2 Training Data Sampling

The collection of training data samples is often an expensive task, since in situ measurements take up a lot of time and oftentimes financial effort (Congalton and Green 2008, p. 63). In this study the rare case of having an area-wide reference data set, however, introduced the issue of how to create a sufficient training data set. Basically, a training sample represents points which are connected to both LU/LC classes from the reference data and the image features on a spatial level. This sample is used to create the feature space needed for model training. By having an area-wide reference layer, it is possible to imagine several spatial patterns in which these points could be aligned. Subsequently, the advantages and disadvantages of the individual samples are
approached and their influence on the classification outcome is discussed on a theoretical level.

A few of such spatial alignments of the training samples will be outlined while presenting the considerations taken into account for their creation in detail. In the following, four different sampling distributions are outlined, each building upon its prior approaches. The aim of this chapter is 1.) to demonstrate the importance of training data sampling and 2.) to present the training data set used in the final methodological workflow of this study. Thereby the focus rests on the demands on the training data set in order to create an optimal classification model.

Beforehand, however, it is important to summarize the special characteristics of the data used in this study:

- Texture features calculated using a moving-window approach lead to smoothing of the image content.
- The reference shows an extremely imbalanced class distribution.
- In SAR imagery the orientation of objects on the Earth’s surface in relation to the sensor has significant influence on the backscattering characteristics.
- The size of the sample has a huge impact both on the representation of the actual feature space and on computational resources needed for the creation of the model.
- Due to the large dimensions of the feature space (holding 120+ image layers), it is assumed to be impossible for the user to conceive its characteristics.

Manual Selection of Training Areas

One approach of collecting training samples is to delimit individual training areas manually for each LU/LC class, which might seem to hold characteristic structures. This is one of the most common ways of collecting samples in remote sensing, since it comes with very low financial and time effort. Within the selected areas all pixels are used for training purposes as it is shown in figure 3.2. During the validation process, these manually selected areas are excluded from the accuracy assessment to avoid unwanted spatial cross-validation.

However, this again induces a certain kind of subjectivity to the training process. In fact, it is impossible to depict a sufficient feature space by manual selection, since the variation of intra-urban classes is too broad. This is the case, especially when considering the composition of spatial neighborhood environments (which is also described by kernel based textural image features) and the orientation of structures on the ground in dependency to the sensor’s position. Furthermore, this in remote sensing commonly used scheme of training data collection is irrelevant in this study, since area-wide reference data was available. Thus, cost-intensive in situ data acquisition is not driven by minimizing financial or temporal cost.

Random Spatial Sample

Another very common way of establishing a sample is by creating randomly distributed points in space. Thereby, the user’s subjective assumptions about representation of the labeled classes within the feature space are negligible, which might not represent significant characteristics of
the numerical feature space. However, as it can be seen in figure 3.3, especially in a setup with extremely imbalanced class distributions, the total number of points within the small class might be relatively small. Furthermore, the points might lie in very close spatial proximity to each other. Thus, it cannot be ruled out that some lie within the same pixel. Moreover, the smoothing effect of a moving kernel approach might lead to only negligible differences between adjacent pixels.

Spatially Equally Distributed Sampling

To tackle the problems of randomly selected training points, a spatially equally distributed training data set could be established (see figure 3.4). This is the only way to ensure that no pixel is used twice for the model training. For the creation and testing of the classification model such a data set could be divided randomly into two parts. Yet, in this study it was necessary to provide an extensive training data set in order to describe all the imaginable neighborhood relationships, especially for the discrimination between the two intra-urban LU/LC classes \textit{slum} and \textit{urban}. Therefore, a grid width of 37.5 m (\( \equiv 15 \) pixels) was chosen as a trade-off between generating
enough training points – especially for the small slum class – and the largest possible distance between the individual points. However, with increasing kernel size (and thus a higher degree of smoothing) the training points and their surroundings were labeled as the class of the training point itself. This lead to spatially biased results in favor of larger kernels, as at one point the surrounding pixels included validation points. Visually the classification results were also very smoothed and incapable of depicting the real borders of the individual land use classes.

Figure 3.4: Regular grid of spatial points

Spatially Incoherent Equally Distributed Sampling

All sampling methods above show disadvantages because of a spatial interference of training and validation data leading to a spatial bias, small amounts of training points in a case of imbalanced class distribution or subjectivity. Another approach of sampling uses the advantages of an area-wide reference data set, as present in this study, by dividing the image in half. One part of the image is then used for the training of a classification model. Afterwards, this model is applied to classify the other part of the image and vice versa (see figure 3.5).

The points are sampled equally distributed in space to include all possible characteristics of the urban landscape. Furthermore, an unbiased spatially incoherent accuracy assessment can be applied. Therefore, the influence of smoothing introduced by moving kernel textural features can be excluded.

However, one small drawback of this setup is that the training and prediction process has to be separated into two subtasks. In order to apply an accuracy assessment that includes all pixels, the two results have to be combined into one error matrix.

On the basis of the unique conditions in this study, training points were selected by spatially incoherent equally distributed sampling. For that the images were split in half horizontally in a northern and southern part. The land use classes urban and other were sampled with every 100th pixel (i.e. 10 × 10 pixels). Due to the under-representation of slums, this LU/LC class was sampled with every 16th pixel (i.e. 4 × 4 pixels). Table 3 shows the number of training points used per class for each area of interest as well as the total number.
3.3 Accuracy Assessment of an Imbalanced Class Distribution

In the field of supervised image classification, a machine learning model is applied to classify whole satellite image scenes or areas of interest. This model is trained with only a small representative subset of all the points to label (cf. section 3.1) and can therefore not represent the immense number of real properties but is only able to approximate these. For this reason, it is of major importance to assess the quality of this prediction process. Only thusly is it possible to receive a quantitative impression of the classification quality.

The accuracy of a remote sensing image classification can be assessed using different measures, both for the overall impression as well as for each individual class label. However, such measures compress the classification result into few numbers and can consequently be accompanied by information loss (Mosley 2013). Hence, it is important to select suitable accuracy measures for assessing the quality of the classification in this study.
Facing an imbalance of the land use classes in this study, some accuracy measures do not reflect the visual impression of the classification quality. Therefore, in this section the advantages and disadvantages of different overall and class specific accuracy measures are discussed by means of their usability within an imbalanced data set. At first, theoretical considerations are applied to detect the assets and drawbacks of the individual accuracy measures. Afterwards, best suited accuracy measures are selected for the quality assessment during the study at hand.

In remote sensing accuracy assessment is performed using the error matrix (Congalton and Green 2008, p. 57 f.), which is an \( n \times n \) matrix describing the correctly and incorrectly classified observations of an \( n \)-class problem. An exemplary error matrix for a two class case (event (1) or no event (0)) is depicted in figure 3.6. and holds the labels of all observations for reference and prediction. Thus, it is possible to quantify the observations which are labeled a.) correctly as event, meaning true positives \( TP \), b.) falsely as event, that are false positives \( FP \), c.) correctly as no event, namely true negatives \( TN \), and d.) falsely as no event, that are false negatives \( FN \).

Scaling up from the binary case, the matrix can also be built for \( n \) classes which would result in an \( n \times n \) matrix. However, for this theoretical approach to class specific accuracy measures the binary problem is used for reasons of clarity and comprehensibility.

### 3.3.1 Overall Accuracy Measures

The most common measure of determining the accuracy of a classified image is the **Overall Accuracy** \( OA \). It determines the percentage of correctly classified pixels (Congalton and Green 2008, p. 16 f.).

\[
OA = \frac{TP + TN}{total\, population} = \frac{TP + TN}{TP + FP + FN + TN}
\]  
(21)

Another measure widely used for quality assessment in remote sensing is Kappa (Cohen 1960). It is used to estimate the difference between an achieved classification result and a statistical fluke. \( \hat{K} \) is an estimate of the Kappa coefficient (Congalton and Green 2008) and is calculated with

\[
\hat{K} = \frac{n \sum_{i=1}^{k} n_{ii} - \sum_{i=1}^{k} n_{i+} n_{+i}}{n^2 - \sum_{i=1}^{k} n_{i+} n_{+i}}
\]  
(22)
assuming \( k \) as the number of rows of the error matrix, \( n_{ii} \) as the value in the \( i \)-th row and \( i \)-th column, \( n_{i+} \) as the sum of the \( i \)-th row and \( n_{+i} \) the column sum, respectively. The values ranging from -1 to 1 were classified according to their strength of agreement of the classification result by Landis and Koch (1977) as it can be seen in Table 4.

<table>
<thead>
<tr>
<th>Kappa value</th>
<th>Strength of agreement</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt; 0.00</td>
<td>poor</td>
</tr>
<tr>
<td>0.00 - 0.20</td>
<td>slight</td>
</tr>
<tr>
<td>0.21 - 0.40</td>
<td>fair</td>
</tr>
<tr>
<td>0.41 - 0.60</td>
<td>moderate</td>
</tr>
<tr>
<td>0.61 - 0.80</td>
<td>substantial</td>
</tr>
<tr>
<td>0.81 - 1.00</td>
<td>almost perfect</td>
</tr>
</tbody>
</table>

Even if \( OA \) and \( \hat{K} \) provide a good estimate of the classification as a whole, small classes in case of an imbalanced class distribution are under-represented in this measure (Mosley 2013). To address this shortcoming, class specific accuracy measures can be calculated. The Class Balanced Accuracy \( CBA \) weights the classification based on the absolute representation of the classes in the reference (Mosley 2013).

\[
CBA = \frac{\sum_{i=1}^{k} \max(n_{ii}, n_{i+}, n_{+i})}{k}
\]

with \( k \) being the number of classes (and therefore the number of rows and columns of the error matrix) and \( n_{ii} \), \( n_{i+} \) and \( n_{+i} \) defined as previously. \( CBA \) normalizes the overall accuracy by assuming an equal distribution of all classes.

### 3.3.2 Class Based Accuracy Measures

In addition to overall accuracy measures it is possible to assess the classification quality with regard to the individual labeled classes. The aim is to get an impression about the individual over and under classification as well as the reliability of the result for each class. In a binary case these classes correspond to positives \( P \) and negatives \( N \).

The Sensitivity (Altman and Bland 1994a), sometimes also referred to as Producer’s Accuracy, determines the share of correctly captured pixels of one class in relation to their complete reference.

\[
Sensitivity = \frac{TP}{P} = \frac{TP}{TP + FN}
\]

Sensitivity can therefore be seen as a measure which indicates how much of the area of a certain class is classified correctly.

On the contrary, Specificity measures the number of pixels which are labeled with any other
class (i.e. negatives $N$) in relation to the total number of negatives (Altman and Bland 1994a).

$$Specificity = \frac{TN}{N} = \frac{TN}{TN + FP}$$  \hspace{1cm} (25)

Thus, Specificity is a good indicator of the amount of over-classification by a certain class.

The Positive Predictive Value (PPV), also known as User’s Accuracy, (Altman and Bland 1994b) can be utilized to quantify the relation between correctly classified pixels $TP$ and the total number of thusly predicted pixels.

$$PPV = \frac{TP}{TP + FP}$$  \hspace{1cm} (26)

Therefore, the PPV is an indicator of how many pixels labeled with a certain class actually match this exact class in the reference.

### 3.3.3 Interpretation of Accuracy Measures

To approach the description of overall and class specific accuracy, respectively, six different theoretical scenarios of a two class problem are depicted in figure 3.7. These examples are used to characterize both overall and class specific accuracy measures in an imbalanced scenario which holds 10 observations (e.g. pixels) of positives and 100 observations of negatives, respectively. They highlight scenarios which might occur during a supervised classification process, with the individual error matrices quantifying the classification results.

In detail, example 1 (see fig. 3.7a) shows only correctly classified positives and negatives. On the other hand, in example 2 (see fig. 3.7b) positives are only classified outside of their corresponding reference area resulting in false negatives ($FN$) and false positives ($FP$). Example 3 (see fig. 3.7c) represents a classification scenario, which is neither covering the positive reference area completely nor creating any over-classification, whereas example 4 (see fig. 3.7d) holds very little $TP$ classifications but yet six times more over-classified pixels. Example 5 and 6 (see fig. 3.7e and 3.7f) show the same ratio between correctly classified and over-classified observations, yet varying their absolute number.

To identify the advantages and disadvantages of these overall and class specific accuracy measures, they are calculated for the examples in figure 3.7 and summarized in table 5. The class specific accuracy measures refer to the positives in the examples which, based on their total count, represent the smaller group.

<table>
<thead>
<tr>
<th>Examples</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>OA</td>
<td>1.00</td>
<td>0.81</td>
<td>0.95</td>
<td>0.86</td>
<td>0.90</td>
<td>0.90</td>
</tr>
<tr>
<td>$\hat{K}$</td>
<td>1.00</td>
<td>-0.1</td>
<td>0.65</td>
<td>0.05</td>
<td>0.39</td>
<td>0.24</td>
</tr>
<tr>
<td>CBA</td>
<td>1.00</td>
<td>0.45</td>
<td>0.73</td>
<td>0.51</td>
<td>0.67</td>
<td>0.56</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>1.00</td>
<td>0.00</td>
<td>0.50</td>
<td>0.10</td>
<td>0.40</td>
<td>0.20</td>
</tr>
<tr>
<td>Specificity</td>
<td>1.00</td>
<td>0.90</td>
<td>1.00</td>
<td>0.94</td>
<td>0.96</td>
<td>0.98</td>
</tr>
<tr>
<td>PPV</td>
<td>1.00</td>
<td>0.00</td>
<td>1.00</td>
<td>0.14</td>
<td>0.50</td>
<td>0.50</td>
</tr>
</tbody>
</table>
Figure 3.7: Theoretical examples of a classification result in a two class (positive / negative) example with error matrices
Example 1 shows a perfect classification with no misclassification. This is also indicated by all accuracy measures taking the value 1.0. In contrary, examples 2 through 6 contain misclassification which are also represented by the overall and class specific accuracy measures. In example 2, no positives are classified correctly, thus creating a Sensitivity of 0. While the overall accuracy decreases only slightly, $\hat{K}$ indicates a very low strength agreement. The over-classification of 10 cells leads to a decrease of 0.1 from the optimal Specificity. Since not a single pixel is classified correctly, the PPV is also 0. In example 3 no over-classification is present but only 50% of the positives are classified correctly. Thus, the Sensitivity decreases to 0.5 while Specificity and PPV both indicate no over-classification.

In example 4 only a small share of the positives is classified correctly combined with a strong over-classification. Therefore, both sensitivity and PPV are low. Also, the Kappa estimate and CBA show a high degree of randomness in the classification result. Examples 5 and 6 show the same relation between correctly and incorrectly classified positives with differing absolute numbers. While the Sensitivity and the Specificity are able to outline this difference, the PPV remains constant and therefore allows only implicit conclusions about the total over-classification.

In conclusion it can be stated that while the OA only changes slightly in this case of an imbalanced class distribution, the balanced measure CBA is more sensitive in the small class of positives. It is important to recognize that even slight changes of the Specificity of small classes could represent strong over-classification in relation to the $TP$ values. Especially in cases with imbalanced class distribution, it is therefore necessary to interpret class specific accuracies based on the three parameters Sensitivity, Specificity and PPV. Only thus is it possible to provide a detailed statement on the misclassification.

### 3.4 Experimental Setup

The experimental setup of this study is designed to evaluate the discriminatory influence of textural and morphological image features for slum detection in SAR images. Furthermore, the effect of differently sized kernels and the behavior of two classification methods is compared in this domain. Therefore, several classification experiments are conducted using different image feature sets. The structure of the experiments is outlined in detail in this section.

For the experiments, two in remote sensing applications frequently used classifiers (see section 3.1) are selected to compare the quality of a classification of highly dimensional feature spaces: Linear Discriminant Analysis and Random Forest. Using a training data sample of spatially incoherent equally distributed training samples (see section 3.2), these two classifiers are trained using the different sets of image features. After the prediction process, both overall and class specific accuracy measures are applied (see section 3.3) to describe the discriminatory quality of each individual result.

The setup is established based on prior assumptions concerning the spatial domain of the objects to be detected, in this case city blocks. GLCM textures describe the homogeneity or heterogeneity of a surface based on the image gray levels. Following the Generic Slum Ontology for describing the slums, this can be seen as a proxy to the settlement density. In contrast, mathematical morphologies merge structures with similar gray values. Therefore, they are capable of detecting rough cuts and contrasts in the spatial neighborhood.
Taking these considerations into account, the image features are separated into different sets in order to test their capabilities for the discrimination of intra-urban classes. Therefore, these sets were assembled in an extensive test setup (see figure 3.8). First, the textural image features sets are analyzed separately focusing on the question which kernel size holds the highest accuracies. This is determined for both classification methods (LDA and RF). Furthermore, the individual properties of the classification results are discussed in detail. Afterwards, this best discriminating GLCM kernel sizes of each classifier are combined with the following additional features:

a) Kennaugh elements ($k_0$, $k_3$, $k_4$ and $k_7$ for HH/VV polarized data, $k_0$, $k_1$, $k_5$ and $k_8$ for VV/VH polarized data)

b) Differential Morphological Profile (DMP) created from the Opening and Closing By Reconstruction of the backscattering intensity $k_0$ for both polarization modes

To identify the various feature sets throughout this study, a systematic nomenclature is established. It follows the following structure:

$$FS_{GLCM\ kernel\ size}^{additional\ features}$$

Thus, the feature set including the GLCM texture derived with a $81 \times 81$ kernel, the Kennaugh elements and the differential morphological profile of $k_0$ is termed $FS_{81}^{K_{0,DMP}}$.

Since this study mainly focuses on the mapping of slum areas, additionally to the pixel based accuracy assessment an object based accuracy assessment method is applied. By dividing the slums into classes according to their size, they are analyzed separately. Hereby, it is possible to determine the influence of object properties on the ability of the classifier to map slum areas.

The two classifiers used in this study enable an assessment of the image feature importances on the classification result. Hence, these variable importance measures are used to perform an exemplary feature reduction. Thus, it is possible to receive an impression of the dependency of the classification result on the number of image features used for mapping.
4 Results

Following the experimental setup, at first all textural image features with varying kernel sizes were classified. The quantitative results of the accuracy assessment are presented in this section. Based on both overall (section 4.1.1) and class specific accuracy measures (section 4.1.2) the best discriminating textural feature set is selected from $FS^{11}$, $FS^{21}$, $FS^{41}$, $FS^{81}$, $FS^{121}$ and $FS^{161}$. Building upon this feature set, extended feature sets are created using the polarized data (HH/VV $k_0$, $k_3$, $k_4$, $k_7$ and VV/VH $k_0$, $k_1$, $k_5$, $k_8$) as well as the DMP of the backscattering intensity ($k_0$). Subsequently they are analyzed in terms of classification quality in section 4.2. Afterwards, the classified slum areas are investigated on the level of individual objects in section 4.3. In section 4.4 the results of the experimental feature reduction approach are presented.

4.1 SAR Texture

In this section the results of the supervised classification of the textural image features are presented. Hence, first the overall classification results are described followed by the class specific accuracy of the slum areas.

4.1.1 Overall Classification Results

For the assessment of the overall classification quality, the measures Overall Accuracy (OA), Kappa estimate ($\tilde{\kappa}$) and Class Balanced Accuracy (CBA) are calculated. They are presented in table 6 where they are differentiated by classifier and feature set. Furthermore, these measures are sketched for visual interpretation in figure 4.1.

<table>
<thead>
<tr>
<th>LDA</th>
<th>$FS^{11}$</th>
<th>$FS^{21}$</th>
<th>$FS^{41}$</th>
<th>$FS^{81}$</th>
<th>$FS^{121}$</th>
<th>$FS^{161}$</th>
<th>$FS^{11}$</th>
<th>$FS^{21}$</th>
<th>$FS^{41}$</th>
<th>$FS^{81}$</th>
<th>$FS^{121}$</th>
<th>$FS^{161}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>OA</td>
<td>76.97</td>
<td>83.23</td>
<td>87.43</td>
<td>87.90</td>
<td>86.28</td>
<td>85.28</td>
<td>79.11</td>
<td>84.95</td>
<td>88.33</td>
<td>88.58</td>
<td>87.52</td>
<td>86.53</td>
</tr>
<tr>
<td>$\tilde{\kappa}$</td>
<td>58.78</td>
<td>69.19</td>
<td>76.59</td>
<td>77.45</td>
<td>74.70</td>
<td>72.99</td>
<td>61.71</td>
<td>71.80</td>
<td>77.83</td>
<td>78.09</td>
<td>75.95</td>
<td>73.98</td>
</tr>
<tr>
<td>CBA</td>
<td>58.74</td>
<td>67.50</td>
<td>74.20</td>
<td>75.60</td>
<td>72.99</td>
<td>70.98</td>
<td>60.13</td>
<td>68.97</td>
<td>76.06</td>
<td>77.56</td>
<td>72.16</td>
<td>67.24</td>
</tr>
</tbody>
</table>

Most strikingly, it can be seen that all three measures initially indicate a gain in accuracy from $FS^{11}$ through $FS^{81}$. The feature set $FS^{81}$ holds the highest values for OA, $\tilde{\kappa}$ and CBA with both classifiers. By a further increase of the spatial neighborhood, however, all accuracy measures start decreasing. The differences between the medium and large sized kernels ($41 – 161$) vary only little, whereas the small kernels show higher differences.

The comparison of the two classifiers reveals that with RF higher results can be attained (with only one exception: CBA of $FS^{161}$). By means of Overall Accuracy the highest results for LDA and RF are 87.90 and 88.58, respectively. The Kappa estimate of 0.7745 and 0.7809 indicate a substantial strength of agreement for both classifiers with $FS^{81}$. Additionally, CBA is highest for this feature set with 75.60 and 77.56, respectively. Yet, lower values of CBA in comparison to OA in all experiments indicate significant misclassification of the small group (i.e. slums). To identify the deficits of the classification, it is of the utmost importance to inspect this small group.
4.1.2 Classification Results of Slums

With the land use class of interest in this study (i.e. slums) being under-represented in terms of spatial extent, the Overall Accuracy is more influenced by the prevalence of non-slum pixels. To focus the evaluation on this very small group, the quality of the classified slum areas is assessed by using four different measures. These are Sensitivity (SEN), Specificity (SPE), Positive Predictive Value (PPV) and Error Rate (ER). They provide an impression of over- and under-classification of this class within the whole classification result. The results of the class specific accuracy analysis for the pixels labeled as slums are shown in table 7 and illustrated in figures 4.2 and 4.3.

Table 7: Results of class specific accuracy measures for slums using GLCM texture feature sets

<table>
<thead>
<tr>
<th>Feature Set</th>
<th>SEN</th>
<th>SPE</th>
<th>PPV</th>
<th>ER</th>
</tr>
</thead>
<tbody>
<tr>
<td>FS 11</td>
<td>0.683</td>
<td>0.878</td>
<td>0.272</td>
<td>1.045</td>
</tr>
<tr>
<td>FS 21</td>
<td>0.750</td>
<td>0.922</td>
<td>0.392</td>
<td>0.858</td>
</tr>
<tr>
<td>FS 41</td>
<td>0.790</td>
<td>0.952</td>
<td>0.524</td>
<td>0.715</td>
</tr>
<tr>
<td>FS 81</td>
<td>0.785</td>
<td>0.940</td>
<td>0.465</td>
<td>0.690</td>
</tr>
<tr>
<td>FS 121</td>
<td>0.763</td>
<td>0.935</td>
<td>0.434</td>
<td>0.773</td>
</tr>
<tr>
<td>FS 161</td>
<td>0.732</td>
<td>0.958</td>
<td>0.523</td>
<td>0.834</td>
</tr>
</tbody>
</table>

Figure 4.2: Class specific accuracy measures of slums
The Sensitivity quantifies the share of referenced slum pixels (i.e. positives) that are recognized correctly by the classifier. The results show that both classifiers gain Sensitivity with increasing GLCM kernel size until they reach a maximum and then start to decrease again. LDA reaches the highest Sensitivity of 0.79 with $FS^{41}$, whereas RF reaches 0.698 with $FS^{21}$. For all GLCM feature sets LDA is able to achieve higher sensitivity values than RF. Furthermore, the slope of the decrease with increasing kernel size is steeper for RF than for LDA.

Quantifying the share of over-classified pixels in comparison to all pixels outside the slum reference (i.e. negatives), the Specificity is not as sensitive to small numbers of misclassified observations as Sensitivity in a case with an imbalanced class distribution. Therefore, the Specificity values show very high values in all experiments, but still indicate a gradual change with varying kernel size. That is, in contrast to Sensitivity the Random Forest classifier outperforms LDA by means of Specificity for every GLCM feature set. Furthermore, RF gains Specificity by increasing kernel size up until $161 \times 161$ (SPE = 0.984), whereas LDA reaches a peak at $FS^{81}$ (SPE = 0.952) and decreases with larger kernel sizes. Therefore, RF is able to minimize the number of over-classified slum pixels even with very large GLCM kernels. LDA on the other hand shows higher over-classification of slum areas with strongly smoothed textures.

The Positive Predictive Value describes the ratio of pixels correctly classified as slum in relation to over-classified pixels. Similar to Sensitivity and Specificity, the classification accuracy benefits from increasing kernel size by means of PPV. LDA reaches a peak at $FS^{81}$ (PPV = 0.524) and RF at $FS^{121}$ (PPV = 0.597), respectively. Similar to the Specificity, RF outperforms LDA in terms of PPV in all GLCM feature sets.

The Error Rate (ER) as a combined measure for over- and under-classification also shows a gradual change over the varying GLCM kernels. The Error Rates for the experiments with the textural image features are shown in figure 4.3. The lowest error is reached for LDA with $FS^{81}$ of 0.690 and for RF with $FS^{41}$ of 0.799. From these best results the classifications show increasing Error Rates both with smaller and larger kernels.

Figure 4.3: Error Rate of pixels labeled as slums

4.2 Extended Feature Sets

Based on the overall accuracy measures of the classification results the GLCM features with a kernel size of $81 \times 81$ were extended by additional image features, since they showed the best
results. These experiments were also performed using the two classification methods LDA and RF. Subsequently, the labeled images were quantitatively analyzed according to their classification accuracy. Table 8 summarizes the overall accuracies of $FS_{81}$ (for comparison), $FS_{k}$, $FS_{DMP}$ and $FS_{k+DMP}$.

<table>
<thead>
<tr>
<th></th>
<th>LDA</th>
<th>RF</th>
</tr>
</thead>
<tbody>
<tr>
<td>OA</td>
<td>87.90</td>
<td>87.96</td>
</tr>
<tr>
<td></td>
<td>87.96</td>
<td>87.99</td>
</tr>
<tr>
<td></td>
<td>88.58</td>
<td>88.58</td>
</tr>
<tr>
<td></td>
<td>88.58</td>
<td>88.60</td>
</tr>
<tr>
<td></td>
<td>88.60</td>
<td>88.60</td>
</tr>
<tr>
<td>$\hat{K}$</td>
<td>0.774</td>
<td>0.776</td>
</tr>
<tr>
<td></td>
<td>0.776</td>
<td>0.776</td>
</tr>
<tr>
<td></td>
<td>0.781</td>
<td>0.781</td>
</tr>
<tr>
<td></td>
<td>0.781</td>
<td>0.781</td>
</tr>
<tr>
<td>CBA</td>
<td>75.60</td>
<td>75.72</td>
</tr>
<tr>
<td></td>
<td>75.73</td>
<td>75.79</td>
</tr>
<tr>
<td></td>
<td>77.56</td>
<td>77.74</td>
</tr>
<tr>
<td></td>
<td>77.74</td>
<td>77.79</td>
</tr>
</tbody>
</table>

The comparison of $FS_{81}$ and all extended feature sets reveals that the extension brings only very small improvements by means of classification accuracy. This applies both to the Kennaugh elements and the differential morphological profile. However, there is no decrease in accuracy by extending the feature set. For both classifiers, the best result is achieved with $FS_{k+DMP}$ and an Overall Accuracy of 87.99 using LDA and 88.60 using RF, respectively. Yet, the most significant variations appear in the Class Balanced Accuracy (CBA). That indicates that the changes are mostly affecting the under-represented classes. Similar tendencies are also represented in the class specific accuracy measures (see table 9). Extending the feature sets leads to slight increases of the Sensitivity of the classified slums. Furthermore, the PPV increases slightly for the experiments with LDA and decreases for RF experiments.

<table>
<thead>
<tr>
<th></th>
<th>LDA</th>
<th></th>
<th></th>
<th>RF</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>SEN</td>
<td>0.785</td>
<td>0.787</td>
<td>0.788</td>
<td>0.789</td>
<td>0.569</td>
</tr>
<tr>
<td>SPE</td>
<td>0.952</td>
<td>0.952</td>
<td>0.952</td>
<td>0.952</td>
<td>0.974</td>
</tr>
<tr>
<td>PPV</td>
<td>0.524</td>
<td>0.527</td>
<td>0.527</td>
<td>0.528</td>
<td>0.596</td>
</tr>
<tr>
<td>ER</td>
<td>0.690</td>
<td>0.686</td>
<td>0.685</td>
<td>0.683</td>
<td>0.835</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4.3 Dependence of Classification Accuracy on Slum Patch Size

The pixel based accuracy assessment assumes all slum areas as one spatial entity. However, when considering individual patches of slums, it is possible to create a broader impression about the capabilities of partially polarized SAR data for slum mapping. Since the image processing methods are based on focal operations of different kinds, the size of the individual patches is crucial for its detectability. To investigate the influence of varying kernel sizes on the different patches, an object based accuracy assessment is applied following the approach of Klotz et al. (2016). Therefore, the reference slums in this study are divided into three classes by their area as indicated in figure 4.4a. The referenced slum patches are separated into classes holding slums with sizes of 0.25 – 5ha, 5 – 25ha and 25 – 198ha. Figure 4.4b depicts the number of slum patches as well as the cumulative area of the slums within the individual classes.
4 RESULTS

(a) Histogram of all slums in both AOIs separated into three size classes

(b) Number of slums and cumulative area per size class

Figure 4.4: Arrangement of three classes of slums by patch size

By dividing all patches into three groups it is attempted to maintain a balance between the total size of each group and keeping enough patches per group to provide a statistically representative sample. However, the small group holds only 18% of the total area (N = 349), the second group holds about 29% (N = 89), whereas the third group holds 53% of the total area but contains only 24 reference patches.

To analyze the classification results on patch level, adjacent pixels labeled as slums are grouped to individual patches. Following the concept of Klotz et al. (2016), these patches are subsequently compared to the reference slum patches on spatial level by means of their mutual overlap $O_m$ with the reference. Once crossing the overlap threshold $T_O = 50\%$ of the reference patch’s size, a classified object can be called true positive. This can be transferred to calculate the Sensitivity. Since it is not possible to assign the negatives to any specific class, the PPV was assumed static for all three classes of each individual feature set. Thus, an Error Rate was calculated for the three size classes for all experiments with textural image features. The results are shown in figure 4.5.

Figure 4.5: Error Rate of patch based accuracy assessment by patch size classes and GLCM kernels

The Error Rates represent a similar curved trend of the ER by varying kernel size which is also pictured by the pixel based accuracy measures. Yet, these results show that in all experiments the largest patches were classified with lower ER than the smaller ones. The lowest ER was
achieved using LDA with a kernel size of $FS^{41}$ for the smallest patches (0.25 – 5 ha) and with a kernel of $FS^{81}$ for the two larger groups. RF, on the other hand, shows the lowest ER with $FS^{41}$ for the small and medium-sized patches, whereas the largest patches are classified with the least error using $FS^{81}$.

4.4 Experimental Feature Reduction

Both classifiers used in this study provide the possibility of estimating the importance of the 126 individual features on the classification result. In an experimental approach for feature reduction the influences of reduced feature sets are examined. These estimates are derived for all textural features with a kernel size of $81 \times 81$ as this feature set shows the highest accuracy overall for both classifiers. The variable importance for the experiments was calculated using the Mean standardized Discriminant Coefficient in case of LDA and the Mean Decrease in Accuracy in case of RF. The rankings of the most important features and their relative influence on the classification result are depicted in figure 4.6. Since the Random Forest algorithm uses random samples of input variables and observations for its creation which might influence the variable importance measure, a series of 100 model runs was performed. Figure 4.6 (r.) shows the average variable importances of all models combined for the individual features with the antennas indicating the standard deviations.

Figure 4.6: Relative ranking of the 40 most important variables for classification with LDA and RF

When examining the features appearing in these top 40 of the most important variables, it can be stated that the two classifiers rank the importance of the image layers differently. On the one hand, the polarization mode of the acquired images and the polarized content (i.e. the Kennaugh
RESULTS

element) influences the variable importance differently. That is, 26 out of the 40 most important features for LDA are of the HH/VV polarization, RF ranks keep a higher balance between the two polarization modes (21× VV/VH vs. 19× HH/VV). On the other hand, the seven GLCM texture measures are also unequally distributed. The most important features for LDA often are the Dissimilarity texture, whereas RF favors the Homogeneity texture.

In order to assess the reduced feature set’s influence on the classification result a series of tests is applied. In these tests the \(n\) (where \(n \in \{10, 20, \ldots, 120, 126\}\)) most important textural features are used to train and classify the image content. The results are compared by means of overall accuracy measures (see figure 4.7) as well as class specific accuracy for the slums (see figure 4.8). In this experiment the accuracies are assessed using a pixel based approach.

Looking at the Overall Accuracy (fig. 4.7, l.) of the experiments, it can be seen that for both classifiers the accuracy of the results are reduced when diminishing the feature set to the 10 most important features. By increasing the number of features to 20 for RF and 40 for LDA, respectively, OA reaches a plateau. From there on the increment in the number of image features induces only slight changes to the OA. The trend of the Kappa estimate \(\hat{K}\) follows alike. In contrast, the Class Balanced Accuracy changes more when increasing the number of features. At all times RF performs slightly better than LDA in terms of OA, \(\hat{K}\) and CBA.

![Figure 4.7: Overall accuracy measures by the n most important features](image)

The graph of Sensitivity (see figure 4.8, l.) shows a continuous increase with a rising number of features. LDA shows a higher total increase in SEN (0.657 – 0.785) than RF (0.507 – 0.569). The Specificity shows similar trends similar to the overall accuracy statistics. After an initial steep increase, SPE does only change very little with 20 (40 for LDA) and more features. The PPV shows the highest increase of all class specific accuracy measures with more features, that is 0.300 for LDA and 0.337 for RF, respectively.
5 Discussion

In this section the results of this study are discussed. First, the suitability of texture derived from partially polarized SAR imagery for automated slum mapping is summarized. Subsequently, an interpretation of the benefit of extending textural features with differential morphological profiles is made. Afterwards, the importance of the spatial domain of slums within the urban context is outlined before examining the results of the experimental feature reduction. Lastly, the two classification algorithms used in this study are compared in consideration of advantages and disadvantages for slum detection with high-dimensional SAR image feature spaces.

5.1 Slum Mapping Using SAR Texture

The analyses of the classification accuracy of textural image features derived from several kernels reveal that the data is in principle suited for discriminating an urban landscape with accuracies of over 87 percent. Yet, the success of this approach for slum mapping depends on the size of the spatial neighborhood taken into account. All overall accuracy measures (OA, $K$ and CBA) show that the classification quality first increases with larger kernels and reaches a peak at a kernel size of $81 \times 81$. By further expanding the GLCM kernel size the classification accuracy decreases. Thus, this $81 \times 81$ kernel can be identified as the most suitable GLCM kernel in terms of overall classification quality in this setup. Yet, the balanced perspective achieved by the CBA highlights that the smaller class, i.e. the slums, are classified with a lower precision than the larger classes.

This is confirmed by the class specific accuracy assessment. It shows that one best discriminating kernel cannot be easily defined for the slum areas by only using the Overall Accuracy and Kappa estimate. This difficulty is also confirmed by the visual impression of the classification result. Figures 5.1 and 5.2 show two exemplary urban neighborhoods comprising differently sized slum patches.
Figure 5.1: Comparative alignment of all GLCM kernels classified by Linear Discriminant Analysis

Figure 5.2: Comparative alignment of all GLCM kernels classified by Random Forest
These examples depict the gradual change of smoothing introduced by the varying kernel size. While the classifications results with small kernels (11 × 11 and 21 × 21) show a very noisy scattering of slum pixels, the larger kernels incrementally lead to smoother and more homogeneous patch arrangements. Obviously, the small kernels are not able to delineate the feature space in a distinct way. Thus, the strong over-classification induced is also represented in the very low PPV values for these feature sets. That is, only one quarter of all pixels classified as slums for $FS^{11}$ actually lie within the slum reference. In contrast, the highest PPV is reached with medium-sized kernels where more than 50 percent of mapped slum pixels match the reference ($FS^{81}$). If the GLCM kernel size is too large, more over-classification is caused around the referenced slum areas since the classifiers, especially LDA, tend to extend the slum areas. Therefore, the classification only profits from larger kernel sizes up to a certain point.

These two examples also explain the differences between the two classifiers in Sensitivity and PPV. Whereas LDA classifies slums more generously, RF delineates them more conservatively. Therefore, the slum patches are visibly bigger in the LDA classification and fill the reference areas more than RF, referring to Sensitivity. Yet, this also leads to more over-classification which is indicated in a lower PPV for LDA in comparison to RF. However, the PPV of the slums is relatively low for both classifiers. That is, a maximum of 59% of the slum areas mapped are also referring to slums.

The Specificity represents the amount of over-classification for each experiment. Both classifiers first benefit from an increasing kernel size, since the over-classification is visibly reduced with medium-sized kernels. RF continues to decrease in over-classification for all experiments, whereas LDA introduces over-classification with kernel sizes larger that 81 pixels. It can be seen that this is caused by the aforementioned extension of the slum areas by LDA.

The Error Rates of the individual mapped results seem to reflect the visual experience of a possible “best” result. While the small kernel sizes (11 and 21) show very heterogeneous patterns, the large kernels (121 and 161) tend to eliminate most of the small slum patches. The medium-sized kernels (41 and 81) are able to maintain balance between accurate spatial delineation and enough smoothing in order to create homogeneous patches.

The need for inspection of both overall and class specific accuracy measures is highlighted by the strong differences between their variations. In case of an imbalanced class distribution a separate discussion of the accuracy measures is necessary, since overall accuracy measures do not reflect the trends of small classes sufficiently.

Although an enormous amount of training samples is used for the creation of the classification models (cf. Table 3), some slums cannot be detected sufficiently. In fact, the slum in the center of figure 5.3 features very regular structures which are quite unique in the whole area of investigation. It is detected quite accurately by LDA during the classification, however, only small parts are correctly classified by the RF classifier. Obviously, this is an extreme phenomenon of the already observed more conservative slum classification of RF. This leads to the assumption that the random forest model is not able to extrapolate the feature spaces like LDA. Thus, RF seems to require a higher number of training points to capture all imaginable spatial contexts and settings.
Figure 5.3: Example of a strongly organized slum showing significant differences in the classification results of LDA and RF

The classification results of both classifiers with $FS^{81}$ are mapped in figure 5.4. They show that the slums basically are classified spatially along the referenced slum areas. That allows the conclusion that GLCM textures are able to describe unique properties of slums within an urban environment. Following the results from the overall and class specific accuracies, it can be seen that LDA classifies larger patches of slums than the RF classifier. Furthermore, LDA shows some linear features, especially in the north-western part of the classified area. These refer to linear rail tracks and cannot be detected correctly as urban. This can be seen as the drawback of the feature space extrapolation mentioned above. RF on the other hand does not misclassify these areas.

Figure 5.4: Reference and classification results with $FS^{81}$ for both classifiers
5.2 Benefit of Extending Texture with Morphology

The enlargement of the GLCM feature space is tested with $FS^{81}$ since these textures provide the best overall accuracies for both classifiers. This is achieved by adding the basic partially polarized Kennaugh element information and the Derivate of Morphological Profiles derived from the backscattering intensity ($k_0$). The accuracies, both overall and class specific measures, showed that an extension of GLCM texture features with these features is able to increase the classification accuracies in all cases. However, these changes were relatively little and come with an additional computational effort that is necessary for creating the DMP layers.

The visual impression of the classification result in figure 5.5 outlines these little differences. Both classifiers do not take significant visible advantages of the extension of the feature sets with DMP or Kennaugh elements. In contrast to the prior assumptions, the addition of DMP features does not boost the detection of the exact slum edges.

![Figure 5.5: Exemplary classification results of the combined feature sets of LDA (top) and RF (bottom)](image)

5.3 Importance of the Spatial Domain

By inspecting differently sized slums separately the assessment of the classification accuracy is extended to analyze its dependency on the spatial extent of the slums. As with the pixel based results before, the measures for this analysis also indicate a curved trend leaving the medium-sized kernels with the minimal ER values for all patch size classes. Whereas the LDA shows lower Error Rates throughout all kernel sizes in comparison to RF, the discrepancy between the three classes is larger than compared to RF. Since the PPV is assumed as static value, the variation of Sensitivity has to be higher between the small and large patches classified with LDA. The higher error of RF might result from the more conservative slum classification, so that the mutual overlap of $T_O = 50\%$ is not reached. Much like in the pixel based accuracy assessment, the slightly higher PPV of RF is not able to compensate the lower sensitivity.

Interestingly, the Error Rate of even the largest patches (25 to 198ha) increases with the highest kernel sizes. That is, for all the slum patch sizes the medium-sized kernels with an edge length of 41 and 81 pixels show the lowest Error Rate.
5.4 Possibility of Feature Reduction

The experimental feature reduction approach performed during this study is applied to decrease computational effort for the model creation and classification process. At the same time, the classification quality is expected to change. The feature reduction is performed by an initial ranking of the variable importance by the classification algorithms.

The results show that with reduced feature sets the classification qualities stay at a high level. Yet it is necessary to distinguish between the influences on overall and accuracy and the quality of slum discrimination. It occurs that the slums, which are underrepresented in the whole scene, need a higher number of image features until their classification quality stabilizes. While the overall accuracy measures suggest that very few textural features (e.g. 20 for RF and 40 for LDA) are needed to reach a sufficient quality of the results, a higher number of features is necessary if including the accuracy of the slum areas.

Interestingly, the composition of the 40 most important discriminating features (see figure 4.6) shows that the two classifiers deem different image features as more important. Based on these results a comparison of the importances of variables for the Random Forest classifier or the Linear Discriminant Analysis is not possible. Therefore, from this experimental approach an axiomatic set of most important image features necessary to classify slums from partially polarized SAR data cannot be identified conclusively.

Furthermore, in the approach of feature reduction, as it is used in this study, the variable ranking is performed once with the complete set of variables. This is due to high computational effort needed especially for the creation of the \textit{cforest} models. However, it is possible that the ranking of the remaining variables would change by eliminating the \( n \) least important features. Therefore, an iterative determination of the variable importance appears to be necessary to perform a reliable feature reduction. Even more degrees of freedom would be introduced by total randomization of the input variables. Only thusly, any variable interference could be eliminated. Yet, due to the focus of this study such a broad feature reduction approach is not applied. Therefore, a final evaluation of the importance of each individual image feature is not possible at this point.

In conclusion, feature reduction can be applied to the classification of GLCM image features in this study. Yet, while overall measures induce an approximation of the maximum values with only fractional part of all image features, the class specific accuracy measures show that especially the small land use class slums benefits from more features.

5.5 Comparison of the Used Classifiers

All experiments in this study were conducted using two classification algorithms of different nature. Overall the classification results of LDA and RF showed similar trends throughout all experiments. Despite small differences, GLCM and DMP feature spaces enable the discrimination of informal settlements and are able to describe intra-urban structures to a certain degree.

The most important difference between the two used classifiers is that the LDA classifies slums more extensively than RF. This is represented by higher Sensitivity values of all accuracy assessment approaches. However, Specificity and PPV as well as the visual impression
of the resulting images indicate that this effect also leads to a higher over-classification around the referenced slum patches. Therefore, it can be stated that the LDA is more prone to the smoothing effect of the focal textures used in this study. On the contrary, RF is able to distinguish the smoothed image content in a higher level of detail. However, this comes with an under-representation of the slum class at hand.

However, the experiments show that the LDA is able to detect very unique structures within the image which are not trained (see figure 5.3). The more conservative classification behavior of RF does not extrapolate the feature space enough to detect such untrained objects. Therefore, it might be considered taking other classification methods into account which are able to compensate such untrained image objects.
With the ongoing trend of urbanization, the pressure to the cities of the world is growing. Huge urban areas with more than 10 million inhabitants emerge. In the next two decades the number of such megacities is predicted to increase to 41 (United Nations 2014). Besides various challenges, for example to infrastructure, job market or health risks, the drift to the cities also affects the conditions of the living environment. Especially in developing countries with little possibilities to counteract these challenges, the urbanization leads to the development of illegal or informal settlements. Those settlements, which are also called "slums", are predominantly located in unappealing or even polluted land and feature no durable housing. Until the year 2020 one and a half billion people worldwide live under such sub-standard living conditions (Arimah 2010). To counter this problem of urban areas, the United Nations (2013) formulated the need for analyzing, mapping and monitoring the development of slums.

The methodology of geographical remote sensing using satellite images enables land use / land cover mapping of large areas. Until now, such data and methodology was used to develop different approaches for slum detection. Oftentimes only small areas of investigation were chosen for methodological development but no exhaustive city-wide mappings were conducted. Most of these studies used (very) high resolution optical imagery. However, since most of the developing countries are located in the tropical regions, optical images are often affected by cloud cover. On the contrary, active SAR sensors are able to penetrate clouds and other atmospheric components and can also acquire images at night. Therefore, they could provide valuable data for large area land use / land cover mapping.

To investigate the capability of SAR data for extensive urban area and slum mapping, this study uses two scenes of partially polarized SAR data acquired with the TerraSAR-X (TSX) and TanDEM-X (TDX) satellites. The study area is located in the Indian megacity Mumbai which is home to millions of slum dwellers. In order to train and validate the classification models an area-wide reference data set is created. The informal settlements were delineated in a previous study by visual interpretation of very high resolution optical images (Taubenböck and Wurm 2015) and adapted to the acquisition date of the SAR imagery in this study. Furthermore, urban areas are derived from the Global Urban Footprint (GUF), a binary mask holding all built-up man-made structures (Esch et al. 2013). A third class representing all other land cover, e.g. water, vegetation or bare soil, is assigned to all remaining areas. This reference is used for the training of two different classifiers, Random Forest (RF) and Linear Discriminant Analysis (LDA).

Using an existing framework for extracting Kennaugh-elements from the partially polarized data (Schmitt et al. 2015), information of different backscattering mechanisms of the actively sent microwaves is accessible with a high spatial resolution. From this image data different properties are derived. Texture is calculated using Gray Level Co-occurrence Matrix (GLCM) measures (Haralick et al. 1973) and morphological properties are extracted using Differential Morphological Profiles (DMP) (Benediktsson et al. 2003). The GLCM features are calculated in a focal approach using differently sized kernels. These are determined referring to the spatial extent of city block levels in order to investigate the influence of the spatial neighborhood on slum detectability. Hence, six square kernels are defined with varying edge lengths. The DMPs are calculated from the morphological image descriptors Opening and Closing by Reconstruction.
with differently sized structuring elements.

In a broad experimental setup of mapping slums in the urban context, several feature sets are created. These are analyzed to determine the most suited image features for slum discrimination. At first, all GLCM textures are classified separately to identify the best discriminating GLCM kernel size. Afterwards, the most promising GLCM feature set is combined with the backscattering information from the original data and the DMP of the backscattering intensity layer. The classification accuracy is quantified using the area-wide reference data set in a spatially incoherent approach.

The experiments conducted in this study show that the size of the selected textural kernel affects the classification accuracy. This is indicated by a gradual change of all overall accuracy measures. Thus, GLCM textures derived from a $81 \times 81$ kernel are identified to achieve the highest overall classification qualities for both classifiers (LDA: OA $= 87.90$; RF: OA $= 88.58$). Both smaller and larger kernels show a decrease in accuracy. On the contrary, the class specific accuracy measures indicate that for the slums alone it is necessary to diversify the perspective, since not one single feature set holds the highest accuracies. Yet, classification quality of slums also follows a gradual change. By extending the feature set with the DMP and Kennaugh elements, no significant improvements to the classification quality are achieved.

An area based analysis of slums shows that larger patches are classified more accurately than smaller patches. In fact, the aforementioned gradual change of decreasing accuracies with very large GLCM kernels also applies to the largest slum patches with more than 25ha. Thus, once more the medium-sized kernels $41 \times 41$ and $81 \times 81$ can be identified as better suited for slum mapping than larger or smaller kernel sizes in this study.

In an experimental approach the number of image features are reduced based on variable importances of the two classifiers. This way, the influence of the number of features on the classification result was tested. It turned out that such a reduction of features mostly influences the detectability of slum areas, whereas overall measures showed more steady values. Yet, feature reduction has to be implemented using a recursive or even randomized approach, if more reliable results are to be provided.

In conclusion, it can be stated that textural image properties of partially polarized SAR imagery enable the discrimination of intra-urban structures. These image features provide information about the characteristic properties of the different urban landscapes. Therefore, SAR can be seen as a reliable data source for large-area slum mapping. In this study, GLCM textures with a kernel size of $81 \times 81$ return the best results in the applied experimental setup. Yet, although a gradual change of accuracies is detected, the experiments do not cover a more detailed examination of medium-sized GLCM kernels. In order to achieve a more reliable assertion about the best suited kernel, it is necessary to investigate medium-sized kernels with a finer spatial increment.

Besides the assessment of overall accuracy measures, it is important to consider the class specific accuracy as well as the spatial size of the slum patches. This study shows that the assessment of the accuracy should also include suitable measures for under- and over-classification, since slums are occupying only small shares of the whole urban area. In fact, overall measures are strongly biased towards the larger classes. Furthermore, the class specific
accuracy is strongly dependent on the chosen classifier. LDA tends to extend the slum areas and therefore introduce more over-classification. In contrary, RF showed a more conservative slum detection leading to fewer over-classification but also more under classification.

Even though it is possible to classify slums in a large area, the conducted experiments strongly rely on an extensive reference data set. It has also be shown that structures which are very unique cannot be detected with the certain classification methods. Also, the amount of misclassification should be reduced to generate more reliable results. Therefore, detailed investigations about unique properties of slum structures in multi-polarized SAR imagery are necessary to improve the classification success.

With the aim of mapping, analyzing and monitoring slum areas in megacities, further research could focus on transferring the results obtained in this study to other test sites including other cities and especially other cultural regions. Only thus the influence of the morphological differences between slums around the globe on the detectability can be assessed. Furthermore, one focus can be on taking other image features, such as lacunarity, into account. Moreover, combinations of multiple sensor types and other geoinformation like Volunteered Geographic Information, mobility patterns or geo-tagged social media data can be used for the development of automated slum detection.
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