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Merit order or unit-commitment dispatch? How ddesrinal power plant modeling affect
storage demand in energy system models?

F. Cebulla' T. Fichtef

#German Aerospace Center (DLR), Institute of Engineering Thermodynamics, Department of Systems Analysis and Technology Assessment, Ger many

ABSTRACT

Flexibility requirements in prospective energy syss will increase to balance intermittent eledlyigeneration from
renewable energies. One option to tackle this probis electricity storage. Its demand quantificatioften relies on
optimization models for thermal and renewable didpand capacity expansion. Within these tools, ggoplant modeling is
typically based on simplified linear programmingriherder dispatch (LP) or mixed integer unit-cortimént with economic
dispatch (MILP). While the latter is able to cagtuechno-economic characteristics to a large eXgegt ramping or start-up
costs) and allows on/off decision of generatorgyiP is a simplified method, but superior in cotapional effort.

We present an assessment of how storage expamssaffected by the method of power plant modeling apply a cost
minimizing optimization model, comparing LP with M?. Moreover, we evaluate the influence of wind agibtovoltaic
generation shares and vary the granularity of theegp plant mix within MILP.

The results show that LP underestimates storageamiénas it neglects technical restrictions whideafoperating costs,
leading to an unrealistically flexible thermal powglant dispatch. Contrarily, storage expansiorhigher in MILP. The
deviation between both approaches however becaasplonounced if the share of renewable generatioeases.

Keywords: Renewable energy, storage demand, unit-commitreenhomic dispatch, merit order, expansion plamnin
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1 Introduction

With growing shares of variable, renewable eleittri®/RE) generation in power systems, ensurindisight flexibility will
play a crucial role as the temporal and spatiahmaish between demand and supply increases. Defigitdf flexibility are
broad (see Ref. [1], [2], [8]), howeVver, the tesrtommonly understood as the ability to decoupetdtity demand and supply
to balance variations in the net load [52] (whichturn, is defined as the electricity load minhe generation from VRE). It is
likely that the temporal variability of VRE gendamt will go along with an increase in storage dethdo prevent the
aforementioned temporal mismatch [3], [4], [13]2]2[43]. Moreover, higher shares of VRE generatwiti require a more
flexible operation of thermal power plants to m&teeper net load ramps (see [52]).

1.1  Literature review

Model-based quantifications of future storage desnessult in rather diverse ranges (see for exanuedziella and
Bruckner [5] or Droste-Franke et al. [6]), deperdon the spatial (1), temporal (1), and technotagiresolution (Ill) as well as
the underlying modeling approach (e.qg. for therpmler plant modeling in energy system models).

(I) Spatial resolution refers to the number of mMeggions within an observation area. It affects distribution of generation
capacities, power demand as well as the transmiggia topology within the observation area. Reedistorage capacities
have been derived for different observation aremsspatial resolutiose.g. by Brown et al. [7] for a small exemplargion
(1), for Texas in Denholm and Hand [8] (1), for @=ahia in Solomon et al. [9] (12), for Germany Babrowski et al. [10]
(400), for the U.S. Western Electricity Coordingti@ouncil in Mileva et al. [11] (50), for Europe Rasmussen et al. [12] (1)
and Bussar et al. [13], [22], and for a worldwidelgsis in Plessmann el al. [14] (1).

(I) The impact of temporal resolution (hourly \&uib-hourly or the appropriate choice of represemaime periods) in
optimization models has been analyzed with regardatnp flexibility and system costs [15], day-ahesiity scheduling
through unit-commitment [16], [17], and for opeaatischeduling in energy scenarios with high shafééRE generation [18],
[53].

(1) In this study, technological resolution isfeered to the way storage is considered in modéie. literature ranges from
representations of single generic storage [19-®@lktorage categories (e.g. short-, mid-, long-Jej22], [23], or to more
detailed modeling of actual technologies [24], [2BB].

As shown, storage demand quantifications underfieous aspects and the understanding of such depeied and
quantifying the amount of storage demand is theeeéssential for dimensioning future energy systeres, the influence of
assumptions in thermal power plant modeling onegferdemand has not been considered so far.

Two main approaches of thermal power plant modetingptimization models can be found in the litarat Detailed mixed
integer linear programming (MILP) approaches thattroize the unit commitment and economic dispatcthe thermal power
plant fleet and simplified linear programming (LPsve the dispatch of thermal power plants followiely the merit order.
Both approaches determine the optimal generatibadsde, minimizing the operating costs of powenpHispatch, subject to
device and operating constraints [26], [28], somet denoted asperating, dynamic or unit-commitment constraints. MILP
however, includes integer (or binary) decision ablés, allowing on/off consideration of single povpéant units or groups,
which again enables greater technological detail (gart load efficiencies, ramping behavior, onimium offline times).

The influence of increasing shares of VRE genematind their effect in different modeling approacfasthermal power
plants has been analyzed for example by Brouwak 7] or Abujarad et al. [28]. The former progidh comprehensive
overview of how much VRE generation impacts reseegglirements, curtailments of VRE generation, ldispment of thermal
generator, and resource adequacy. [28] reviewrdifteapproaches for generation scheduling, sudieasstics (e.g. priority
lists), mathematical methods (e.g. MILP or LP)meta-heuristics (e.g. genetic algorithms), progdinqualitative assessment
of their advantages and short-comings when conieigléncreasing penetration levels of VRE and steragstems. [28]
underscore the importance of storage as an addititexibility option, that can enable improved pemsystem reliability or
smoothing of load patterns. As both [27] and [28]iew the current state of research, they cannotdiinition, provide a
guantitative assessment how electricity storageagheins affected by the modeling approach for thépower plants.

Other studies specifically compare linear prograngmiwith unit-commitment. Abrell et al. [29] for exgle, compares
various LP and MILP formulations for power planarstups and ramping, assessing its influence vétiard to power plant
dispatch and marginal prices of electricity gerieratThe latter is also research focus of Langesred. [30], who investigate
the role of technological detaitlfnamic constraints) in a MILP approach on marginal prices. Raichualef31] analyze the
influence of technological detaibgerating constraints) in power plant modeling with regard to electsiaifeneration associated
emissions for two real power systems (New York,a®x The study mainly relies on scenario data fthenyear 2010; it is
therefore difficult to transfer their conclusions power systems with higher shares of VRE generatithrough the
implementation of an integrated utility dispatchdacapacity expansion optimization tool, Palminf&8] shows that the
importance of technological detaibperating constraints) in power plant modeling increases with greateunements for
flexibility owing to higher shares of VRE generatioNeglecting such technical constraints within azfy expansion
optimization can lead to sub-optimal generationtfptios. Poncelt et al. [53] compare the utilitysdatch through LPngerit-

2 The number of model-regions within the observaticea is shown in brackets.
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order model) with a MILP model, evaluating whether the infleenof the temporal resolution or the influencetaf technical
detail in power plant modeling is more striking.eTanalysis is performed for different observati@ang which, in turn, are
characterized by different shares of VRE generatiptio 50%. Most recently, Stoll et al. [51] prowid broad comparison of a
MILP power plant approach with LP for temporal desions of 1h or 5min and for differently sized egye systems (Colorado-
based test system versus Western Interconnectiolelindsing PLEXOS [32], their analysis assessedittpact on production
cost, VRE curtailment, COemissions, and generator starts and ramps. Thoougiprehensive in terms of evaluated modeling
assumptions on various metrics, the study onlyyaeal the dispatch of an exogenous capacity mix avitelatively low share
of VRE penetration (up to 30%). Moreover, the twampared energy systems also show several diffeseincéhe relative
installed capacity of some technologies (e.g. fioadl power plants, gas turbines). By reason oflétier we argue that some
effects therefore cannot be solely attributed eogbwer plant modeling approach.

1.2 Novelty and contribution

As energy system models become more diverse, ttwmimplexity grows, imposing new challenges with relgdo
computational effort and solution accuracy. As sule the following questions arise: To which extda simplifications affect
the model’'s outcome? Under consideration of the ehadlculation times, which degree of detail isfisignt, without
generating large errors? To the best knowledgéefuthors, the influence of the modeling apprdachhermal power plants
on storage demand (i.e. storage expansion) ardatitin, especially in highly renewable energy sc@s, has not yet been
analyzed. We assume that dynamic behaviors andtiat=s costs of thermal power plants—such as stat-ramping and
minimum down times—might have an effect on stordgmand. Furthermore, we think that a certain amofirésolution with
regard to technical parameters of power plants taimdnumber of represented units is needed sinckectey technical
restrictions and aggregating too heavily might lea@ significant deviation from the optimal sotuti We therefore quantify
the future storage expansion in exemplary energiyesys, emphasizing the influence of the modelingr@gech for thermal
power plants, the degree of aggregation in a MlhR-commitment clustering approach and the infleeatdifferent VRE and
photovoltaic (PV) generation shares.

2 Methodology and data

2.1 The REMix model

We use the linear bottom-up optimization model REkRenewableEnergyMix) which minimizes the total system costs of
an energy system under perfect foresight. The systests are comprised of the annuities of the aghtrinvestment costs of
capacity expansion as well the operating costhefutility dispatch. The latter includes fuel, esiis certificates as well as
operation and maintenance costs (O&M). The mode#sision variables are capacity dispatch and expansvhich are
optimized for each model interval. A cross-sectagbroach enables the consideration of the trahdpeat and power sector.
In this particular application however, we only exae the latter. REMix is developed in the mathécahtprogramming
language GAMS [33] and solved with CPLEX [34]. Ameoview of the model functions is provided by Fig.whereas a
detailed model description including the mathenadtimmework can be found in [35], [45], [49], [56]

( )

Input

Climate and weather data, techno-economic technology parameter, scenario data

e

REMix Energy System Model

Energy Data Analysis Tool REMix-EnDAT

Calculation of RE technology potentials,
as well as hourly profiles of power demand and

Energy System Optimization Model REMix-OptiMo

Least-cost optimization of composition and hourly
operation of the power system, determined by linear

optimization

——= J

\ RE power generation

{)
Output

Hourly system operation, capacity (generation, storage) and transmission grid expansion, system costs,
CO, emissions

—

Fig. 1: Principal structure of the REMix optimization modbelsed on [36].

2.2 Power plant modeling in REMix

REMix provides two different methods for thermalwaw plant modeling: A MILP unit-commitment approagith
economic dispatch and a LP merit order method,ribest subsequently.
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The MILP method is based on a piecewise unit-committ approach as described by Carréin and Arroyh [8t the
highest level of detail it allows a generation wspecific consideration of the following techno-ecmic parameters: part load
and temperature dependent efficiencies (via a pisee linear production cost approach), minimum |gates, ramping
processes and associated costs, minimum offlineoatide times, increased fuel usage and respegtineleased costs owing
to power plant start-ups, different cooling methodhiencing the internal consumption (parasitiocka power plant. Moreover,
each power plant (or power block) is characteribgdts construction year which allows the consitleraof power plant
decommissioning based on their technical life-tene construction year based efficiencies. For dll?Mmodel runs a relative
MILP gap of 0.01% was used. A more detailed desoripof this modeling approach can be found in therk of
Fichter et al. [38].

The LP approach relies on the merit order and enimecheduling. As for MILP, the dispatch optimiratis based on the
operating costs (fuel and variable O&M costs,,Gowance certificate costs), including the effitties of each technology.
Ramping costs are incorporated via costs of powange in terms of wear and tear (€/MMWwhereas the power plant’s
parasitics are implemented via the ratio of negriwss efficiency. Similar to the MILP approach, mowlant technologies are
described by their life-time and construction yeainclude decommissioning and learning curvegims of efficiencies.

MILP modeling is a suitable method to consider eaaiver plant or power block of an energy systerdetail. For complex
power systems however, the approach struggleslaviti calculation times. A self-evident solutionthis problem is to reduce
the number of binary variables by aggregating singbwer plants into groups with similar techno-emoit parameters.
Though computationally efficient, the approachsad consider minimum load rates and start-up qastserly [58]. All power
plants within one group are either on or off, doghte binary variable which describes the unit-catmant for each time step
(see [b] in Fig. 2). In consequence, the methotesyatically underestimates the flexibility of thevger plant fleet.

We therefore apply a clustering approach (groupgeger modeling) as described by Palmintier [58)jclv replaces the
binary decision variables with integer commitmeatiables. The value of the latter describes thelamof power plants (or
power blocks) within each cluster. Opposed to tlessical MILP method (binary variable), the groupeteger modeling
allows each power plant to start or ramp down iidliglly (see [a] in Fig. 2).

[a] Grouped integer U [b] Binary UC
Power plant/ Power plant/Power plant cluster
Power plant cluster f A \
Block 1 Block2 Block 3 Block n
Block n ON ON ON ON
OFF OFF OFF OFF
Block 3

Block 2

Block 1
Fig. 22 Comparison of the classical unit-commitment (U@pr@ach which uses a binary start/stop decisiomabier [a] and the group integer modeling
approach [b]. Figure is adapted from [58].

In this analysis, we use the power plant portf@foGermany based on the Platts World Electric PoRlants Database
(WEPP) of the year 2010 [39] and aggregate eaclepplant into different groups (cluster) based lwgirttechnology type and
plant size. We subsequently obtain 15 clusters {&d& 1) with an overall installed capacity of @®GW. The clusters
encompass fossil fired (lignite, coal, natural gas)l nuclear power plants. Furthermore, we distsighy technology-specific,
typical power plant sizes, i.e. capacity rangesgdamidsize, and small. Within natural gas firedvpr plants we additionally
distinguish between gas turbines and combined gyolger plants (CCGT). All other techno-economicadfdr fossil and
nuclear fired power plants as well as the assumgtiegarding fuel prices and g@mission costs can be found in Sec. 2.3.



131 Tab. 1: Cluster with regard to thermal power plant tecbggltype and plant size.

Technology Capacity Capacity range Number of Installed

group group [Mw] blocks [-] capacity [MW]
Nuclear Large > 800 17 20,400
Nuclear Midsize

Nuclear Small

Lignite Large > 800 4 3,800
Lignite Midsize 400< 800 18 9,900
Lignite Small <400 74 7,40
Coal Large > 550 12 9,000
Coal Midsize 356 550 20 8,000
Coal Small <350 116 11,600
CCGT Large > 350 15 6,750
CCGT Midsize 15G< 350 26 6,500
CCGT Small <150 237 4,740
Gas turbine  Large > 150 2 400
Gas turbine  Midsize 58150 57 3,990
Gas turbine  Small <50 370 3,700
Total 968 96,180

132 2.3 Scenario assumptions

133 As the main research focus lies in the analysithefinfluence of different conceptual approachetharmal power plant
134  modeling on storage demand, we do not model awedld energy scenario, but a simplified, hypotheticase study. All
135 dispatch optimizations of the VRE and thermal poplants rely on exogenous capacity mixes, whilestogage capacity is
136 endogenously determined by capacity expansion. bBeting is used for VRE and storage dispatch akagebtorage capacity
137 expansion. The thermal power plant modeling on dkieer hand distinguishes between unit-commitmerih veiconomic
138 dispatch (MILP) and simplified merit order dispai{ti). We assume a single node power system wittnamsmission to other
139 regions or transmission constraints within the aeg{‘copper plate”). The optimization period is idied into 8,760 hourly
140 chronological time-steps of one observation yeae.phedefine shares of VRE generation and the o&tR)-to-VRE electricity
141  generation, subsequently denotedndf, as described for example in [40-44], [52]. TheE/ghareu describes the ratio of
142  theoretical annual electricity generation from VRErelation to the annual electricity demand (see Z1). The actual VRE
143  share resulting from the optimization can be lothan the theoretical share owing to curtailment¥RE or storage losses. In
144  this analysis, VRE curtailments are not restricteéssociated with any costs. The theoretical RVRE ratio is defined in

145 Eq.2.2.
146
9 Y230 Pying () + X230 Py () . At 21
D
t38760 P t
B= Sizs7e0 = P‘/t£8)760 2.2
Yiz1 0 Pwina (6) + 2217°" Ppy (£)
where
Pyina () Theoretical electricity generation from wind povireach time step[GWh/h]
Ppy(t) Theoretical electricity generation from PV powelech time step[GWh/h]
At Length of one time step [h]
D Annual electrical demand [GWh]
147
148 We analyze three main and two sub-scenarios fdr g&in scenario. The main scenarios distinguistvéah each other by
149 the VRE share: (0.33, 0.66, 1.00), whereas the sub-scenarioshamacterized by different PV-to-VRE ratip£0.4, 0.6).
150 Exogenously pre-defined generation capacities deckil thermal power plants (clustered as describ&kc. 2.2) as well as

151 all PV and wind power capacities, subjectat@nd . For the sake of comparing the influence of thevgroplant modeling
152  approaches, the installed thermal power plant égpper cluster is identical in all scenarios, aliigh higher VRE shares most
153 likely would imply a change in the power plant folib. To derive the cost optimal dispatch of VREEMiIx requires the
154  potential, technology-specific, hourly renewablectlicity generation as input. These potential wai#e generation time-series



155
156
157
158

159
160

161
162
163
164

165
166

167
168
169
170
171
172
173
174
175
176
177
178
179
180
181
182
183
184

6

are a result of the REMix sub-model EnDAENErgy DataAnalysisTool) and rely on solar irradiation and wind speefithe
weather year 2006, including technical constraastsvell as the characteristic curves of wind poplants and PV systems (see
[45]). These profiles are scaled with VRE capasit@ reach the theoretical VRE sharand the PV-to-VRE rati (see Tab.
2). The optimized VRE input is derived from theguttal generation less the curtailments.

Tab. 2: Exogenous installed PV and wind capacities focatisidered scenarios.

Scenario PV[GW]  Wind [GW]
a=0338=04 51 63
a=0335=06 76 42
a=066p=04 101 126
a=066p=06 152 83
a=100p5=04 153 191
a=1008=06 230 127

For modeling thermal power plants, the analysituihes three fuel price and emission certificate gasiations (see Tab. 3).
In the cited sources of Tab. 3, for fuel prices &M@ costs, thdow cost scenarios are used in the scenarios avitt0.33,
medium cost scenarios far = 0.66 andigh cost scenarios far = 1.00.

Tab. 3: Fuel price scenarios for each fuel type.

Fuel costs CO; costs

Fuel type Cost scenafio [EMWhy] [€/t COJ Source

Coal Low 77 27 [46]7
Lignite Low 60 27 [46]7
Natural gas Low 76 27 [46]7
Uranium Low 3.3 27 [47]
Coal Medium 117 60 [46)°
Lignite Medium 86 60 [46]7
Natural gas Medium 113 60 [46]7
Uranium Medium 3.3 60 [47]
Coal High 136 75 [46]7
Lignite High 100 75 [46]7
Natural gas High 131 75 [46)°
Uranium High 3.3 75 [47]

? Price path A.
P Low cost scenario uses the values of the year 20@6ium of the
year 2040 andigh of the year 2050 of the cited sources.

High fuel prices might trigger a reduction in thenmber of CQ emissions certificates since they can lead tocaedse in the
utilization of thermal power plants. As a resulectkased utilization of thermal power plants wiltriease the number of
available emission certificates which lowers thmists. However, in this analysis, we do not conssdeh inter-dependencies
for the cost assumptions. The techno-economic patersiof thermal power plants for the LP and MIL&deling approach can
be extracted from Tab. A 1 and Tab. A 2 in the Amie. Note that the MILP modeling approach requiresre parameters, as
its degree of detail is much higher than the LPraggh.

The model uses an hourly load profile of Germanytffie electricity demand, based on the load prefitem 2006 of the
European Network of Transmission System Operatmr&fectricity (ENTSO-E) [48] and are scaled with @nnual electricity
demand of 500 TWh.

For storage expansion the model is only allowedntest in one representative technology, whosene@tonomical
parameters are loosely orientated on the charatitariof stationary lithium-ion-batteries (Li-ionjssuming a significant
decrease of power (converter) and energy (storagg nelated investment costs. The expansion afagi® is based on a LP
approach in all model runs. REMix optimizes therage dispatch and furthermore allows for an indigidand independent
dimensioning of the storage converter size {k\Whd the storage unit capacity (k¥yhimplying no pre-defined storage-unit-to-
converter ratio (E2P). The E2P value describegithe in hours the storage needs for a completezayith its nominal power
and allows an identification whether a storage netbgy is mainly used for short, mid or long-terpphcations. A detailed
description of the methodology for storage modelisgorovided in Scholz et al. [49], whereas the rmi&chno-economic
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185 parameters are shown in Tab. 2. No constraintgdegathe technical potential (both maximum ingthle converter power and
186  storage capacity) for Li-lon were assumed.
187

188 Tab. 4: Techno-economic parameters for stationary Li-iattdsies as the representative storage techno&ijy[b7].

Parameter Unit Li-ion
INVeStonverter [€/kWe] 50
INnvestiorage [€/kWhg] 101
Amor. time converter  [a] 25
Amor. time storage [a] 25
Interest-rate [ 0.07
0&M iy [% Inv./a] 0.009
O&M yar [€/kWhe]  0.00001
Neharge [] 0.93
TNdischarge [] 0.93
Self-discharge rate [1/h] 0.00007
Availability [ 0.98

189 3 Resultsand discussion

190 3.1 Storage expansion and utilization

191 Fig. 3 illustrates the amount of storage capacity exmanéin terms of converter power) and storage atilan (in terms of
192 annually discharged electricity) that results wremparing the MILP and LP power plant modeling apgh over the
193  scenarios with different VRE shareswhile the PV share is fixe@ € 0.40).

B Converter capacity [GW] B Discharged energy [TWh/a] ::
50 / g50 ;EE:
AR
:%' % % / = [ e e
%30 % / /— %30 e = :E:'
E 77 7 g =
9 9 7 :
i 0 o o E
A1 1
10 % % % / / - 10 . o
777 % % o I
DD 007 = EEE R
=0304 | a-0ow-04 | assomm0s | =004 | o004 | o-Lome0s

195

196 Fig. 3: Storage converter capacity expansion (GHd) storage utilization in terms of annually disdet energy (TWh/a) compared over the scenaflos (
197 0. 4) with increasing VRE share)(and over the different modeling approaches (MILP), for power plants.

198 The following observations can be made:

199 i Storage expansion and utilization increase witlhgasing VRE share, as the growing temporal mismatch between
200 generation and demand has to be balanced in somé/Mrale one option is storage, VRE over-generattso can
201 be balanced through curtailments.

202 ii. Storage expansion and utilization is always higliken using MILP modeling compared to LP. This obaton
203 also holds for the scenarios with a PV shaaf 0.6 (see Fig. A 1 in the Appendix).

204 iii. With increasing VRE share the differences between LP and MILP in terms ofage expansion and utilization

205 decrease.
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While observation i is trivial and fostered by thigh shares of VRE, observations ii and iii seenbéoinfluenced by the
modeling approach for thermal power plants as Hikis parameters are almost identical. We subséguanalyze the
differences in system dispatch and annual utilzati

3.2  Simulation of system dispatch
Fig. 4 compares the system dispatch between thendPMILP approach in the scenarios with a VRE sl@@33 and a PV
sharep of 0.4. Note that in the following analysis allpe&ity groups of a thermal power plant technologygter, see Tab. 1)
are aggregated by technology type.
Simplified merit order dispatch (LP) Unit-commitmemith economic dispatch (MILP)

150

Nuclear
Lignite
100 Coal
CCGT
GT

Wind

Power [GWh/h]
w
o
Power [GWh/h]

PV

Li-ion

Curtailment

UIUERN

Electrical

—30r demand

i i L i i
4350 4400 4450 4500 4550

i i i i i
4350 4400 4450 4500 4550
Time [h] Time [h]

Fig. 4 Comparison of the hourly electricity generatiortta# simplified merit order dispatch (LP) and wommitment with economic dispatch (MILP) power
plant modeling approach for the hours 4320 — 4%8Qte scenario with a VRE share of 0.33 and a RFafe8 of 0.4. The latter’s in brackets refer to the
observations described in the text below.

We see that the LP modeling approach overestintatedlexibility of thermal power plants in companis to the MILP
methodology, mainly owing to neglecting techniaagtrictions, such as minimum load rates or rampistraints. As shown
in Fig. 4, especially the flexibility of ligniteréd power plants is overestimated in the LP approas they are able to ramp very
rapidly (a), are not restricted by any minimum updown times (b) and are not characterized withimméth load rates of the
power plants (c). The specific operating expendittosts (OPEX) result in the following merit orddrpower plant dispatch
(sorted OPEX of power plant clusters): Nuclear nitig, CCGT, Coal, Gas turbines. Slight changefénrherit order can occur
depending on the scenario and its assumed @@es, fuel costs and improvements of efficierfsge Tab. A 3 in the
Appendix). Moreover, since we categorize power tslanto different capacity groups (see Tab. 1), it becomes more
diverse (see Fig. A 2 in the Appendix).

In contrast, the MILP approach shows a more réaldispatch of the thermal power plants, where #asé power plants,
such as nuclear systems, mainly provide electrigitg constant level with little to no power chamgd), while lignite fired
power plants and CCGT are more flexible in thespdich (e), operating as mid and peak-load povestgl Additionally, Fig.

4 indicates a significant higher utilization of istge capacities (f). In Fig. 4 and all followingplatch plots, storage charging is
illustrated by negative y-values, while storageléging is shown by positive y-values.

Fig. 5 illustrates the generation sharsimilar as defined in [53] (see Eq. 3.1) for thatmpower plants, renewable energy
systems and storage, comparing LP and MILP overdifferent renewable shares in the scenarios. M@&eathe figure
illustrates the differences between MILP and LPhwitgard to the generation share (see38), which is denoted b ¢ and
defined as the deviation of the technology-specjéneration share between the MILP and LP approach in percent.

t38760 Pl t
Zt—l x( ) Vx €EX 3.1

T LT R@
where
X Technology index
P.(t) Actual electricity generation from technologyn each time step[GWh/h]
At Length of one time step [h]
D Annual electrical demand [GWh]
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X Technology index
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Mid/peak-load 6.0 Mid/peak-load 2.2 Mid/peak-load 0.7
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Fig. 5: Comparison of technology-specific generation shari@ the scenarios with different VRE shasecomparing the simplified merit order dispatch ) &
the unit-commitment with economic dispatch (MILPpaeling approach. Li-ion refers to the share othiisged electricity within the observation year.
Moreover, the deviation of the generation shareveen LP and MILP is expressed as percentage aralettne.

Within each scenario, the ratio of thermal to realele generation does not differ significantly doext Furthermore, the
ratio of PV share is similar in each scenario du@.tDistinct variations however can be observed & ¢bmposition of the
generation share of thermal power plants and,rasut, the utilization of Li-ion storage:

(1) o LP <o MILP for base-load power plants (nuclear, ligniterll scenarios.
(2) A o for all thermal power plants and storage decreaitbsincreasing VRE share.

(1) In LP the stronger simplifications of operatiognstraints allows relatively inflexible base-lgaolwer plants to ramp up
or down more frequently, and, for the scenario With VRE share ¢ = 0.33), typically observed continuous operatiohasde-
load power plants occurs only for the technologthwie lowest operating costs (in this case elg@ttrgeneration from nuclear
power plants (see Fig. 4)). Slightly higher opergttosts, as for lignite fired power plants, wékults in a more discontinuous
dispatch, following the characteristics of the hp@lectrical demand. In scenarios with the highéd3E share ¢ = 1.00) even
nuclear power plants are operating in a flexible/wa a consequence of high VRE generation and atosven negative net
load as depicted in Fig. 6 (a).
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Simplified merit order dispatch (LP) Unit-commitmenith economic dispatch (MILP)
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Fig. 6: Comparison of the hourly electricity generatiortted simplified merit order dispatch (LP) and wommitment with economic dispatch (MILP) power
plant modeling approach for the hours 4320 — 4580te scenario with a VRE share of 1.00 and a R&fesof 0.4. The latter in brackets refers to the
observations described in the text above.

In contrast, the dispatch consideration in the MHAgproach is characterized by a higher utilizatbrstorage, enabled by
higher storage converter capacity expansion (see3Sk enumeration ii). This enables more contirsuoperation of base-load
power plants with less ramping events and resnltigher generation shares of base-load powergplantlILP. The effect is
illustrated in Fig. 7, which shows the dispatchatfutilities for the scenario. = 0.66, = 0.4 and the hours 0 — 240. In the LP
approach for example, lignite and coal fired powkemts are able to follow the load in the hours 215 (a), whereas in
MILP, we observe that charging of storage ensuresrdinuous operation of lignite and coal fired gowplants as well as
CCGT (b). In some hours (c), the generation fromvgroplants (in this case CCGT) even exceeds tteriglal load. In these
situations the model favors the continuous dispéditcbugh storage utilization over a flexible opamatof the power plant,
which again leads to the higher storage utilizafeomd expansion, see Fig. 3) for the UC approach.

Simplified merit order dispatch (LP) Unit-commitmenith economic dispatch (MILP)
150 - Nuclear
- Lignite
100 o
B ccer
s z o
o o
b = I wind
[ [
3 3
K £ 1w
B iion
: Curtailment
= Electrical
: : ; ; —30 : : i ; demand
0 50 100 150 200 0 50 100 150 200
Time [h] Time [h]

Fig. 7. Comparison of the hourly electricity generatiortted simplified merit order dispatch (LP) and wommitment with economic dispatch (MILP) power
plant modeling approach for the hours 0 — 240 far $cenario with a VRE share of 0.33 and a PV sfaoé 0.4. The latter’s in brackets refer to the
observations described in the text above.

(2) We already noticed that, when comparing LP BHUP, the differences in storage capacity expansad utilization
decrease with increasing VRE sharésee Sec. 3.1, enumeration iii). This observasdn line with the results shown in Fig. 5,
where A ¢ decreases with increasing VRE shareln other words, the amount of discharged eldgriof Li-lon storage
converges between MILP and LP if the amount of wexide electricity generation increases. Similarepbations can be made
for base, mid and peak-load power plants. On ond ithermal power plants become less importanttfiggr generation shares
decrease) with higher VRE shares (i.e. increagingOn the other hand, the dispatch patterns oftakbase and peak-load
power plants also change with higlerWhile scenarios with low shares of VRE are chrdmed by continuous dispatch of
power plants with low operating costs (i.e. basa)o enabled through storage utilization, in sdesawrith higher VRE shares,
mid and peak-load power plants almost completedgpiiear, as the renewable generation is suffitbecver the electric load.



281
282
283
284

285

286
287
288
289
290
2901
292
293
294
295
296
297
298
299

300

301
302
303
304
305
306

11

More specifically, generation from coal disappearscenario withe = 0.66, whereas the generation from almost aflitég
capacities disappears in the scenario with 1.00. In these high-share VRE scenario, fleiibis mainly provided by storage
utilization, whereas nuclear power plants remadhly base-load technology, characterized by aemflekible dispatch (see

Fig. 6, (a)).

3.3 Influence of power plant portfolio granularity

Next, we test whether the influence of the MILP ragieh on storage expansion and utilization is degenon the flexibility
of the power plant portfolio within the system (ithe number of power block). In our analysis wevetd that—when
incorporating endogenous storage expansion anctdispnto the optimization problem—the importanéeaadetailed MILP
unit-commitment modeling approach decreases witheewsing VRE shares. However, this might changeeifassumed power
plant portfolio only consists of a limited numbef power blocks/units (as for example in small regiocor countries).
Consequently, the relative influence of technicahstraints might increase as the system is lesdblée Likewise, the
decreased flexibility might foster greater storagpansion and utilization.

Since in LP the number of blocks (Nb) can be carsid unlimited, as the size of one block is inéilyitsmall, LP is the most
flexible system (see e.g. Fig. 4). Nevertheless réference power plant portfolio in the MILP apgmb (see Tab. 1) is already
quite flexible, as it contains a rather high numbgblocks (968) which enables numerous possiblalinations of on and
offline power blocks. To assess the influence ef power plant portfolio granularity, we lower thenmber of power blocks
from 968 of the reference case to 485, 20 and &blas shown in Fig. 8. The overall installed cégaemains identical in all
scenarios (see Tab. A 4 in the Appendix).

96.18 GW Nb5 Nb20 Nb485 Nb968 (Reference
—_
e

Fig. 8: Power plant granularity in terms of number of BlcThe exact number of blocks for each power plargter can be extracted from Tab. A 4.

To illustrate the effects of different granularitief the power plant portfolio, Fig. 9 shows thepditch for two extreme cases:
a capacity mix with 968 blocks (Nb968) and 5 blo¢kib5). As expected, the inflexibility of Nb5 cagsicreased storage
utilization at some hours (a), whereas in the systgth 968 blocks, lignite power plants and CCGowde flexibility during
the same hours, preventing most of the storageicita(b). Again, we see that CCGT operates as nad-generation owing to
the OPEX cost assumptions.
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Nb968: unit-commitment with economic dispatch  Nb5: unit-commitment with economic dispatch

(MILP), 968 blocks (MILP), 5 blocks
150 T T T 150 ! T : - Nuclear
B icnite
100} 100 B o
Z z .
5 5
& g B vine
[ [
= H
2 g w
B o
:l Curtailment
= Electrical
L ‘ . : ‘ : L : ; ‘ . . demand
4350 4400 4450 4500 4550 4350 4400 4450 4500 4550
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307 Fig. 9: Comparison of the hourly electricity generationtted unit-commitment with economic dispatch (MILy)wer plant modeling approach consisting of
308 968 and 5 blocks. The figure shows the time peoibHour 4320 — 4560 for the scenario with a VRErehz 0.33 and a PV shafeof 0.4. The latter’s in
309 brackets refer to the observations described itetkteabove.

310 Fig. 10 depicts the annual, technology-specificegation sharess dependent on the power plant portfolio granularity
311 (Nb968-Nb5) over the scenarios of different VREreka and for the PV sharg=0.4. We define the most granular capacity
312 mix (Nb968) as benchmark and subsequently deriee déviation of generation shares of less granudgracity mixes
313 (A O.Nb485, A o.NbZO, A 0.Nb5)_

314
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Li-lon 0.8 0.7 1.0 0.4 0.1 0.4 0.3 0.1 0.3
VRE 1.3 1.1 1.6 0.0 0.2 0.1 0.0 0.5 0.1
GT - - - - - -
CCGT 0.2 35 7.4 0.1 0.3 1.8 0.1 0.2 0.1
Coall 0.2 2.6 2.6
Lignite 1.2 0.1 4.6 0.3 0.9 2.5 0.0 0.2 0.5
Nuclear 05 1.2 4.6 0.1 0.3 0.4 0.3 0.6 0.3

Fig. 10: Comparison of technology-specific generation sharé the scenarios with different VRE sharecomparing the unit-commitment with economic
dispatch (MILP) modeling approach, containing diéf& numbers of blocks. Li-ion refers to the shafealischarged electricity within the observatiorarye
Moreover, the deviation of the generation sharevben LP and MILP is expressed as percentage ardedtne.

As shown on an hourly basis in the dispatch plBig.(9), the effect of increasing storage utiliaatwith decreasing number
of blocks is also consistent on an annual basiotopensate the inflexibility of the power plant aejpy mix. Additionally,
instead of providing flexibility through the commaitions of on and offline power blocks (as in NBR68Ib5 provides
flexibility by the technical ability of mid and pkdoad power plants to follow the net load. Thisreflected by higher
generation shares of CCGT in the less flexible scenarios (Nb5, Nb2A)contrast, the generation shares of lignitedfipower
plants decreases over higher Nb, as their techatifity to provide flexibility is insufficient tdollow the temporal variability
of VRE generation. The described effects are \sior all scenarios, but becomes less pronouncedrédsingA o) with
increasing VRE share. In other words, under the premises of model eadogs storage expansion, MILP approaches are
particularly important if the analysis focussessomaller regions (i.e. a limited number of thermlaicks) in combination with
low shares of VRE. This also applies for largerrgpesystems, where the model user heavily aggreghtenumber of blocks.
In turn, the aggregation of power blocks and thpdrtance of MILP is less important in high shareB/tenarios.

3.4 Comparison to the state of research

Our results corroborate some findings of the exgstesearch. In terms of the deviation of the ttanpower plant generation
shares between the two modeling approaches (LRIy@sLP), our results are in line with the work Béncelt et al. [53], as
A o (Generation mix error merit order dispatch in [53]) is relatively low (max. 6.0%, see Fig. ®ur model results also indicate
an increased utilization of storage in the MILP mygeh as shown by Stoll et al. [51]. This is esplgcithe case in scenarios
with low shares of VRE generation.

Differences exist, however, with regard to the imiaoce of MILP depending on the VRE shateand, more specifically, the
trend of A o over the different VRE shares Palmintier [58] finds that, in contrast to thesults presented in this paper, the
importance of operating detail in thermal powemplmodeling increases with higher shares of VREegation (and stricter
CO, emission limits). The latter can be explained siffs8] performs an integrated optimization of dispaand capacity
expansion which leads to different initial powelam portfolios, whereas the analysis at hand udestical generation
portfolios, only optimizing their dispatch and sige expansion. Similar to [58], the results of Rdinet al. [53] show an
increase ofA o with increasinga, i.e. detailed power plant modeling which consideperating constraints becomes more
important with higher VRE shares. However, two imigot assumptions distinguish our work from [53jrsE the present
analysis conducts optimization calculations up theoretical VRE share of 100%, whereas VRE shiar¢s3] reach 50% in
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the year 2050. Yet, the importance of power plaodeiing might decrease as the share of thermalrggoe in highly
renewable scenarios also decreases. Second, [S3)tdaclude storage expansion as a flexibilityiaptin their calculations.
Consequently, all balancing of the intermittent VB&heration has to be provided by dispatchable ppleats. As flexibility
requirements increase with higher VRE shares {j@ fgrms of hourly or multi-hour ramp requiremersgse e.g. [52]), technical
constraints with regard to the dispatchability ofyer plants (as considered in the MILP approacktegreat influence and
explainA o between the LP and MILP approach in Poncelet.¢53].

4  Conclusions

We examined the influence of thermal power planteting (simplified merit order dispatch (LP) verswst-commitment
with economic dispatch (MILP)) on storage demarsitigithe cost minimizing capacity expansion angatish model REMix.
The analysis was conducted for scenarios with diffeshares of PV and wind power generation, ranfyiom 33% up to 100%
of theoretical generation share with regard toaiheual power demand.

We found that LP systematically overestimates tleilility of thermal power plants, thus leading tower storage
expansion and utilization compared to MILP in alesarios. If endogenous storage expansion is ocemegldn the capacity
planning and dispatch optimization (and flexibilfiyovision does not solely rely on the existing powlant portfolio), MILP
modeling is superior in terms of realistic storagasideration. Power plants are restricted by mimmoad rates or ramping
constraints, consequently fostering an increasstémage utilization to ensure continuous operatiérthe thermal units.
However, we also found that, owing to the decransimare of thermal power plants that are modeléeby LP or MILP, the
differences of LP and MILP in storage expansion atilization as well as the generation shares efrttal power plants merely
decrease with increasing variable renewable en@f8E) shares. This leads to the conclusion thaigh Hegree of detail in
power plant modeling becomes less important in ages with high shares of VRE if network constraiate neglected.

Similar relations were observed for smaller enexggtems with a lower number of available generatioits. For low share
VRE scenarios and in the case of very few unitmiBtant deviations with the highly granular enggystem become visible,
especially for nuclear and lignite power plantsvadl as for combined cycle power plants. The déferes in storage utilization
are rather small. Again, the differences become digstinct with increasing share of VRE.

There are limitations of our analysis and futurekvehould carefully consider these. First, we ustnlage expansion and
dispatch of a single technology as a proxy forifidity demand. However, other options are possdnd, for example, enable
balancing of intermittent renewable generation tigio spatial balancing (i.e. shifting of electricftpm one point in time to
another by the electricity grid) or through changdsthe electric load curve (i.e. demand responés).the fundamental
functionalities of these alternative flexibility ipns vary quite heavily from the ones of storggawer plant modeling might
have different effects as our results show. Moreotlee hourly resolution of the REMix model doed napture sub-hourly
flexibility requirements, such as frequency control

Second, both in LP as well as in MILP, storage cidpaxpansion relies on linear programming. Simia LP and as
described in Sec. 3.2 the approach is not ableotsider on/off behavior of single storage units@icapture some techno-
economic characteristics as it would be possiblth wiixed-integer methods. For storage these cadnttrare heavily
technology dependent, e.g. batteries include ltioita in terms of depth of discharge or cycle digbiwhereas pumped hydro
storage are restricted by minimum storage levelsudiine power [54], [55]. Similar to the argumeida of power plant
granularity in Sec. 3.3, the necessity of mixe@dgar storage modeling depends on the granularitth@foverall installed
storage capacity and hence the typical capacity sizone storage unit. In this sense, mixed-integroaches might be
desirable for large scale storage technologiesraamhaller energy system, whereas linear programnsitikely to be sufficient
in large energy systems in combination with smaiterage units.

Third, we solely considered electricity and do matdel interactions to other energy related sectoursh as the transportation
or heat sector. Especially the latter might be cffé by assumptions of power plant modeling, asesomits operate as
Combined Heat and Power Plants (CHP). In combinatiith heat storage, CHP units have the potertiaperate in a more
flexible way as shown in [56].
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Nomenclature
Indices
x€X Technologies
teT Time
Parameter

a Annual theoretical power generation share of phaltaic and wind power systems with regard to theuah
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power demand [-]

B Annual theoretical power generation share of phaltaic systems with regard to the overall theogsgtic
power generation from variable, renewable systeins [
At Length of one time step [h]
Pwina(t) Theoretical electricity generation from wind povieeeach time step[GWh/h]
Ppy(t) Theoretical electricity generation from photovaitaystems in each time stefisWh/h]
D Annual electrical demand [GWh]
P.(t) Actual electricity generation from technologyn each time step[GWh/h]
Ox Actual generation share of technologfy]
olf Generation share in simplified merit order dispgldR) approach of technology|-]
oMILP Generation share in unit-commitment and econonsipatch (MILP) approach of technology-]
A o, Generation share difference between economic disgatd unit-commit [%0]
Abbreviations
LP Linear programming
MILP Mixed-integer programming
ucC Unit-commitment
VRE Variable, renewable electricity
REMix Renewable Energy Mix
O&M cost Operating and maintenance costs
WEPP World Electric Power Plants Database
PV Photovoltaic
OPEX Operating expenditures
CCGT Combined cycle gas turbines
Nb Number of power blocks within a power plant ongr plant cluster
CHP Combined heat and power plant
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Fig. A 1. Storage converter capacity expansion (GW) anégtoutilization in terms of annually dischargedrggp€TWh/a) compared over the scenarios (PV
shareB of 0.6) with increasing VRE share)(@nd over the different modeling approaches (MILP), for power plants.

Tab. A 1: Techno-economic parameters of thermal power lasters for the LP modeling approach.

O&M» Wear & tear

a b
Power plant cluster mgross[-1%  Mnet[-] [€/kWh]  costs [€/kW]

Nuclear large 0.324 0.309 0.00171 0.0015
Nuclear midsize 0.324 0.309 0.00171 0.0015
Nuclear small 0.324 0.309 0.00171 0.0015
Lignite large 0.433 0.406 0.00358 0.0015
Lignite midsize 0.395 0.370 0.00358 0.0015
Lignite small 0.373 0.350 0.00358 0.0015
Coal large 0.414 0.379 0.00358 0.0015
Coal midsize 0.415 0.380 0.00358 0.0015
Coal small 0.405 0.371 0.00358 0.0015
CCGT large 0.461 0.453 0.00288 0.0005
CCGT midsize 0.517 0.508 0.00288 0.0005
CCGT small 0.493 0.484 0.00288 0.0005
Gas turbine large 0.400 0.395 0.01236 0.0005
Gas turbine midsize 0.289 0.285 0.01236 0.0005
Gas turbine small 0.358 0.354 0.01236 0.0005

ngrossiS based on [58].

® As [58] does not provide data fok, we use the ratio ofyossto Meet
provided by [57]. Note however that [57] do noffeliEntiate between
capacity groups and includes only technology-speeifficiencies. In
consequence, the ratio 9fiss to nnet In this table is identical within
each technology group.

¢ Based on [67]. For nuclear power plants we use vthiees of
Advanced Nuclear of [67], for lignite and coal power plants the wed
of Advanced Pulverized Coal Facility, for gas turbine€onventional
Combustion Turbine and for CCGT Conventional Natural Gas
Combined Cycle. To conclude to €, we assume an exchange rate of
1.3US $/€ and an inflation rate of 2% p.a. .
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Tab. A 2: Techno-economic parameters of thermal power maisters for the MILP modeling approaci@Rn.x describes the efficiency at maximal powg® Py the efficiency at minimum load of the unit. Load
ratenin is defined as the minimal load rate of the uritiee to the gross capacity.

Power plant cluster @Pre?  1@Pnr’ Load . Fuel cons. stadrt Auxi‘Iiary epower Auiniar)é power Minir_num on- l\_/linimum off-  O&M yar . Startup gosts Rampingg costs
ratenn [-]© [MWh/MW,]® coolingyin®° [MW] others;° [MW] line time [h] line time [h] [kE/GWhe]' [KE/GW] [k€/GW]

Nuclear large 0.3240 0.2786 0.50 2.27 6.10 32.00 48 48 1.71 6.6 253
Nuclear midsize 0.3240 0.2786 0.50 2.27 104.10 32.00 48 48 1.71 6.6 253
Nuclear small 0.3240 0.2786 0.50 2.27 104.10 32.00 48 48 1.71 6.6 253
Lignite large 0.4325 0.3720 0.40 3.08 3.20 57.00 12 12 3.58 6.52 253
Lignite midsize 0.3950 0.3397 0.40 2.05 2.00 60.76 12 12 3.58 5.01 2.83
Lignite small 0.3725 0.3204 0.40 2.05 0.50 91.20 12 12 3.58 5.01 3.13
Coal large 0.4137 0.3558 0.40 3.08 2.50 57.00 12 8 3.58 6.52 253
Coal midsize 0.4150 0.3569 0.40 2.05 1.40 60.76 12 8 3.58 5.01 2.83
Coal small 0.4052 0.3484 0.40 2.05 0.50 91.20 12 8 3.58 5.01 3.13
CCGT large 0.4612 0.2652 0.30 0.14 0.30 16.50 8 4 2.88 1.56 0.60
CCGT midsize 0.5171 0.2973 0.30 0.14 0.20 21.95 8 4 2.88 1.56 0.60
CCGT small 0.4928 0.2834 0.30 0.14 0.00 27.51 8 4 2.88 1.56 0.60
Gas turbine large 0.4000 0.1520 0.20 0.062 0.00 16.50 0 1 12.36 0.78 2.80
Gas turbine midsize 0.28950.1100 0.20 0.062 0.00 21.95 0 1 12.36 0.78 2.10
Gas turbine small 0.3585 0.1362 0.20 0.062 0.00 27.51 0 1 12.36 0.78 1.40

2Based on [58].

® Based on [59-61], [63].

¢ Based on [61-63].

4 Based on [68]. Assumed to be warm start.

¢ All other parasitics, excluding cooling. Based[68-66].

fBased on [67]. For nuclear power plants we use#hges ofAdvanced Nuclear of [67], for lignite and coal power plants thewed ofAdvanced Pulverized Coal Facility, for gas turbines
Conventional Combustion Turbine and for CCGTConventional Natural Gas Combined Cycle. To conclude to €, we assume an exchange rat@dS1$/€ and an inflation rate of 2% p.a.

9Based on [68]. For nuclear power plants internsiliegptions were used.
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Tab. A 3: Total specific operating expenditures (OPEX) digagated into the cost components,@@d fuel costs as well variable operation and taaance
costs (O&M.,) over the scenarios with different VRE shareslier LP approach. Note that the total OPEX in thide do not include wear & tear costs as they
are a result of the optimization.

CQO; costs  Fuel costs [ CQO; costs Fuel costs O&M o Total OPEX
[E£COs]  [EMWhy]  Tnet [EIMWhe]*  [EMWh] [EMWhe]  [€/MWhe]

0.33 Nuclear large 27 3.3 0.309 0.00 10.68 1.71 392.
0.33 Nuclear midsize 27 3.3 0.309 0.00 10.68 1.71 2.39
0.33 Nuclear small 27 3.3 0.309 0.00 10.68 1.71 392.
0.33 Lignite large 27 60.0 0.406 26.57 147.78 3.58 177.94
0.33 Lignite midsize 27 60.0 0.370 29.16 162.16 83.5 194.90
0.33 Lignite small 27 60.0 0.35p 30.83 171.43 3.58 205.83
0.33 Coal large 27 77.0 0.379 23.85 203.17 3.58 .6230
0.33 Coal midsize 27 77.0 0.380 23.79 202.63 3.58 30.
0.33 Coal small 27 77.0 0.371 24.37 207.55 3.58 485
0.33 CCGT large 27 76.0 0.453 12.02 167.77 2.88 .6Ir82
0.33 CCGT midsize 27 76.0 0.508 10.71 149.61 2.88 63.2D
0.33 CCGT small 27 76.0 0.484 11.25 157.02 2.88 1671
0.33 GT large 27 76.0 0.395 13.78 192.41 12.36 5518.
0.33 GT midsize 27 76.0 0.285 19.10 266.67 12.36 8.1
0.33 GT small 27 76.0 0.35¢4 15.38 214.69 12.36 312,
0.66 Nuclear large 60 3.3 0.309 0.00 10.68 1.71 392.
0.66 Nuclear midsize 60 3.3 0.309 0.00 10.68 1.71 2.39
0.66 Nuclear small 60 3.3 0.309 0.00 10.68 1.71 392.
0.66 Lignite large 60 86.0 0.406 59.05 211.82 3.58 274.46
0.66 Lignite midsize 60 86.0 0.370 64.80 232.43 835 300.81
0.66 Lignite small 60 86.0 0.35p 68.50 245.71 3.58 317.80
0.66 Coal large 60 117.0 0.379 53.00 308.71 3.58 5.2%6
0.66 Coal midsize 60 117.0 0.380 52.86 307.89 3.58 364.34
1
3
8
4
5
5
i\
9
9
9
6
0
0
9
0
1
3
8
4
5
5

VRE sharex [-]  Technology

0.66 Coal small 60 117.0 0.37 54.15 315.36 3.58 3.087
0.66 CCGT large 60 113.0 0.45 26.70 249.45 2.88 9.037
0.66 CCGT midsize 60 113.0 0.5( 23.81 222.44 2.88 249.13
0.66 CCGT small 60 113.0 0.48 24.99 233.47 2.88 1.36
0.66 GT large 60 113.0 0.39 30.62 286.08 12.36 0829
0.66 GT midsize 60 113.0 0.28 42.44 396.49 12.36 51.29
0.66 GT small 60 113.0 0.35 34.17 319.21 12.36 365
1.00 Nuclear large 75 3.3 0.30 0.00 10.68 1.71 392.
1.00 Nuclear midsize 75 3.3 0.3( 0.00 10.68 1.71 2.39
1.00 Nuclear small 75 3.3 0.30 0.00 10.68 1.71 392.
1.00 Lignite large 75 100.0 0.40 73.82 246.31 3.58 323.70
1.00 Lignite midsize 75 100.0 0.37 81.00 270.27 583. 354.85
1.00 Lignite small 75 100.0 0.35 85.63 285.71 3.58 374.92
1.00 Coal large 75 136.0 0.37 66.25 358.84 3.58 8.642
1.00 Coal midsize 75 136.0 0.38 66.08 357.89 3.58 42755
1.00 Coal small 75 136.0 0.37 67.68 366.58 3.58 7.843
1.00 CCGT large 75 131.0 0.45 33.38 289.18 2.88 5.432
1.00 CCGT midsize 75 131.0 0.5( 29.76 257.87 2.88 290.52
1.00 CCGT small 75 131.0 0.48 31.24 270.66 2.88 478
1.00 GT large 75 131.0 0.39 38.28 331.65 12.36 .2882
1.00 GT midsize 75 131.0 0.28 53.05 459.65 12.36 25.06




1.00 GT small 75 131.0 0.35|4 42.71 370.06 12.36 .15

#The following specific emission factors were assdrft CQ/MWhy,]: uranium = 0.00, lignite = 0.40, coal = 0.33,ural gas = 0.20.
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Fig. A 2: Merit order for the scenarios differing in theiRE sharex for all power plant groups in the LP approach.
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Tab. A 4: Cluster with regard to power plant technology tgpel plant size for the scenario with reduced nurobblocks (485, 20, 5).

;fgj‘g‘“'ogy g%ﬁc”y [‘ﬁ‘\f’vﬁc'ty raNG€ " Number of blocks [ Llsgiﬂﬁi MW]
485 20 5

Nuclear Large > 800 8 1 1 20,400
Nuclear Midsize - - - - -
Nuclear Small - - - - -
Lignite Large > 800 2 1 - 3,800
Lignite Midsize 400< 800 9 1 1 9,900
Lignite Small <400 37 1 - 7,40
Coal Large > 550 6 1 - 9,000
Coal Midsize 356< 550 10 1 1 8,000
Coal Small <350 58 2 - 11,600
CCGT Large > 350 8 1 6,750
CCGT Midsize 156 350 13 1 1 6,500
CCGT Small <150 119 3 - 4,740
Gas turbine Large > 150 1 1 - 400
Gas turbine  Midsize 50150 29 1 1 3,990
Gas turbine  Small <50 185 5 - 3,700

Total 485 20 5 96,180




Highlights

Mixed integer unit-commitment with economic dispatch (MILP) and simplified linear
programming merit order dispatch (LP) for thermal power plants are compared with
regard to electricity storage demand and utilization in aleast cost optimization model.
The analysis relies on different hypothetical energy scenarios with different shares of
variable renewable electricity (VRE) generation and photovoltaics to wind power
ratios aswell as different granularities of the thermal power plant capacity mix.
Users of optimization models for future energy scenarios should carefully deliberate
their choice of thermal power plant modeling in order to consider storage expansion
and utilization appropriately.

MILP approaches were found to be superior in lower share VRE scenarios and/or in
thermal capacity mixes with alimited number of thermal generation units.

LPin contrast is sufficient in highly renewable and granular capacity mixes.



