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Introduction
Understanding and quantifying a dynamical system like air traffic management (ATM) at performance level is a challenging task. (Key) Performance Indicators ((K)PI) represent states of captured, linked sub-systems, so the inner-workings of the system are recognizable shown in time-discrete time series [1]. For a valid prediction of the system behavior at performance level all correlations between the time series needs to be identified.   
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Results and Discussion
To overcome resulting complexities and dynamic effects the problem can be approached through advanced statistical procedures as LSTM are [2]. LSTM are advanced Recurrent Neural Network (RNN) structures, which are able to store information over time and capturing long-term dependencies without suffering from optimization hurdles through creating a multi-gate inlay (Fig. 2) [3]. A specially initialized and trained set of LSTM can predict a multivariate time series and consider the dependencies of all inputs and outputs.
A standard RNN computes the hidden vector sequence h = (h(1), ..., h(T)) and output vector sequence y = (y(1), ..., y(T)) for a given input sequence x = (x(1), ..., x(T)) as shown in (1) and (2):
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h(t) = H (Why x(t) + Whh h(t−1) + bh  )
               
            (1)
y(t) = Why h(t) + by               

                                         (2)
The W-Terms denote weight matrices to the corresponding connections (e. g. Why is the hidden-output weight matrix), the b terms denote bias vectors as an extraction of the threshold function (e. g. by as the output hidden vector) and H is the hidden layer function, usually an elementwise application of the logistic sigmoid function.
LSTM networks address the problem of vanishing gradients of RNN by splitting in three inner-cell gates and build so called memory cells to store information in a long range context.
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The LSTM structure depicted in Fig. 2. is implemented through the following functions:
i(t) = σ (Wxi x(t) + Whi h(t−1) + Wci c(t−1) + bi  )

            (3)
f(t) = σ (Wxf x(t) + Whf h(t−1) + Wcf c(t−1) + bf  ) 

            (4)
c(t) = f(t) c(t−1) + i(t) tanh (Wxc x(t) + Whc h(t−1) + bc )    
            (5)
o(t) = σ (Wxo x(t) + Who h(t−1) + Wcoc(t) + bo )

            (6)
h(t) = o(t) tanh(c(t))



                           (7)
σ and tanh represent the specific, elementwise applied activation functions of the LSTM. i, f, o and c denote the mentioned inner-cell gates, respectively the input gate, forget gate, output gate, and cell activation vectors. c need to be equal to the hidden vector h. The W terms again denote weight matrices. [4]
As we need to consider dependencies / correlations in both forward and backward direction the conventional LSTM needs to get adjusted. Bidirectional LSTM (BLSTM) are introduced, which are able to process data in both directions with two separate hidden layers. Both hidden layers are connected to the same output layer as illustrated in Fig. 3. A BLSTM computes the forward hidden sequence h and the backwards hidden sequence h separately, the output layer y by iterating the backward layer from t=T to 1 and the forward layer from t=1 to T. To shorten the representation a BRNN is represented in (8) to (10), where H could be implemented by the composite function (3) to (7) as done in [5].
h(t) = H ( W xh x(t) + W hh h (t−1) + b h ), t = 1,…,T

(8)
h(t) = H ( W xh x(t) + W hh h (t+1) + b h ), t = T,…,1

(9)
y(t) = W hy h(t) + W hy h(t) + b y


             (10)




We implemented the given BLSTM structure in Python 3.5 using the deep learning library KERAS with theano backend. For simple examples we analyzed well known deterministic functions as well as unknown time-series sourced in the performance data of Hamburg Airport, received through the ATM simulation software AirTOp (Air Traffic Control Fast Time Simulation).
Figure 4 (a) and (b) show the BLSTM result for an application on y = sin(x). (a) represents a one-dimensional prediction by not considering the argument x, (b) uses both. In Figure 5 the analysis of an unknown, non-linear function is depicted by predicting flow considering delay, incursions and flight durations as side effects.

The original datasets (blue) were splitted into BLSTM training sets (2/3, BLSTM output = green) and test sets (1/3, BLSTM output = red).

The BLSTM are characterized by the number of hidden layers (nhidden_layer), number of samples propagated through the network (batch-size), the number of trained epochs (nepoch ) and the learning rate (η).




Conclusion
The learned knowledge without having any expectations of the underlying processes allows to learn and predict (non-)linear, complex system performance time-series. The whole model is really sensible due to its parametrization and structure and needs to get adjusted to the model carefully.
We can make the following conclusions:
a) (B)LSTM with multiple inputs are able to predict non-linear AirTOp time        series considering input dependencies.
b) Results hardly depend on structure and parametrization of LSTM model
Processing of long-term dependencies without vanishing gradients.
Next steps:
In the upcoming research an extraction of the learned knowledge of AirTOp datasets to identify correlations of KPIs with senstivity analysis is essential to understand the inner-system workings. 
As we use (B)LSTM for a high-complex problem further studies like stability tests need to be adressed to the model.
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Fig. 1. A simplified representation of the building a certain time-series element at time t, t = 1...T, by considering its former states (red box) and all possible correlations/dependencies through the other KPI states within the system from both future and past (yellow box). 














 t = 1,…,T





Fig. 2. A conventional enrolled LSTM representing the multi-gate inlay with the related activation function of input, forget and output gate in combination with the cell block. Hidden outputs of one LSTM block are transported through the whole chain to ensure information storage in a long rage context.  
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Fig. 3. Bidirectional Long Short Term Memory. Both forwards and backwards hidden layers are connected to the same output layer.








Fig. 4. (a)- y = sin(x), one-dimensional time-series prediction Y	nhidden_layer = 4, batch-size = 10, nepoch = 100, η = 10-3


Fig. 4. (b)- y = sin(x), two-dimensional time-series prediction X, Y	nhidden_layer = 4, batch-size = 10, nepoch = 100, η = 10-3





Fig. 5. - y = unknown,  three-dimensional time-series prediction for A ,B, Y	nhidden_layer = 10, batch-size = 10, nepoch = 100, η = 10-3











