For aircraft engine manufacturers the formation of pollutants such as NOx or soot particles is an important issue because the regulations on pollutant emissions are becoming increasingly stringent. In order to comply with these regulations, new concepts of gas turbine combustors must be developed with the help of simulation tools. In this paper we present two different strategies, proposed by ONERA and DLR respectively, to simulate soot or NOx formation in combustors. The first one is based on simple chemistry models allowing significant effort to be spent on the LES description of the flow, while the second one is based on more accurate, but also more expensive, models for soot chemistry and physics. Combustion experiments dedicated to the validation of these strategies are described next: The first one, performed at DLR, was operated at a semi-technical scale and aimed at very accurate and comprehensive information on soot formation and oxidation under well-defined experimental conditions; the second one, characterized at ONERA, was aimed at reproducing the severe conditions encountered in realistic gas turbine combustors. In the third part of the paper the results of combustion simulations are compared to those of the validation experiments. It is shown that a fine description of the physics and chemistry involved in the pollutant formation is necessary but not sufficient to obtain quantitative predictions of pollutant formation. An accurate calculation of the turbulent reactive flow interacting with pollutant formation and influencing dilution, oxidation and transport is also required: when the temperature field is correctly reproduced, as is the case of the ONERA simulation of the DLR combustor, the prediction of soot formation is quite satisfactory while difficulty in reproducing the temperature field in the TLC combustor leads to overestimations of NOx and soot concentrations.

Introduction

The combustion inside gas turbine burners generates emissions of the greenhouse gas CO₂, as well as pollutants such as NOx, CO, soot particles and UHC (Unburned HydroCarbons). Increasingly stringent regulations are being introduced to require lower emissions in newly manufactured aircraft engines. A decrease in CO emissions is achieved through various paths, among these the increase in the OPR (Operating Pressure Ratio) of the gas turbine. The increase in the pressure inside the GT (Gas Turbine) combustor leads to a better thermodynamic efficiency of the engine and also tends to minimize the effect of incomplete combustion and therefore to limit CO and UHC emissions. On the other hand, this pressure increase leads to a higher combustor inlet temperature, which results in turn in a higher temperature inside the combustor and thus greatly favors NOx formation. The incorporation of more stringent regulations for NOx emissions is therefore a very challenging task, which requires the development of new combustor concepts. Figure 1, extracted from Ralph and Baker [1], shows the evolution of the regulations as well as the mid-term and long-term goals for NOx emissions. In figure 1, past and present regulations have a positive slope of tolerated emissions with increasing OPR in order to not impede the development of engines with a high OPR. However, in future this slope will be smaller: this makes the compliance with future NOx regulations much more difficult for high OPR engines.
Many attempts to predict NOx formation in gas turbine combustors can be found in the literature. Some are based on steady-state methods (Riesmeier et al. [11], for example) and contain relatively simple chemistry (Schmitt et al. [12], for example). One possible approach to combine LES with a complex chemistry, including NOx formation, is tabulated chemistry (Godel et al. [13], for example). The validation of the methodology for these NOx simulations is not an easy task, because generally NO or NOx measurements are only achieved by gas sampling at the exit of the combustors (Ibas et al. [14], Landman et al. [15], for example). Sometimes, the sampling probe is moved inside the flame to obtain information at different locations, but in most examples the flame configuration is far from that encountered in gas turbine combustors (Li and Williams [16], Sze et al. [17], for example), moreover, the flow field governing the global flame behavior is significantly affected by such intrusive measurement techniques. Spatially resolved, non-intrusive NO measurements by LIF (Laser Induced Fluorescence) have also been carried out in flames (Meier et al. [18], Sick et al. [19], Meier et al. [20], Bessler et al. [21], van Essen et al. [22], for example), but again the configuration (pure diffusion or pure premixed flames) and the experimental conditions (laminar or low pressure flames, fuel reduced to pure CH₄ or H₂) are far from those of gas turbine combustors.

Some difficulties also appear in the development of numerical tools for soot predictions. The physics of soot formation is known to be very complex because it involves complex chemical mechanisms occurring both in the gaseous phase and at the interface between the small solid soot particles and the surrounding gaseous phase, see for example Bockhorn [23]. Developing reliable numerical tools for soot prediction requires the physical submodels to be adequately selected, in order to obtain the best compromise between accuracy and computation cost. Considering the high complexity of the phenomena that must be reproduced by the soot models, the numerical tool must be carefully validated by comparison with experiments. In the past, soot formation was first studied experimentally in laminar flames, in order to facilitate the measurements and to discard the additional complexity of turbulence; see for example Santoro et al. [24], Vandsburger et al. [25], Quay et al. [26], McNally and Pfefferle [27]. Experimental studies in laminar flames are still being achieved, mainly to scrutinize the influence of pressure and/or mixture ratio on soot formation (Aranza et al. [28], McCraining and Roberts [29], Thomson et al. [30], Desgroux et al. [31], Joo and Gülder [32]). These experiments serve to validate, without difficulties induced by the fluid flow complexity, physical models for soot formation intended to be introduced in CFD codes (Leung et al. [33], Blacha et al. [34]). Soot formation has also been experimentally studied in unsteady and turbulent flames, which provide conditions more resembling technical burners (Shaddix and Smyth [35], Qamar et al. [36], Lemaire et al. [37], Henrikset al. [38], Köhler et al. [39], Mueller et al. [40], Geigle et al. [41-43]). In parallel, some attempts to simulate the soot formation in unsteady or turbulent flames have been made (Said et al. [44], Pitsch et al. [45], Zamuner and Dupoirieux [46], Yoo and Im [47], Lignell et al. [48], Narayanan and Trouvé [49], Köhler et al. [39], Bisetti et al. [50], Mueller and Pitsch [51], Attili et al. [52]). Nowadays, unsteady simulations of the DNS or LES type yield satisfactory results concerning the description of the turbulent flow, but are not yet able to reliably predict soot distributions, mainly because it is very difficult to correctly predict the concentration of soot precursors, which are made up of minor species such as acetylene (C₂H₂), benzene (C₆H₆), and polycyclic aromatic hydrocarbons (PAH). The prediction of the size distribution of the soot particles is particularly challenging. It can be obtained by resolution of transport equations, one for each size section, as obtained by Köhler et al. [39], or for moments of the soot particle size distribution as done by Mueller and Pitsch [51], or by a Lagrangian approach as was done by Zamuner and Dupoirieux [46], or Dupoirieux et al. [53]. Whatever

Figure 1 – Regulations and mid-term/long-term (MT/LT) goals concerning the NOx emissions per unit engine thrust as a function of the OPR at take off

Until now, the regulation for aircraft emissions of particulate matter, including soot, was based on the evaluation of the Smoke Number (SN) [2], which is quite rough considering that parameters such as particle size, particle number density or surface reactivity of particles are not accessible by the SN, but are essential to define the harmfulness of these emitted particles. In recent engine developments, the size of emitted particles decreased and the particle number simultaneously increased, while the filters used for measuring SN are significantly less sensitive to small particles. For that reason, significant efforts are spent to define measurement procedures for engine certification, which will be routinely used at the industrial level and replace the SN evaluation to yield more detailed information on the emitted particulate matter (Delhay et al. [3], Black et al. [4] and Petzold et al. [5]). This expected change in the regulations for particulate matter emissions is another point that must be tackled by engine manufacturers, without compromising achievements in NOx emission minimization.

In order to design new engines complying with these future regulations, aircraft manufacturers need support from numerical tools that are able to predict pollutant formation, especially NOx at high pressure and soot particles, which largely contribute to the harmful particles emitted by the combustion chamber. The design and development of low NOx combustors based on lean premixed combustion is particularly troublesome because they are prone to instabilities (see for example Cohen et al. [6], Lieuwen [7]). RQL (Rich Quick quench Lean) combustors (Feitelberg et al. [8], Jermakian et al. [9]) are less sensitive to thermoacoustics because the fuel rich section ensures combustion stability but, unfortunately, the potential for NOx reduction is limited. The more recently developed TAPS devices (Stickles and Barrett [10]) include pilot injection to stabilize the combustion and a main multi-hole injector to prompt the fuel-air mixing. The determination of the best geometry and optimal distribution between pilot and main injection at different flight regimes is very challenging.

Some difficulties also appear in the development of numerical tools for soot predictions. The physics of soot formation is known to be very complex because it involves complex chemical mechanisms occurring both in the gaseous phase and at the interface between the small solid soot particles and the surrounding gaseous phase, see for example Bockhorn [23]. Developing reliable numerical tools for soot prediction requires the physical submodels to be adequately selected, in order to obtain the best compromise between accuracy and computation cost. Considering the high complexity of the phenomena that must be reproduced by the soot models, the numerical tool must be carefully validated by comparison with experiments. In the past, soot formation was first studied experimentally in laminar flames, in order to facilitate the measurements and to discard the additional complexity of turbulence; see for example Santoro et al. [24], Vandsburger et al. [25], Quay et al. [26], McNally and Pfefferle [27]. Experimental studies in laminar flames are still being achieved, mainly to scrutinize the influence of pressure and/or mixture ratio on soot formation (Aranza et al. [28], McCraining and Roberts [29], Thomson et al. [30], Desgroux et al. [31], Joo and Gülder [32]). These experiments serve to validate, without difficulties induced by the fluid flow complexity, physical models for soot formation intended to be introduced in CFD codes (Leung et al. [33], Blacha et al. [34]). Soot formation has also been experimentally studied in unsteady and turbulent flames, which provide conditions more resembling technical burners (Shaddix and Smyth [35], Qamar et al. [36], Lemaire et al. [37], Henrikset al. [38], Köhler et al. [39], Mueller et al. [40], Geigle et al. [41-43]). In parallel, some attempts to simulate the soot formation in unsteady or turbulent flames have been made (Said et al. [44], Pitsch et al. [45], Zamuner and Dupoirieux [46], Yoo and Im [47], Lignell et al. [48], Narayanan and Trouvé [49], Köhler et al. [39], Bisetti et al. [50], Mueller and Pitsch [51], Attili et al. [52]). Nowadays, unsteady simulations of the DNS or LES type yield satisfactory results concerning the description of the turbulent flow, but are not yet able to reliably predict soot distributions, mainly because it is very difficult to correctly predict the concentration of soot precursors, which are made up of minor species such as acetylene (C₂H₂), benzene (C₆H₆), and polycyclic aromatic hydrocarbons (PAH). The prediction of the size distribution of the soot particles is particularly challenging. It can be obtained by resolution of transport equations, one for each size section, as obtained by Köhler et al. [39], or for moments of the soot particle size distribution as done by Mueller and Pitsch [51], or by a Lagrangian approach as was done by Zamuner and Dupoirieux [46], or Dupoirieux et al. [53].
the method, the computational effort is significant with a large number of transport equations to solve in the first case and a large number of fluid particles to track in the second case. According to the available computational power, different strategies can be used to apply numerical soot prediction to the practical situation of GT combustors: soot simulation in post-processing as used by Barths et al. [54], flamelet approach as used by Riesmeier et al. [11], or LES as used by Mueller and Pitsch [55]. In this paper we propose two strategies for soot prediction in GT combustors, which can be considered as a good compromise between accuracy and computational effort.

The next section presents two possible numerical methodologies, proposed by ONERA and DLR respectively, for the simulation of soot and NOx formation. Section "Experiments for the validation of the numerical strategies of pollutant prediction" describes experiments for the validation of these methodologies: the first one, performed at DLR (Geigle et al. [42]), can be considered as a semi-technical scale experiment and focuses on soot; the second one, carried out at ONERA, reproduces the real conditions encountered in a GT combustor. Section "Calculation of the DLR burner for validation purposes" displays validations resulting from the comparison of the simulations with the experiment of Geigle et al. [42,43], and Section "ONERA Calculation of the TLC combustor" presents the numerical results corresponding to the ONERA experiment. To clarify the presentation tables 1 and 2 hereafter summarize the validation experiments and calculations described in this paper.

<table>
<thead>
<tr>
<th>Main flow features</th>
<th>DLR experiment</th>
<th>ONERA-SNECMA experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>• C, H/air non-premixed swirled injection</td>
<td>• Two-swirl air injection including pilot and multi-holes injectors for liquid kerosene</td>
</tr>
<tr>
<td></td>
<td>• Optional air dilution in the downstream part of the combustor</td>
<td>• Pressure from 4 to 20 bar</td>
</tr>
<tr>
<td></td>
<td>• Pressure from 1 to 5 bar</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Optical or sampling measurements and visualizations</th>
<th>DLR experiment</th>
<th>ONERA-SNECMA experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>• PIV velocity measurements (non-reactive and hot conditions)</td>
<td></td>
<td>• CARS temperature measurements with complete local statistics</td>
</tr>
<tr>
<td>• CARS temperature measurements with complete local statistics</td>
<td></td>
<td>• OH and PAH PLIF visualizations</td>
</tr>
<tr>
<td>• OH and PAH PLIF visualizations</td>
<td></td>
<td>• LII soot measurements</td>
</tr>
<tr>
<td>• LII soot measurements</td>
<td></td>
<td>• NO and NOx emission index by gas sampling and analysis</td>
</tr>
</tbody>
</table>

Table 1 – Main features of the validation experiments

Table 2 – Validation calculations

Physical models and associated numerical methodology

ONERA methodology

The numerical methodology proposed for the prediction of soot formation in GT combustors is based on LES simulations carried out by the CEDRE software (Refloch et al. [56]). The resolution of the compressible Navier-Stokes equations for the gaseous phase is achieved by the solver CHARME and the evaporating fuel droplets are tracked using the Lagrangian solver SPARTE. These two solvers of CEDRE operate in a two way coupling mode: On the one hand, CHARME provides SPARTE with all of the information necessary to calculate the instantaneous drag force acting on droplets and the heat flux leading to heating and vaporization of the liquid phase; on the other hand, SPARTE provides CHARME with the mass flux, momentum, energy and turbulent kinetic energy delivered to the gaseous phase from the liquid droplets. The SPARTE module is used only in the second calculation presented in this paper, since the first burner studied (DLR combustor) is operated with gaseous fuel, i.e., ethylene.

In our LES calculations the usual Smagorinsky viscosity is used to take into account the effect of turbulent structures smaller than the mesh size and a law of the wall adapted to the turbulence subgrid model yields the stress tensor on the walls. The interaction between chemistry and turbulence is tackled with the help of the Artificially Thickened Flame model (ATf) for LES (Selle et al. [57]). In this approach the thickening factor $F$ and the efficiency function $E$ are introduced into the transport equations of the reactive species, to modify the diffusion and chemical term. The transport equation of the $k^{th}$ species is then written as:

\[
\frac{\partial}{\partial t} \rho_k + \nabla \cdot (\rho_k \mathbf{u}) = \nabla \cdot (\rho_k \mathbf{F}_k) + R_k + \nabla \cdot (\rho_k \mathbf{S}_k) + \rho_k \mathbf{G}_k
\]
\[
\frac{\partial \tilde{p} Y_k}{\partial t} + \frac{\partial \left(p \tilde{u}_k \tilde{Y}_k\right)}{\partial x_i} = \frac{\partial}{\partial x_i} \left( p F E D \frac{\partial \tilde{Y}_k}{\partial x_i} \right) + E \dot{\omega}_k
\]

with \( F = 1 + \alpha \left( F^{\text{max}} - 1 \right) \) \hspace{1cm} (1)

In this equation, \( \alpha \) is a sensor function varying from 0 far from the flame (low values of \( |\dot{\omega}_k| \)) to 1 inside the flame (high values of \( |\dot{\omega}_k| \)). \( F^{\text{max}} \) is the parameter which determines the artificial thickening of the simulated flame and \( \varepsilon \) is a function that takes values equal to 1 far from the flame and greater than 1 inside the flame. This function is aimed at recovering the effect of the flame folding lost by the artificial thickening and in our calculations its formulation is that described by Colin et al. [58]. In the numerical model, the diffusion coefficient inside the flame is equal to \( F E D \alpha \), where \( D_\alpha \) is the physical laminar diffusion coefficient and \( FE \) is a factor much greater than 1, and far from the flame it is equal to \( D \), the small scale turbulent diffusion coefficient given by the Smagorinsky formulation. As indicated in [57], a value of 25 for \( F^{\text{max}} \) seems reasonable to correctly resolve the flame front in the usual LES computation grids.

The source term \( \dot{\omega}_k \) is usually governed by the chemical kinetics, which can be simplified if only the main steps of the fuel oxidation are taken into account. However, when soot formation has to be calculated, the situation is more complicated because the concentration of minor species, such as \( C_2 H_4 \) or \( C_2 H_2 \), which are soot precursors, or OH, which is a soot oxidizer, must be known. That means that a detailed chemistry including a large number of chemical species must be considered in the calculation. In order to avoid the resolution of a large number of transport equations for the chemical species, a tabulated chemistry approach is used in conjunction with the ATF model. Tabulated chemistry has been extensively used to simulate turbulent combustion in the last decades, see for example Maas and Pope [59], Gicquel et al. [60], Van Oijen et al. [61], Fiorina et al. [62] and Kuenne et al. [63]. From the theoretical point of view, the tabulated chemistry is well adapted to the opposite cases of combustion, i.e., premixed flames and diffusion flames, for which two different types of flamelet manifolds can be created, but not to intermediate situations of partially premixed flames that can be encountered in GT combustors. However, it can be shown (Vreman et al. [64]) that determining the features of a partially premixed flame from a set of laminar premixed flamelets covering a large domain of mixture ratios leads in practice to satisfactory results. Therefore our approach of tabulated chemistry is based on a premixed flamelet manifold indexed by two parameters: the progress variable \( C \) and the mixture fraction \( Z \). Before normalization, the progress variable is defined as

\[
C = \frac{Y_{CO}}{M_{CO}} + \frac{Y_{C_2O}}{M_{C_2O}} + \frac{Y_{H_2O}}{M_{H_2O}}
\]

For a given value of the mixture fraction \( Z \) the progress variable \( C \) monotonically evolves from 0 in the fresh gases to a maximum value \( C^{\text{max}}(Z) \). This maximum value is commonly referred to as \( C\text{_{max}}(Z) \), considering that species included in the definition of \( C \) have reached chemical equilibrium. The normalized progress variable \( c \) with values within the interval \([0,1]\) is finally defined as

\[
c = \frac{C}{C\text{_{max}}(Z)}
\]

Note that for the simulation of NOx formation the definition of \( C \) must be adapted to take into account the large characteristic time scales associated with the thermal NO mechanism. In that case, an additional term with the mass fraction of NO is introduced in Eq. (2), as indicated in section “Calculation of NOx emissions”.

The mixture fraction \( Z \) is defined as

\[
Z = Y_c + Y_h
\]

\( Y_c \) (respectively \( Y_h \)) is the mass fraction of carbon (respectively hydrogen) atoms, whatever their molecular combination. \( Z \) is obviously varying between 0, in points where no fuel and no species resulting from the fuel combustion are present (oxidizer side), to 1, where only unburnt fuel or non-oxidized species resulting from the fuel cracking are present (fuel side).

Transport equations for the main species, i.e., fuel, \( O_2 \), \( CO \), \( CO_2 \), \( H_2O \) and \( N_2 \), are solved with a reaction source term calculated as

\[
\dot{\omega}_k = \frac{\omega_{\text{tab}}(c, Z)}{\tau} \left( Y_{\text{tab}}(c, Z) - \tilde{Y}_k \right)
\]

where the superscript \( \text{tab} \) corresponds to values picked in the flamelet manifold and \( \tau \) is a characteristic time linked to the chemistry (see Boucher et al. [65]). The last term of this equation is introduced to prevent departures of the concentrations calculated with the transport equations from the values given by the table for the same indexing parameters \( c \) and \( Z \). In practice this correction term, introduced only for numerical reasons, is small in absolute value compared to the reaction source term picked from the table. The concentrations of all minor species such as NOx, soot precursors or soot oxidizers, i.e., NO, NO2, C2H2, C2H4, OH, are directly picked from the chemical table. The resolution of transport equations for the main species rather than picking their concentrations in the chemical table is necessary to account for diffusion properties not linked directly to those of \( c \) and \( Z \). The progress variable \( C \) is obtained through Eq. 2 from the concentration of the main species. Considering that a non-negligible part of the \( C \) and \( H \) atoms can be contained in non-transported species, \( Z \) is obtained by resolution of a transport equation with accurate inlet conditions deduced from the fuel composition. This equation describes the mixing between fuel and oxidizer and implicitly contains the assumption that all species have the same diffusion coefficient.

For soot predictions, simple models inducing a low CPU time have been considered: the model of Magnussen et al. [66], and the model of Leung et al. [33]. These models require two additional transport equations. For the Magnussen model, these equations concern the soot mass fraction \( Y_s \) and the number of inception nuclei per volume unit. In the Leung model two transport equations are solved to calculate the soot mass fraction \( Y_s \) and the number \( N \) of soot particles per mixture mass unit. Acetylene (\( C_2H_2 \)) is the precursor of soot in the Leung model while fuel is the precursor in the Magnussen model. Soot oxidation is achieved by \( O_2 \), in both models, but in addition oxidation by OH is considered in the Leung model. After various tests on 1D flames, the Leung model has been selected at the expense of the Magnussen model, which turned out to be too rough. The Leung model takes into account the steps of nucleation, surface growth, oxidation and agglomeration.
Table 3 – Soot reaction kinetics

<table>
<thead>
<tr>
<th>Reaction rate</th>
<th>Preexponential factor ( A ) (SI unit)</th>
<th>Temperature exponent ( \beta )</th>
<th>Activation temperature ( T_\alpha ) (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nucleation</td>
<td>( K_i(T)(C,H)_i )</td>
<td>( 0.1 \times 10^6 )</td>
<td>0</td>
</tr>
<tr>
<td>Surface growth</td>
<td>( K_i(T)(C,H)_i )</td>
<td>( 1.4 \times 10^5 )</td>
<td>0</td>
</tr>
<tr>
<td>( O_3 ) oxidation</td>
<td>( K_{O_3}(T) \cdot S \cdot [O_3] )</td>
<td>( 0.1 \times 10^7 )</td>
<td>0.5</td>
</tr>
<tr>
<td>( OH ) oxidation</td>
<td>( K_{OH}(T) \cdot S \cdot [OH] )</td>
<td>106</td>
<td>-0.5</td>
</tr>
</tbody>
</table>

The notation \( C_i \) refers to carbon atoms included in soot particles. As it is written, the nucleation step means that one mole of acetylene can lead to two moles of carbon included in nascent soot particles. The source terms of the balance equations induced by these different steps can be found in the work by Leung et al. [33] and Leccoq et al. [67]. Kinetic details of nucleation, surface growth and oxidation reactions are listed in table 3.

In this table, \( S \), which appears in the oxidation rates, refers to the total surface of soot particles per volume unit and the quantities \( K_i(T) \) (i=n, g, Oxid.O) depend on \( T \) according to

\[
K_i(T) = A T^\beta e^{-\frac{T_a}{T}}
\]

The agglomeration rate is given by

\[
\Omega_{agg} = 2C_i \left( \frac{6M_{soot}}{\rho_{soot}} \right)^{1/6} \left( \frac{6kT}{\rho_{soot}} \right)^{1/2} \left[ C_i \right]^{1/3} \left( \rho N \right)^{1/6}
\]

where \( C_i \) is equal to 9, \( M_{soot} \) is the molar mass of the carbon atom (12 \( \times 10^{-3} \) kg), \( \rho_{soot} \) is the soot density (1800 kg/m^3), \( \kappa \) is the Boltzmann constant and \( \rho \) is the mixture density.

To sum up the numerical methodology, transport equations with chemical source terms deduced from the tabulated chemistry and adapted to LES are solved for the main species, and the soot parameters, i.e., the soot volume fraction and the number of particles per mixture mass unit, are obtained from transport equations with source terms given by the Leung model. In these source terms the concentration of minor species, such as \( C_2H_2 \) or OH, is directly taken from the chemical tables. A similar methodology is used by other teams, see Cuenot et al. [68].

**DLR methodology**

Soot and PAH sub-models are implemented in the DLR code THETA. THETA is an unstructured finite-volume solver, which has been optimized for low Mach number combustion problems. Combustion is modeled by finite-rate chemistry, where a separate transport equation is solved for each species. Chemical reactions involving soot and PAHs are formulated in Arrhenius form and solved by the finite-rate chemistry model, in the same way as the chemistry of gas phase species, thereby allowing full coupling of soot, PAHs and the thermo-chemical state of the gas phase. The soot and PAH sub-models conserve both mass and atoms.

Chemical and physical processes of soot evolution and the corresponding modeling strategies followed by DLR are summarized in figure 2. The kinetics of gas phase species, including combustion and pyrolysis of small hydrocarbons such as ethylene and the formation of small aromatics, e.g., benzene and toluene, is described by a detailed chemical mechanism including 43 species and 304 elementary reactions, which is derived from the mechanism of Slavinskaya and Haidn [69]. Sub-mechanisms for kerosene combustion (16 species / 68 reactions) and formation of nitrogen oxides (17 species / 103 reactions) can optionally be added to the chemical model.

Only a brief description of the PAH and soot models is given here; more details are given in the works of Di Domenico et al. [70], and Blacha et al. [34]. Polycyclic aromatics hydrocarbons (PAHs) are discretized by three mass classes (bins) and described by a sectional approach. PAH chemistry is divided into four processes: PAH formation by interaction of the first PAH bin and gas phase, acetylene condensation, collisions between different PAH species and particle number density. Soot nucleation is modeled by PAH growth reactions involving the last PAH bin and soot surface growth is modeled by condensation of acetylene and PAHs onto the soot surface. Soot oxidation by OH and \( O_3 \) is taken into account. Coagulation is considered, using a collision frequency formulation, which is applicable to any Knudsen number regime. In order to demonstrate predictive capability, the soot model was validated for different laminar flames (Blacha et al. [34]) and a turbulent sooting jet flame (Köhler et al. [39]), where a good overall agreement was found using the same set of model constants for all test cases.

Two modeling strategies for the evolution of the soot aerosol are followed. In the sectional soot approach developed by Blacha et al. [34], the size distribution of soot particles is discretized by 25 bins covering particle diameters from 1.3 nm to 329 nm. Since the computational cost of the sectional soot model is high (a separate transport equation must be solved for each bin), a two-equation soot model developed by Di Domenico et al. [70], is frequently applied for simulations of complex combustion configurations, such as the model combustor addressed in this work. In two equation models, spherical soot particles and mono-disperse particle size distributions are assumed and soot is described by two independent variables, i.e., soot mass fraction and particle number density. Soot nucleation is modeled by PAH growth reactions involving the last PAH bin and soot surface growth is modeled by condensation of acetylene and PAHs onto the soot surface. Soot oxidation by OH and \( O_3 \) is taken into account. Coagulation is considered, using a collision frequency formulation, which is applicable to any Knudsen number regime. In order to demonstrate predictive capability, the soot model was validated for different laminar flames (Blacha et al. [34]) and a turbulent sooting jet flame (Köhler et al. [39]), where a good overall agreement was found using the same set of model constants for all test cases.
Experiments for the validation of the numerical strategies of pollutant prediction

The experimental validation of the numerical simulation of pollutant formation is a difficult task, because various issues must be considered: The accuracy of the pollutant prediction depends, on the one hand, on the detailed description of the physico-chemical phenomena triggering the pollutant formation and consumption and, on the other hand, on our ability to reproduce the main features of the turbulent flow. Another point is that we have to deal with different types of pollutants such as NOx, soot, CO, UHC (Unburnt HydroCarbons), which have their own physics and/or chemistry. As the prediction of soot formation is generally considered to be more challenging than that of NOx or CO, we focus here on the description of two experiments dedicated to the validation of numerical strategies to predict the soot formation in GT combustors. The first one has been performed by DLR and the second one by ONERA with the support of a DLR team for the soot measurements by laser-induced incandescence (LII).

DLR experiment

Burner setup

The objective of the DLR experiment is to reproduce some of the conditions encountered in gas turbine combustors (turbulence, swirl, increased pressure, secondary air injection), but to exclude the difficulties linked to the behavior of the liquid fuel phase. The burner described in more detail by Geigle et al. [41,42] is equipped with a dual swirl injector for a central and an annular air flow, which can be controlled separately, and a ring of tiny fuel nozzles injecting ethylene between both swirled air flows. At the exit of this injector, the flow is over stoichiometric on average, thus prompting soot formation in fuel-rich pockets. The combustor has a square cross section measuring 68 × 68 mm² with beveled edges and a length of 120 mm. Large combustion chamber windows measuring 127×59 mm² and thick pressure windows, both made of quartz, allow for good optical access; the former serve to maintain the high flame temperatures, the latter the pressure, which was increased up to 5 bar. Although the pressure can be much higher in GT combustors, already moderately increased pressure allows its effect on soot formation to be studied. 80 mm downstream from the main injector exit secondary air can be introduced through four pipes measuring 5 mm in diameter, fed through the four posts holding the combustion chamber windows. This secondary air injection is useful to study the oxidation of the soot particles formed in the upstream part of the burner. The exact geometry of the combustion chamber is shown in figure 3 and described by Geigle et al. [41-42].

Figure 3 – Cross section of the DLR swirl burner operated with ethylene. The upper insert shows a horizontal cross-section at the height of the oxidation air inlets, as well as the locations of laser excitation for the diagnostics used.

Laser-based diagnostics

A total of 16 operating points has been characterized by various laser diagnostic techniques, as presented in [41]. The suite of measurement techniques used consists of laser-induced incandescence (LII) for soot volume fraction distributions, laser-induced fluorescence (LIF) to determine OH and PAH distributions, shifted vibrational coherent anti-Stokes Raman scattering (SV-CARS) for temperature statistics and particle image velocimetry (PIV) (Geigle et al. [41-43], [71]). The challenging and/or time-consuming CARS and PIV techniques were only applied to a down-selection of operating conditions, while all flames are characterized by LII and LIF. The most comprehensive data set exists for the so-called reference flame at 3 bar and a primary equivalence ratio Φ of 1.2, which drops to 0.86 globally by addition of 40% oxidation air.

<table>
<thead>
<tr>
<th>P [bar]</th>
<th>Φ</th>
<th>P_{primary} [kW]</th>
<th>Q_{air,r} [slpm]</th>
<th>Q_{air,c} [slpm]</th>
<th>Q_{fuel} [slpm]</th>
<th>Q_{air,r}/Q_{air,c}</th>
<th>Q_{fuel}/Q_{air,r}</th>
<th>Q_{fuel}/Q_{air,c}</th>
<th>Φ_{global}</th>
<th>P_{global} [kW]</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>1.2</td>
<td>32.2</td>
<td>140.8</td>
<td>328.5</td>
<td>39.3</td>
<td>187.4</td>
<td>0.3</td>
<td>0.4</td>
<td>0.86</td>
<td>38.6</td>
</tr>
</tbody>
</table>

Table 4 – Flame conditions of the reference flame used as a validation case within this publication: Pressure, p, mass flows for air through the burner (central and ring), Q_{air,c} and Q_{air,r}, fuel, Q_{fuel}, oxidation air through secondary air inlets, Q_{air,r} equivalence ratios, Φ, Φ_{global}, thermal powers, P, P_{global}, and fractions Q_{air,r}/Q_{air,c} and Q_{fuel}/Q_{air,c} with Q_{air,r} = Q_{air,c} + Q_{fuel}. Flow rates are referenced to 1.013 bar and 273 K.
A detailed description of the diagnostic application is contained in the work by Geigle et al. [41-43], [71]. Therefore, only a short overview is provided here. For the quantitative soot volume fraction measurements obtained by Geigle et al. [41], a well-characterized laminar laboratory flame (Trottier et al. [72]) was inserted into the optical setup instead of the pressurized swirl flame, to serve as reference for the calibration of the LII signal to soot concentration. A homogeneous laser sheet with a height of 30 mm was used for the 1064 nm excitation of the LII signal recorded at 450 nm perpendicular to the excitation plane. For spatial correlation with OH and PAH LIF distributions, the LII laser sheet was expanded to 47 mm and an additional 90 mm high UV light sheet was introduced by a suitable dichroic mirror. For OH excitation, the UV laser was tuned to the Q(8) line of the $A^2\Sigma^+ - X^2\Pi$ (1,0) transition at $\lambda = 283.55$ nm, PAH were excited slightly off-resonant of the OH transition, requiring higher pulse energies. The ultraviolet species emission was separated from the path of the LII signal by a suitable UV mirror and detected through a band pass filter centered around 315 nm (OH) or 300-400 nm (PAH); a temporal delay of both laser pulses with a duration of 400 ns was applied to temporally separate both effects. For PAH, the combination of excitation and detection wavelengths allows the monitoring of mainly small aromatic molecules consisting of two to four aromatic rings. Exemplary ensemble-averaged distributions are shown in figure 4. Figure 4a shows the OH distribution generated by the primary flame feed by combustion air and fuel; here, the additional oxidation air was switched on. Figure 4b shows the OH distribution generated by the primary flame with combustion air and fuel; here, the additional oxidation air was switched off. Figs. 4b-4d display the reference flame conditions with oxidation air switched on. The OH distribution shows significantly increased OH levels in the center of the combustor, which is generated by the additional oxidation air when coming into contact with unburnt hydrocarbons surviving the primary reaction zone. The PAH distribution appears a bit higher in the flame, delayed by few millimeters. Further delayed relative to PAH, soot is visible in a V-shaped distribution. The central combustor remains soot-free due to the oxidative influence of the oxidation air, which is partly transported upstream into the inner recirculation zone, as visible by the significant OH signal levels. Instantaneous distributions show that small soot filaments fill the gaps left in the OH distributions between primary combustion and the OH generated by the oxidation air [42]. Simultaneous PAH/soot maps allow the identification of isolated PAH clouds, PAH transforming into soot and isolated, transported soot filaments [43].

The upstream influence of the oxidation air is also visible in the stereo PIV images in figure 5. These images were recorded upon dual-pulse excitation with 100 mm tall laser sheets at 532 nm. For acquisition, two cameras were mounted as close as possible to the pressure flange of the combustor to yield a stereoscopic viewing angle of approx. 37°. The non-reactive case (3 bar, $\Phi = 1.2$, with oxidation air) is displayed in figure 5 left, clearly showing that the oxidation air is entrained upstream into the inner recirculation zone. For the reference operating point at $\Phi = 1.2$ under reactive conditions ensemble averaged velocities could be measured as a sum-of-correlation only due to the strong flame luminosity; replacing the initially used 10 nm bandwidth filter by a 2 nm filter provided a better suppression of soot luminosity, but resulted in a relatively small field of view due to its low transmission at non-perpendicular incident angles. A less sooting yet representative flame at $\Phi = 0.9$ is shown as ensemble average of 1000 instantaneous images in figure 5 right.

The application of CARS to the sooting swirl flames follows the approach presented by Tsurikov et al. [73]. Broadband $N_2$ vibrational CARS was applied in a folded BOXCAR configuration with excitation of the CARS signal by focusing and overlapping two narrowband laser beams at $\lambda = 582$ nm and one broadband laser beam at $\lambda = 685$ nm. The measurement volume was determined to be 1.6 mm long and 300 $\mu$m wide without flame. Figure 4d shows the reference conditions ensemble averaged velocities could be measured due to the strong flame luminosity; replacing the initially used 10 nm bandwidth filter by a 2 nm filter provided a better suppression of soot luminosity, but resulted in a relatively small field of view due to its low transmission at non-perpendicular incident angles. A less sooting yet representative flame at $\Phi = 0.9$ is shown as ensemble average of 1000 instantaneous images in figure 5 right.

Figure 4 – Species distributions in reference flame (b) OH, (c) PAH, (d) soot. Without oxidation air injection (a) the OH distribution remains located at the bottom of the combustor; (c) also contains a contour of the soot distribution from (d), (d) shows labels where temperature statistics were measured by CARS.

Figure 5 – Velocity fields of the non-reactive 3 bar case at $\Phi = 1.2$ (left) and a leaner yet sooting and representative reactive case at $\Phi = 0.9$ (right). Arrows show the in-plane velocity components, color represents the out-of-plane velocity.

Figure 5 – Velocity fields of the non-reactive 3 bar case at $\Phi = 1.2$ (left) and a leaner yet sooting and representative reactive case at $\Phi = 0.9$ (right). Arrows show the in-plane velocity components, color represents the out-of-plane velocity.
The TLC experiment has been performed in the M1 facility of ONERA (see Cochet et al. [74]) within the framework of the TLC FP6 project [75] coordinated by Snecma Moteurs, known today as Safran Snecma. This experiment is aimed at providing a deep insight into a reactive flow subjected to conditions very close to those of a real aircraft gas turbine. It involves a single low NOx air-fuel injector feeding a combustor with a $105 \times 105$ mm$^2$ cross-section equipped with lateral visualization windows. The liquid fuel is introduced on the one hand through a pilot injector and on the other hand through a multi-hole device in proportions that vary according to the flight regime: at low power most of the fuel is introduced through the pilot in order to obtain stable combustion, whereas at high power multi-hole injection is used in order to minimize NOx emissions. At the end of the combustion chamber, a nozzle with adjustable cross-section serves to vary the pressure between 4 and 20 bar. 4 sets of experimental conditions corresponding to the taxi, approach, climb and cruise regimes respectively, have been considered. Each set has its own pressure, inlet air temperature, pilot/multi-hole distribution and FAR (Fuel Air Ratio). Figure 7 displays the configuration of the TLC experiment. Note on the right part of the figure the arm crossing the flow upstream of the exit nozzle: This arm is used for gas sampling followed by exhaust gas analysis.

All of the air used for combustion goes through a swirler in the air-fuel injector in order to give a strong swirl to the reactive flow. Figure 8 shows the configuration of the injector.

In order to characterize the liquid phase PDA (Particle Doppler Anemometry), measurements have been carried out. They provide the early size and velocity distributions of the fuel droplets. These measurements are very useful to set the inlet conditions of the liquid phase in the calculation, because the simulation of the primary atomization is still out of reach in such semi-industrial cases. In order to locate the area where fuel evaporation and combustion take place LIF (Laser Induced Fluorescence) gas sampling probe
visualizations based on species resulting from fuel vaporization (mainly aromatics) and on the OH radical have been performed. Figure 9, extracted from the work of Orain et al. [76], shows that fuel evaporation takes place in a conical, v-shaped region located just downstream from the injector and that combustion, characterized by the presence of the OH radical (right), appears immediately downstream from the fuel evaporation in the shape of a very open cone, the upstream edge of which is attached to the injector.

Figure 9 – Instantaneous LIF visualization of the fuel vapor (left, A), and of the OH radical (right, B); the same purple contour lines enclose the fuel vapor area on the left and right parts of the figure.

Temperature is a crucial parameter because it greatly influences the features of the average flow, as well as the rate of pollutant formation. Temperature measurements by CARS have been achieved along 4 vertical lines crossing the combustor axis and situated respectively 20 mm, 29 mm, 51 mm and 65 mm downstream from the injector exit. Figure 10 shows the temperature profiles obtained for operating pressures of 4 and 19.5 bar in the last measurement cross-section.

It can be noticed that these profiles are quite flat. This indicates a good quality of mixing in the central recirculation induced by the swirled injection. The temperature is much higher at high pressure because the FAR is larger at 19 bar (2.7 %) than at 4 bar (1.35 %).

A DLR team achieved LII measurements of soot in the TLC burner in the ONERA M1 facility for the 4 sets of experimental conditions [77]. Figure 11 shows the soot volume fraction field obtained for approach flight conditions (pressure of 9.5 bar), which are the most favorable to soot formation, knowing that take-off conditions are not inducing the highest rate of soot formation when a multi-hole injector is used.

Figure 11 – Soot volume fraction field obtained by LII under approach flight conditions (arbitrary scale)

The emissions of other pollutants, such as NOx, CO, UHC were measured by various gas analyzers after sampling at the outlet of the combustor. These analyzers gave us the emission index of each pollutant, i.e., the quantity of pollutant created for a given quantity of fuel injected in the combustor. For example, the NOx emission index is 2.3 g of NOx per kg of fuel for approach flight conditions.

All of these measurements and visualizations make up a set of data that are very valuable for the validation of numerical simulations. This experiment is complementary to that performed at DLR: After the validation step based on the DLR experiment in the case of gaseous fuel, the TLC experiment enables us to check that the model describing the fuel vaporization is adequately coupled with the combustion and pollutant formation models. Note that the set of data will be considered as complete only after achievement of the PIV (Particle Imaging Velocimetry) campaigns that are planned for the TLC experiments: The knowledge of the velocity field is of great importance for the validation of the simulations.

Calculation of the DLR burner for validation purposes

ONERA simulation

The DLR experiment described in section "DLR experiment" has been selected to test our numerical strategy for soot prediction. Figure 12 shows a schematic view of the DLR burner and the associated upstream plenum in which injection of primary air and ethylene is prepared. The square and round sections correspond to the burner and plenum respectively. The swirled injection is located between the plenum and the burner. The four pipes connected to the second half of the burner correspond to secondary air injection aimed at oxidizing soot.
The computational domain, shown in figure 13, includes a small part of the plenum, the swirled injection, the burner with the four injection sections for secondary air and a large open volume downstream from the combustor introduced to damp acoustic waves. The overall calculation grid is made up of 12.8 M tetrahedral cells. In order to take advantage of parallel processing the calculation grid has been divided into 256 parts distributed over the same number of processor cores. For the spatial discretization a MUSCL scheme of order 2 with a Roe type flux decomposition and a Van Leer type limiter is used. The time integration is implicit, which enables a relatively large time step of $10^{-6}$ s.

For the calculation, the case at 3 bar with secondary air injection has been selected among the 16 operating conditions studied [41]. As indicated in table 4, the global power of the burner is 38.6 kW and the equivalence ratio is 1.2 before dilution by secondary air and 0.86 after dilution. The injected volume flow rates from table 4 are translated in mass flow in table 5.

<table>
<thead>
<tr>
<th>Boundary</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Central air inlet</td>
<td>3.020 g/s</td>
</tr>
<tr>
<td>Ring air inlet</td>
<td>7.047 g/s</td>
</tr>
<tr>
<td>Oxidation air inlet</td>
<td>4.020 g/s</td>
</tr>
<tr>
<td>Fuel inlet</td>
<td>0.818 g/s</td>
</tr>
</tbody>
</table>

Table 5 – Injection flow rates

On the burner walls, the following temperatures are imposed. The temperature is equal to 700 K on the lateral walls and 500 K on the wall orthogonal to the axis in the injection section.

Figure 14 shows instantaneous and time-averaged temperature fields obtained by the calculation. Hot gases are recirculated back to the injector by the central recirculation induced by the swirl and can be found inside the injector. A possible explanation of this phenomenon is that the internal injector surfaces have been considered as adiabatic, so the decrease in the gas temperature inside the injector can be underestimated. The zone of lower temperature around the axis in the second half of the burner is a result of secondary air injection.

Temperatures obtained by averaging the LES calculation and those obtained experimentally by CARS are compared in figure 15. In the three profiles located near the inlet of the chamber (within the first three millimeters) we note that CARS measurements do not determine hot gases in the center of the injector, unlike the simulation, which gives a temperature of about 1000 K on the axis in the section $x=3$ mm. As mentioned previously, the presence of hot gases may be induced by non-adequate thermal boundary conditions inside the injector. However, since soot precursors such as acetylene are produced much further downstream, the discrepancy in the injection section has no influence on the soot formation. Despite an overestimation of the temperature for $x$ between 12 and 24 mm, the agreement between measurements and simulation in cross-sections where the soot formation and oxidation are present is quite satisfactory. The simulation of soot formation can therefore be carried out with relative confidence concerning the temperature dependence of the source terms given by the Leung model.
Figure 16 shows, for a lengthwise cross-section, the map of the soot volume fraction obtained by the averaging of the LES calculation and the map resulting from time-averaging of the LII measurements. In this figure, the burner axis is vertical and the injection occurs at the bottom. The domain shown in the right part of the figure corresponds to the optically accessible regions of the combustor.

It appears that the calculation quite correctly reproduces the shape of the soot volume fraction distribution with soot formation in a conical region located downstream from the injector and the presence of soot near the walls further downstream. However, in the simulation, unlike in the experiment, the presence of soot does not extend as far as the end of the combustor. This indicates that the soot oxidation is too fast in the simulation and must be investigated further in future work. It can be noted that in both the calculation and the experiment soot is not present on the axis in the last two thirds of the burner. The secondary air penetrating deeply towards the combustor axis and partly recirculating upstream induces the complete oxidation of soot particles, or even prevents their formation in a large area around the burner axis. Another point to be noticed is that the absolute level of the soot volume fraction, of the order of a few hundredths of a ppm, is correctly reproduced by the calculation.

In view of these satisfactory results, our methodology has been applied to the TLC burner quite representative of the conditions encountered in GT combustors.

![Figure 16 – Soot volume fraction in a lengthwise cross-section of the burner; left, averaged LES; right, LII time-averaged measurements](image)

**DLR simulation**

**Simulation Details**

URANS simulations were performed on a 3D fully tetrahedral grid with 6.6 million points corresponding to 36.5 million tetrahedra. Inflow boundaries are placed well upstream of the swirlers. In order to take heat losses into account, isothermal walls are assumed. The estimated wall temperatures based on thermocouple measurements are 350 K for the swirlers, 600 K to 700 K for the combustion chamber and 900 K for the windows. Convective fluxes are discretized by a second-order upwind scheme, while a second-order central scheme is applied for diffusive fluxes. Time integration is carried out by a second-order backward differencing scheme. In order to ensure convergence, a time step width of 0.5 µs was applied.

Pressure-velocity coupling is performed by a projection method (Chorin [78]). Turbulence is treated by a two equation shear stress transport (SST) model (Menter [79]). A multivariate assumed probability density function (APDF) approach is used to close the chemistry turbulence interaction (Gerlinger [80]). The APDF approach is computationally efficient, since only two additional transport equations for the second order moments $\sigma_T$ (temperature variance) and $\sigma_Y$ (sum of species variances) are required. Heat radiation by soot is modeled by an optically thin approach (Di Domenico et al. [70]). In total, 57 transport equations are solved (five equations for momentum, pressure correction and specific enthalpy; two equations for turbulence modeling; 43 equations for gas phase species; five equations for PAHs and soot; and two equations for the second-order moments $\sigma_T$ and $\sigma_Y$, respectively). Statistics were sampled over a physical time of 60 ms, which corresponds to approximately six flow-through times. The simulation took about 55 days on 256 cores (338000 CPU hours on Intel Xeon X5570 quad-core processors with a clock rate of 2.93 GHz).
Motivation

The scope of this work is to investigate an efficient method (URANS, finite-rate chemistry with multivariate APDF source term closure and a two-equation soot model) for soot predictions under technically relevant conditions. It was shown in previous work (Eberle et al. [81]) that the time-averaged flame structure in terms of velocity field and temperature distribution is accurately predicted by this method, while some disagreement between the measured and predicted soot volume fraction \( f_s \), in particular regarding the shape of the soot distribution, was observed. In contrast to URANS predictions, high soot concentrations were measured on the centerline of the flame. In this work, a time-resolved analysis is presented, providing detailed insight into soot evolution processes and showing the limitations of URANS for soot predictions under technically relevant conditions.

Soot inception and soot surface growth

In order to analyze soot nucleation and growth processes, distributions of acetylene are shown in figure 17 along with isolines of soot and PAH. PAH formation occurs in regions with high acetylene concentrations, since acetylene is a key species in the formation of the first aromatic ring, and small aromatics such as benzene and toluene are required for PAH formation. Conditions favorable for PAH formation are, for example, found at \( t = 0.5 \) ms in the left hand side flame wing in the vicinity of the injector, while, in contrast, not enough acetylene for PAH formation is present in the right hand side oxidized by hydroxyl. At a given instance in space and time, soot and hydroxyl do not coexist due to the high oxidation processes, oxidized by hydroxyl. At a given instance in space and time, soot and hydroxyl do not coexist due to the high oxidation rates. Unsteady simulations are thus required to properly resolve the correlation between hydroxyl and soot.

Geigle et al. [43] performed simultaneous measurements of OH and soot and found zones with low OH concentrations in the inner recirculation zone. These zones were filled with soot filaments. This is in contrast to URANS, which persistently predicts high OH concentrations in the cited region, thereby preventing the existence of soot due to the high oxidative potential of OH. The authors attribute the persistent prediction of hydroxyl to the limitations of URANS, which relies on statistically averaged equations and thus only resolves deterministic unsteady motions. Consequently the reproduction of concentration filaments seems difficult with URANS but Large-Eddy Simulations are expected to resolve the instantaneous hydroxyl distribution more accurately and to subsequently predict soot in this region with better agreement against measurements.
Conclusions and outlook

URANS simulations of an aero-engine model combustor using finite-rate chemistry with a multi-variate assumed PDF source term closure and a two-equation soot model were successfully performed. A time-resolved analysis of soot evolution revealed that soot nucleation is influenced by a periodic unsteady motion at $f \approx 500$ Hz. In contrast to the measurements, URANS does persistently predict high hydroxyl concentrations on the central axis of the burner, which prevents soot presence in this region. Large-eddy simulations will be performed next, in order to better predict the instantaneous hydroxyl distribution and to subsequently obtain better agreement between the calculated and measured soot volume fraction. In the planned simulations, a sectional soot model will be used to obtain information regarding the particle size distributions.

ONERA calculation of the TLC combustor

Main features of the simulated turbulent reactive flow

This section presents the conditions and the main features of the ONERA simulation of the TLC combustor. The liquid kerosene is introduced for one part close to the combustor axis through a pilot injector creating a liquid hollow cone along the burner axis (pilot stage), and for another part into an annular flow of swirled combustion air through a set of small holes equally distributed over a ring normal to the burner axis (main stage). Considering that the use of liquid fuel can induce stronger mixture fluctuations, an assumed PDF $P(Z)$ of the mixture fraction $Z$ is introduced in the calculation of the reaction rate, so that Eq. (5) is replaced by

$$\hat{\omega}_k = \int_0^1 \hat{\omega}_k^{TAB} (c, Z) P(Z) dZ + \frac{\int_0^1 \hat{\omega}_k^{TAB} (c, Z) P(Z) dZ - \hat{\omega}_k^c}{\tau}$$

The computational domain, shown in figure 19, includes the plenum used to supply the injection, the TAPS injector, the combustor, the choked nozzle used to impose the required pressure in the combustor and a large open volume with large meshes to damp perturbations induced by acoustic waves traveling in the calculation domain when the low external pressure is recovered. Two calculation grids have been tested, one with 4 M tetrahedral cells, 2.1 M being assigned to the combustor, one with 10 M tetrahedral cells, 5 M being assigned to the combustor.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air inlet MFR through TAPS injector</td>
<td>0.485 kg/s</td>
</tr>
<tr>
<td>Total MFR of cooling air along walls</td>
<td>0.232 kg/s</td>
</tr>
<tr>
<td>Kerosene MFR main stage</td>
<td>6.434 g/s (50 % of the total fuel MFR)</td>
</tr>
<tr>
<td>Droplet diameter (single value)</td>
<td>25 μm</td>
</tr>
<tr>
<td>Kerosene MFR pilot stage</td>
<td>6.434 g/s (50 % of the total fuel MFR)</td>
</tr>
<tr>
<td>Droplet diameter (single value)</td>
<td>15 μm</td>
</tr>
<tr>
<td>Air inlet temperature</td>
<td>592 K</td>
</tr>
<tr>
<td>Lateral wall temperature</td>
<td>700 K</td>
</tr>
<tr>
<td>Other walls</td>
<td>Adiabatic conditions</td>
</tr>
<tr>
<td>Chamber pressure</td>
<td>9.5 bar</td>
</tr>
</tbody>
</table>

Table 6 – Conditions of the TLC calculation
Before applying the above mentioned numerical strategy for soot prediction, a first calculation has been carried out with a simple combustion model (two step mechanism for kerosene oxidation) and a relatively coarse numerical grid made of 4 M cells. Some large discrepancies between the temperatures obtained by this calculation and the measured temperatures have been noted. Consequently, a more refined calculation grid including 10 M cells has been created and used for a new calculation achieved with the same simple combustion models. The refined grid greatly improved the numerical results, although the agreement on temperatures remained unsatisfactory. As the use of a larger grid was not possible for practical reasons, this grid of 10 M cells has been adopted to apply our numerical strategy for soot prediction. The use of a more sophisticated combustion model based on tabulated chemistry did not result in better agreement concerning the temperature.

Figure 20 shows the temperature field obtained numerically with tabulated chemistry and the grid of 10 M cells.

Figure 21 gives a comparison of the profiles of averaged temperature and temperature fluctuations obtained numerically and experimentally by CARS. BFER refers to the simple mechanism of kerosene oxidation, while FTC refers to the tabulated chemistry used to obtain the reaction terms of the main species and the concentration of the minor species involved in the soot formation or oxidation. The higher temperature obtained numerically in the recirculation induced by the injection swirl is difficult to explain: in Dorey [83], the CFD simulation was coupled with an accurate radiative transfer calculation using a Monte Carlo method, in order to take into account the radiative heat losses. Due to the low soot volume fraction and the important reabsorption of the emitted radiation by the media, the decrease in temperature induced by the radiative heat loss is hardly greater than 20 K: this heat loss does not explain the difference (relative) to the experiment. Surprisingly, the agreement between experiment and simulation is much better for the fluctuations than for the averaged values.
Calculation of NOx emissions

Pollutants known as NOx are made up of the NO and NO$_2$ species, which are produced during combustion in small quantities compared to species resulting from the fuel oxidation. The tabulated chemistry described in section “Physical Models and Associated Numerical Methodology” gives access to minor species concentrations and therefore can be considered as an appropriate methodology to calculate NOx formation. However, implementation is far from trivial because NOx formation involves characteristic chemical times which are much larger than those of fuel oxidation. This means that the usual progress variable defined by Eq. (2) is not applicable to correctly discretize the NO mass fraction gradients in the chemical manifold, since a very small change in c can lead to a very large change in the NO mass fraction in the post-flame region. This problem can be addressed by including the NO mass fraction into the definition of the progress variable (Godel et al. [13], Boucher et al. [65]) or by transporting NO in the simulation instead of picking its concentration in the chemical table (Vreman et al. [64], van Oijen and de Goey [84]). As suggested by Van Oijen and De Goey [84], we have combined the two solutions: a transport equation is solved for the NO mass fraction and the variable progress is now defined, before normalization, as:

\[ C = C_{int} + \kappa \frac{Y_{NO}}{M_{NO}} \]  

(8)

where $C_{int}$ is the initial non-normalized progress variable, $\kappa$ is a non-dimensional constant, $M_{NO}$ is the molar mass of NO and $Y_{NO}$ is the NO mass fraction. The value of $\kappa$ has been taken equal to 100 as recommended by Boucher et al. [65]. Other authors (van Oijen and de Goey [84]) recommend a higher value, but such a high value is necessary only when the NO mass fraction remains very small and barely impacts the value of $C$. The introduction of the NO$_2$ mass fraction into the progress variable is not necessary: given that the conversion of NO into NO$_2$ is relatively slow in the considered combustors, Eq. (8) leads to a monotonic evolution of $C$ with the oxidation process.

The tabulated chemistry based on the kinetics of Luche et al. [82] used in our simulations includes both mechanisms of prompt and thermal NO formation. The approach combining the new definition of the progress variable and the transport equation for NO leads to the NO mass fraction field shown in figure 22.

\[ \text{Fig. 22 – NO mass fraction field in the lengthwise mid-plane} \]

The high mass fraction observed in the conical part of the central recirculation results from high temperatures and a large residence time. Near the outlet section, the NO mass fraction is lower because most of the gas mixture reaching the combustor exit bypasses the central recirculation, thus avoiding a large residence time and high temperatures.

Calculation of the soot mass fraction field

Despite the deficit of temperature prediction, the Leung model has been used with the FTC approach to calculate soot formation. The fields of the C$_2$H$_2$ (soot precursor) mass fraction and soot volume fraction are given in figure 23.

\[ \text{Fig. 23 – Fields of the C$_2$H$_2$ mass fraction (top) and soot volume fraction (bottom) obtained numerically} \]
As for the DLR burner, soot is located in an open conical region, which
does not extend very far downstream. However, unlike the DLR burner,
soot is not present close to the wall because air cooling films are
introduced along the lateral walls, i.e., combustor windows. The soot
volume fraction map is slightly shifted downstream compared to the
$C_2H_2$ mass fraction distribution. The numerical results concerning soot
are compared to LII measurements in figure 24.

The shapes of the soot distributions obtained experimentally and
numerically are similar, with a high soot volume fraction in the conical
region located immediately downstream of the injection bowl and
no soot on the axis of the combustor where the central recirculation
of hot gases induced by the swirl takes place. The quantitative level
of the soot volume fraction is however overestimated by an order
of magnitude (factor 10) in the calculation. As for the NO and NOx
indices, the overprediction of temperature is likely to be the reason
for this discrepancy. Another point to emphasize is that all soot is
oxidized before the outlet of the combustor, as shown in figure 9. This
is in agreement with the sampling measurements made at the outlet
of the combustor, which do not detect soot even at a level significantly
below LII values. A calculation test made with the rough soot model of
Magnussen gives quite good results in the region of the measurement
window, but does not exhibit complete oxidation of the soot particles
so a non-negligible amount of soot is found at the combustor outlet.
This is not in agreement with the sampling measurements and
validates our preference for the Leung model.

**Conclusion**

Examples of numerical strategies and associated validation
experiments for the numerical prediction of pollutant formation in gas
turbine combustors have been presented. The prediction of pollutant
formation in complex turbulent reactive flows typical for GT combustors
is a challenging task. To date, there is no solution to perfectly solve
the problem at a moderate CPU cost. Therefore, a compromise must
be found between the complexity of the physico-chemical model for
pollutants and the description of the turbulent reactive flow fixing the
parameters of the pollutant model. For soot prediction, two strategies
have been proposed: the first one initiated by ONERA is based on
the simple soot model of Leung *et al.* and emphasizes the unsteady
description of the turbulent reactive flow; the other one initiated by
DLR is based on a soot model with more physics, but investing less
effort on the flow description. Both strategies lead to quite satisfactory
results concerning the simulation of the semi-technical scale DLR
experiment. The first one works with a soot model, which is less
CPU consuming, but the second one can be applied to more general
configurations without adjusting the soot model. A strategy was
also proposed for the prediction of NOx. The discrepancy between
simulation and experiment obtained when this strategy was applied
to the TLC combustor confirms that the prediction of NOx essentially
requires a correct prediction of the local temperature field.

The numerical strategies for pollutant prediction and the involved
physical models must be carefully validated. Many laminar experiments
can be found in literature to validate the basis of physical models,
but experiments allowing for validation of the coupling between these
physical models and the calculation of the turbulent reactive flow
transporting the pollutants are less common. We have presented
two different experiments, the first one at the semi-technical scale
achieved by DLR, the second one at the technical scale achieved by
ONERA with the participation of DLR for the soot measurements. The
first one provides a deep insight into the process of soot formation,
with valuable information on the influence of the dilution air injection
on soot oxidation; the second one accurately reproduced the running
conditions of a GT combustor, in particular the injection of liquid fuel
through a low NOx injector. However, the second data set will have to
be completed by gas velocity measurements.
Greek Letters

\( \rho \) mixture density, kg/m\(^3\)

\( \rho_{\text{soot}} \) soot density, kg/m\(^3\)

\( M_k \) chemical reaction rate, kg m\(^{-3}\) s\(^{-1}\)

\( \mu_k \) temperature, K

Subscripts

\( i \) \( i=1,2,3 \), spatial direction

\( k \) chemical species

Superscripts

TAB value picked from the chemical table
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