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Abstract

The increasing quality of atmospheric spectroscopy observations has indicated
the limitations of the Voigt profile routinely used for line-by-line modeling, and
physical processes beyond pressure and Doppler broadening have to be consid-
ered. The speed-dependent Voigt (SDV) profile can be readily computed as the
difference of the real part of two complex error functions (i.e. Voigt functions).
Using a highly accurate code as a reference, various implementations of the
SDV function based on Humĺıček’s rational approximations are examined for
typical speed dependences of pressure broadening and the range of wavenumber
distances and Lorentz to Doppler width ratios encountered in infrared appli-
cations. Neither of these implementations appears to be optimal, and a new
algorithm based on a combination of the Humĺıček and Weideman (1994) ratio-
nal approximations is suggested.
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1. Introduction

For a long time the Voigt profile [1] accounting for pressure/collision and
Doppler broadening has been the standard for line-by-line modeling of infrared
and microwave radiative transfer in the context of atmospheric remote sensing.
Inadequacies of this profile have been observed since decades in molecular labo-
ratory spectroscopy. Changes of molecular velocity due to collisions reduce the
Doppler broadening, and several profiles have been developed for collisional (or
Dicke) narrowing [2]. Moreover, the speed-dependence of the relaxation rates
alters the Lorentz line shape describing the collision broadening [3, 4].
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In recent years, discrepancies between model and observation have also be-
come evident in atmospheric spectroscopy. Schneider et al. [5, 6] and Boone
et al. [7, 8] reported on improved retrievals with smaller residuals in the anal-
ysis of ground-based Fourier transform infrared solar absorption spectra and
Atmospheric Chemistry Experiment — Fourier Transform Spectrometer (ACE-
FTS, Bernath et al. [9]) data, respectively, with speed-dependent Voigt profiles.
Furthermore, non-Voigt lineshapes have also become an issue for (exo-) plane-
tary atmospheric studies [10, 11]. In a recent IUPAC Technical Report [4] the
partially Correlated quadratic-Speed-Dependent Hard-Collision profile (pCqS-
DHCP) has been recommended as the appropriate model for high resolution
spectroscopy. The model, originally developed by Tran et al. [12] and therefore
called Hartmann-Tran (or HT) profile for short, accounts for both collisional
narrowing and speed-dependence.

From a computational point, both the SDV profile and the HT profile can
be calculated readily from the complex error function (whose real part is the
Voigt function). The SDV profile is essentially given by the difference of two
Voigt profiles, and the HT profile also involves the difference of two complex
error functions scaled with the square of their arguments. In view of these dif-
ferences, highly accurate numerical algorithms are required for the computation
of the convolution integral defining the Voigt and complex error functions, that
do not have a closed-form analytical solution. Boone, Walker, and Bernath [8]
(henceforth “BWB”) suggest to use the Humĺıček [13] w4 rational approxima-
tion (with a claimed accuracy of 10−4) for the SDV profile, and Tran et al. [12]
recommend the slightly more accurate Humĺıček [14] cpf12 rational approxima-
tion (six significant digits). Similar to most other complex error function codes,
these two codes use different rational approximations in different regions of the
complex plane (four regions in case of w4, two regions in cpf12). Accordingly,
for the calculation of the SDV and HT profiles care has to be taken to ensure
that both terms of the difference use the same approximation.

In this note we provide an assessment of these approximations for the speed-
dependent Voigt profile. After a brief review of the definitions and algorithms in
the following section, we present comparisons against a reference code in section
3 and introduce an alternative implementation utilizing the Humĺıček and Wei-
deman [15] rational approximations. A summary and our conclusions are given
in the final section 4. For simplicity, pressure induced line shift will be ignored.
Python modules of the speed-dependent Voigt function along with rational ap-
proximations for the complex error function are provided in supplemental files.
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2. Theory

2.1. “Standard” Voigt

The Voigt profile gV (units of reciprocal wavenumbers and normalized to
one) and the dimensionless Voigt function K (normalized to

√
π) are defined by

gV(ν; ν̂, γL, γD) =

√
ln 2/π

γD
K(x, y) (1)

K(x, y) =
y

π

∫ ∞
−∞

e−t
2

(x− t)2 + y2
dt (2)

with the complex error function [16, 17, 18]

w(z) =
i

π

∫ ∞
−∞

e−t
2

z − t dt (3)

= K(x, y) + iL(x, y) with z = x+ iy, (4)

where x ≡
√

ln 2(ν − ν̂)/γD is a measure of the distance to the line center at
wavenumber ν̂, and y ≡

√
ln 2γL/γD is essentially the ratio of the Lorentzian

and Doppler widths. Note that both x and y are dimensionless.
Numerous algorithms have been developed for the Voigt and complex error

function exploiting a wide variety of numerical techniques. A survey of rational
approximations [19, 14, 13, 15] has been given in Schreier [20], and a combination
of the Humĺıček [13] R1,2 rational approximation (where the subscript denotes
the degree of the numerator and denominator polynomials) and the Weideman
[15] approximation has been recommended (called hum1wei32 henceforth),

w(z) =


R1,2 ≡ iz/

√
π

z2−1/2 |x|+ y > 15

π−1/2

L−iz + 2
(L−iz)2

N−1∑
n=0

an+1Z
n otherwise,

(5)

where the a1, . . . , aN are real-valued polynomial coefficients, Z = L+iz
L−iz and L =

2−1/4N1/2. For N = 32 the relative error ∆K/Kref with ∆K(x, y) ≡ |K(x, y)−
Kref(x, y)| is less than 8 · 10−5 for 0 ≤ x ≤ 20 and 10−6 ≤ y ≤ 102 (with the
largest error for y = 10−6, see [20, Fig. 8]).

2.2. Speed-dependent Voigt

According to Boone et al. [8] the speed-dependent Voigt profile can be com-
puted as the difference of two complex error functions

gsdv(ν; ν̂, γL, γ2, γD) =

√
ln 2/π

γD
Q(α, β, δ) (6)

Q(α, β, δ) = Re
(
w(iz−)− w(iz+)

)
(7)
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where γ2 is the quadratic term characterizing the speed dependence of the pres-
sure broadening, and the “SDV function” Q is defined in analogy with the
Voigt function K with a normalization

∫
Q(α, β, δ) dβ = 2

√
πδ. The complex

argument iz±

z± =
√
α+ δ + iβ ±

√
δ (8)

= ±
√
δ +

1√
2

√√
(α+ δ)2 + β2 + α+ δ

+ sign(β)
i√
2

√√
(α+ δ)2 + β2 − α− δ (9)

= ±
√
δ +

1√
2

√√
(α+ δ)2 + β2 + α+ δ

+
iβ/
√

2√√
(α+ δ)2 + β2 + α+ δ

(10)

depends on three variables1

α =
γL
γ2
− 3

2
= 2y

√
δ − 3

2
(11a)

β =
ν − ν̂
γ2

= 2x
√
δ (11b)

δ =
1

4 ln 2

(
γD
γ2

)2

. (11c)

Note that the real part of the w argument (i.e. the imaginary part of z±) is
identical; furthermore, both the real and imaginary part of z± depend on the
“wavenumber difference” x ∝ β. The alternative form (10) might be compu-
tationally advantageous as it requires only two instead of three square root
evaluations and avoids possible inaccuracies for β2 � (α + δ)2. Furthermore
there is no need to evaluate the sign function (Note that the numpy sign func-
tion returns +1, -1, and 0 for positive, negative, and zero argument consistent
with (9), but the Fortran intrinsic is defined differently).

The HT profile requires one to compute the difference z2−w(iz−)− z2+w(iz+)
in addition, where the arguments z± also depend on two further parameters η
and νvc (see Tennyson et al. [4] for details). If η → 0, the HT profile reduces to
a speed-dependent Rautian profile, essentially defined by Q/ (1− νvcQ); if both
parameters vanish, the HT profile reduces to the SDV profile. Finally, if the
speed-dependence parameter γ2 vanishes, the SDV profile reduces to the Voigt
profile.

1HT [4, 12] notation: Y ≡ δ and X ≡ i ν−ν̂
γ2

+ γL
γ2
− 3

2
= iβ + α and Z± =

√
X + Y ±

√
Y .

The function Re(A) defined in Eq. (7) of Tennyson et al. [4] is identical to the “SDV function”

Q except for a factor
√
π ln 2/γD. Note that HT uses capital Γ instead of the lower case γ.

Furthermore note that in Eq. (11) of [12] the Im operator is missing, i.e. the asymptotic limit

for small δ is Q(α, β, γ) ≈ 4
√
δ
[

1√
π
− Im

(√
α+ iβ w(i

√
α+ iβ)

)]
.
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Figure 1: Contour plot of relative differences of the SDV function for α = 8.5 and α = 98.5
to the Voigt function.

3. Results

Because the SDV function in (7) depends on three variables α, β, and δ,
visualization of differences with contour plots similar to [20] is difficult. However,
according to (11b), β is essentially a scaled equivalent of the standard Voigt
parameter x, and

√
δ = (α + 3/2)/(2y). Moreover, because the pressure and

temperature dependence of γL and γ2 is often assumed to be identical, i.e.
γL,2 ∼ p/Tn, contour plots of the relative difference will be shown with the
x and y axes. Two cases will be explored for γL/γ2 = 10 (or α = 8.5) and
γL/γ2 = 100 (α = 98.5) (see e.g. Tables 1 and 2 of Rohart et al. [21] or Table
3 of Schneider et al. [6]); α = 8.5 is also close to the “default” implemented in
the BWB code. These cases do not cover all relevant situations, but they might
help to reveal possible problems of the implementations.

3.1. The SDV function compared to the Voigt function

To become more familiar with the impact of speed dependence, we show the
relative difference of the SDV function to the Voigt function in Fig. 1. Both
functions were computed with the wofz algorithm, a combination of the Poppe
and Wijers [22, 23] and Zaghloul and Ali [24] approximations with a stated
accuracy of at least 13 significant digits (Scientific Python scipy.special.wofz

implementation, see also http://ab-initio.mit.edu/Faddeeva). The relative
difference (Q−K)/K reaches almost 0.04 for α = 8.5 (at x = 1.5 and y = 0.398),
and 0.17 for α = 98.5 (at x = 0.4 and y = 10−6). For intermediate y, the largest
differences appear for intermediate x and decrease towards the center and in the
wings. Fig. 2 displays the Q function for y = 0.398 and the two α’s and their
relative deviation to the Voigt function.

3.2. Range of independent variables

Before assessing the applicability of the various complex error function al-
gorithms, it is useful to check the range of the iz± arguments. For Earth atmo-
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Figure 2: The SDV function
for y = 0.398 with α = 8.5
and α = 98.5 (top) and their
relative difference to the Voigt
function K (bottom). The sec-
ond plot essentially represents
a cut of the contour plot 1 at
y = 0.398.

spheric spectroscopy the Lorentz to Doppler width ratio varies over 10 orders
of magnitude, 10−6 ≤ y ≤ 104, and even higher y values are found in mi-
crowave spectroscopy of the Venusian atmosphere [20, Figures 2b and 3b]. For
thermal infrared observations such as provided by ground-based or spaceborne
spectrometers y values up to about 100 are relevant.

Fig. 3 shows that the imaginary part of the arguments iz± spans an even
larger range of values up to 1010, whereas the real part does not change dra-
matically compared to the Voigt function variable x.

3.3. Assessment of the Humĺıček rational approximations

In the Fortran code provided as supplement of the BWB paper, the SDV
profile is computed using the Humĺıček [13] w4 code for w(z) that utilizes differ-
ent rational approximations for large, intermediate, and small |x|+ y (the inner
region is further split in two subregions). For evaluation of the difference of
w(iz+) and w(iz−) BWB compute the two terms using the rational approxima-
tion appropriate for the smaller of the two arguments. This approach is clearly
only justified, if the approximation used in an inner region is also applicable to
the outer region. It is tempting to assume that higher order rational approx-
imations (as required for a smaller argument z) are also valid for large z. In
Fig. 4 we show the relative accuracy of the individual rational approximations
(used for the entire x, y plane) with respect to the wofz algorithm. Clearly, this
assumption is confirmed for the R3,4 approximation originally designed for the
5.5 ≤ |x| + y < 15 region that can also be used in the outer region. However,
using one of the higher order rational approximations outside their intended
region can be quite dangerous.

Fig. 5 demonstrates that in case of the older cpf12 algorithm the approx-
imation for region II (y < 0.85 and |x| > 18.1y + 1.65) can also be used for
moderately large y up to 100, whereas the region I approximation cannot be
used for small y and large |x|. However, in view of Fig. 3 it is important to
recognize that the region II approximation completely fails for large y.
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Figure 3: The real and imaginary part of the arguments iz± of the two complex error functions
in (7) for γL/γ2 = 10 (left) and γL/γ2 = 100 (right). Note the different color bars.
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Figure 4: Relative accuracy of the four rational approximations used in the Humĺıček [13]
w4 code with Kref given by the wofz code. (White areas correspond to deviations less than
10−12, the black line indicates the 10−4 contour.)

3.4. “Naive” implementations of the SDV function

In a first implementation of the SDV function, the two terms w(iz±) are
evaluated independently using either of the Humĺıček approximations. The top
row of Fig. 6 clearly shows the problems of the Humĺıček [13] w4 approximation
for large x and small y. The largest error occurs at z = 13.5 + 0.158i (see
Tab. 1); both iz± are large, so both terms w(iz±) are computed using the
R1,2 approximation appropriate for the outer region I. However, despite the
four significant digits of w4, the difference appears to be problematic, i.e. the
w4-SDV and the wofz-SDV agree on two significant digits only. This obvious
failure of the R1,2 approximation is confirmed by using the intermediate region
II approximation R3,4 also in the outer region I (|x|+y > 15, Fig. 4 indicates an
accuracy better than 10−8 in this region) that significantly reduces the relative
differences in the lower right part of the contour plots.

Tab. 1 also gives details for the failure around x = 4.2 and y = 0.25, where
w4-SDV and wofz-SDV agree on three digits. In this case, iz− lies in region III,
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Figure 5: Relative accuracy of the two 12-term rational approximations used in the cpf12

code with Kref given by the wofz code. Left: Eq. (6), Right: Eq. (11) of Humĺıček [14]

w4 cpf12 wofz

iz− = −12.505 + 2.5127i 0.00879149 0.00879221 0.00879221
iz+ = −12.504 + 65.608i 0.00829714 0.00829714 0.00829714

z = +13.5 + 0.1585i 0.00049435 0.00049507 0.00049507

iz− = −4.0730 + 0.6205i 0.02269985 0.02269767 0.02269768
iz+ = −4.0730 + 40.431i 0.01381008 0.01381008 0.01381009

z = +4.2 + 0.2512i 0.00888976 0.00888759 0.00888760

Table 1: Examination of some large differences in the top-left of Fig. 6: sdv w4 vs. sdv cpf12

and sdv wofz for α = 8.5. The first two rows of each block give the Re(w) function values for
iz±, the third row the difference, i.e. the Q function value.

whereas iz+ is in region I. For both cases the table also gives the Voigt function
values obtained from the cpf12 routine for comparison.

The Humĺıček [14] approximation cpf12 (used in the codes provided as sup-
plement of the Tran et al. [12] paper) gives SDV function values in good agree-
ment with the wofz code (Fig. 6 bottom). This essentially confirms the numeri-
cal tests of Tran et al. [12], who found relative errors up to 10−4 for the HT profile
using the cpf12 subroutine compared to a reference based on direct numerical
integration. Note that Tran et al. [12] use a “slightly improved” cpf12 subrou-
tine with a 15-term asymptotic expansion (http://dlmf.nist.gov/7.12.E1 or

Eq. (7.1.23) in Abramowitz and Stegun [16]) for
√
x2 + y2 > 8. In the subrou-

tine provided as supplement, Tran et al. [12] ensure that both terms w(iz±) are
computed either with the original cpf12 routine (with the appropriate ratio-
nal approximation for iz+ and iz− selected independently) or the asymptotic
approximation.
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Figure 6: Relative accuracy of the “naive” implementations of the SDV function using w4 (top)
and cpf12 (bottom) for the complex error function. The maximum deviations are 1.45 · 10−3

and 2.14 · 10−4 for w4, and 8.18 · 10−5 and 1.05 · 10−5 for cpf12.

3.5. A consistent use of the Humĺıček w4 approximations for the SDV function

As emphasized by Boone et al. [8] and Tran et al. [12], evaluation of the
difference might suffer from accuracy problems, when the two Voigt functions
are computed using different approximations. However, using a more sophis-
ticated SDV routine based on the Humĺıček [13] w4 code with both argu-
ments iz± evaluated consistently with the same approximation reveals several
problems. First, Fig. 6 already demonstrated that the difference of the two
R1,2 approximations can fail for large x and small y. Secondly, for |x| < 5.5
and small y both terms will be evaluated using the region IV approxima-
tion, a R13,14 rational approximation2 with an additional exponential term.

2The rational approximation for region IV has been incorrectly termed R6,7 in Eq. (25)
of Schreier [20], i.e. the quotient of two polynomials of degree six and seven. Actually the
denominator polynomial is a seven-degree polynomial in z2, and the numerator is a six-degree
polynomial in z2 multiplied with z.
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Figure 7: Relative accuracy of Humĺıček w4 (with Weideman approximation for region IV)
for the SDV function. Same approximation for iz+ and iz− consistently.

Whereas z− is small (hence the region IV approximation), Im(z+) can be very
large (see Fig. 3), and Python/NumPy reports RuntimeWarning: overflow

encountered in exp and the SDV function values returned are inf.
To circumvent these problems, the bound for region I has been moved out-

wards to s = |x| + y = 20 and the region IV approximation has been replaced
by the Weideman 32 term approximation. However, Fig. 7 clearly indicates
that despite these changes significant deviations to the reference happen for
especially large x and small y.

3.6. The Humĺıček-Weideman combination

Although the Humĺıček [14] cpf12 rational approximation provides accurate
SDV functions (when validated against the wofz code), use of this code appears
to be suboptimal from an efficiency point of view. In its original implementation
(essentially used in the Tran et al. [12] code), 12 divisions per function value are
performed in region I, and 24 divisions and the evaluation of an exponential are
required in region II. Furthermore, a (DO) loop to sum the individual quotients
[14, Eq. (6)] or [20, Eq. (24)] is executed for each function value, and the routine
is used in a scalar fashion.

Though it is possible to accelerate the code by vectorization [25] and by
rewriting the sum of quotients to a single rational expression (straightforward
for region I, cf. [20, subsection 5.2]), the w4 code or the Humĺıček-Weideman
combination are considerably faster [see 20, Fig. 9]. Furthermore, a SDV routine
using only two regions is significantly easier to implement.

Because of the problems of the Humĺıček [13] R1,2 rational approximation
discussed above (cf. Fig. 6 and 7), the Weideman [15] rational approximation
(with N = 32) and the Humĺıček rational approximation

R3,4 ≡
iz(z2/

√
π − 1.410474)

(z2 − 3)z2 + 3/4
(12)
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Figure 8: Relative accuracy of a consistent SDV function implementation based on the
Humĺıček and Weideman approximations (sdv hum2wei32c).

are used to evaluate the SDV function in a consistent way, i.e. using the Weide-
man approximation whenever one of the arguments is small (s± ≡ |x±|+ y± <
10). In Fig. 8 the relative accuracy is shown, indicating small errors up to
3 · 10−6. As an alternative, the Weideman [15] approximation could be com-
bined with the Humĺıček R1,2 approximation (as in Schreier [20]), but in view
of Fig. 7 the switch to the asymptotic approximation has to be shifted to s = 50
or more. A distinct advantage is that the Weideman algorithm is valid in the
entire x, y plane; therefore, if one of the two arguments iz± is near the origin
and the other is in the asymptotic region, then both w(iz±) can be computed
safely with the Weideman approximation.

The Humĺıček R3,4 – Weideman combination (“hum2wei32”) with a cut at
s = 8 provides Voigt function values as good as the cpf12 rational approxima-
tion (maximum relative deviations to wofz 2 · 10−6). In view of Fig. 6 (bot-
tom) it is therefore tempting to use it in the “naive” implementation (called
sdv hum2wei32n in contrast to sdv hum2wei32c discussed in the previous para-
graph) for the SDV function. Fig. 9 confirms that with such an accurate complex
error function code the two terms w(iz±) can be computed independently.

3.7. Efficiency

First note that the Humĺıček R3,4 approximation, like R1,2, requires one di-
vision, so the computational work is only slightly higher because of the doubled
number of multiplications. Secondly, the effort to evaluate the Weideman ap-
proximation is higher compared to R1,2 or R3,4, however, this does not have a
big impact on the overall computing time as the majority of function evaluations
are performed in the line wings. Note, however, that many lbl codes use some
kind of “multigrid” approach to compute function values in the line wings more
efficiently [e.g. 26, 27, 28, 29, 30].

To quantify these expectations we first tested the various complex error
function codes using IPython’s builtin “magic” %timeit (see http://ipython.
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Figure 9: Relative accuracy of a “naive” implementation of the SDV function
(sdv hum2wei32n) using the Humlı́ček-Weideman combination hum2wei32.

org). Calling the Humĺıček–Weideman combinations with the “matrix” of x
and y used to generate the contour plots above indicates that hum2wei32 and
hum1wei32 have roughly the same speed, and cpf12 and w4 are about a factor
3 and 7 slower, respectively. For α = 8.5, the “naive” SDV function implemen-
tation using hum2wei32 is almost a factor five faster than the implementation
using cpf12.

For operational data processing compiled languages are mandatory. Hence
we have implemented the SDV function in Fortran 2003 and tested its efficiency
in a way similar to the benchmarks reported in [20]. Fig. 10 shows that the
Weidemann 32-term and Humĺıček’s cpf12 approximation are considereably
slower than the “naive” sdv hum2wei32n code or the “consistent” implemen-
tation sdv hum2wei32c. The “naive” implementation based on Humĺıček’s w4

routine is as fast as sdv hum2wei32n, but not recommended because of the
accuracy problems (see Fig. 6).

4. Summary and Conclusions

Various implementations of the SDV function based on the Humĺıček [13, 14]
rational approximations for the complex error function have been surveyed and
their relative accuracy with respect to a reference using the highly accurate
wofz code has been studied. For the range of y values (Lorentz to Doppler
width ratio) typical for thermal infrared atmospheric spectroscopy applications
and two representative values of γL/γ2, the SDV routine using the w4 code with
four significant digits reveals accuracy problems especially for large x and small
y. The cpf12 code with six digits accuracy provides SDV function values with
better agreement to the reference (errors less than 10−5), but the efficiency of
this code is significantly worse compared to w4. A new implementation utilizing
a combination of the Weideman [15] 32-term rational approximation and the
Humĺıček [13] R3,4 rational approximation (originally used in the w4 code for
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intermediate values of z) is suggested, that provides a relative accuracy of 10−5

or better in the entire x, y plane.
In conclusion, a complex error function with more than four significant dig-

its is recommended to provide the SDV function (i.e. Voigt function differences)
with reasonable accuracy. Given an accurate algorithm, evaluation of the two
terms of the difference using different approximations does not appear to be crit-
ical. However, if an algorithm uses the same approximation for both arguments,
at least one of them should be applicable in the entire x, y domain.
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