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Abstract
Inverse problems occurring in atmospheric science aim to estimate state parameters (e.g. temperature or constituent concentration) from observations. To cope with nonlinear ill-posed problems, both direct and iterative Tikhonov-type regularization methods can be used. The major challenge in the framework of direct Tikhonov regularization (TR) concerns the choice of the regularization parameter $\lambda$, while iterative regularization methods require an appropriate stopping rule and a flexible $\lambda$-sequence.

In the framework of TR, a suitable value of the regularization parameter can be generally determined based on a priori, a posteriori, and error-free selection rules. In this study, five practical regularization parameter selection methods, i.e. the expected error estimation (EEE), the discrepancy principle (DP), the generalized cross-validation (GCV), the maximum likelihood estimation (MLE), and the L-curve (LC), have been assessed. As a representative of iterative methods, the iteratively regularized Gauss–Newton (IRGN) algorithm has been compared with TR. This algorithm uses a monotonically decreasing $\lambda$-sequence and DP as an a posteriori stopping criterion.

Practical implementations pertaining to retrievals of vertically distributed temperature and trace gas profiles from synthetic microwave emission measurements and from real far infrared data, respectively, have been conducted. Our numerical analysis demonstrates that none of the parameter selection methods dedicated to TR appear to be perfect and each has its own advantages and disadvantages. Alternatively, IRGN is capable of producing plausible retrieval results, allowing a more efficient manner for estimating $\lambda$.

© 2016 Elsevier Ltd. All rights reserved.

1. Introduction

Temporal and spatial knowledge of molecular concentrations in Earth's atmosphere is important for the scientific community to study the behavior of ozone depletion and air pollution. Temperature is a critical parameter for chemical, dynamical, and radiative processes in the atmosphere and its change is highly correlated with some on-going atmospheric phenomena (e.g. climate change). These atmospheric quantities can be derived by remotely measuring emitted thermal radiation in an appropriate spectral range.

Inverse problems encountered in atmospheric science aim to estimate these atmospheric state parameters (temperature and concentration profiles) from collected measurements. These problems are inherently ill-posed in the sense that the noise in the measurements leads to large errors in the estimate. To stabilize the problem and to attain a solution with physical meaning, additional constraints have to be introduced during the inversion, a process which is referred to as regularization. In this regard, it provides the necessary impetus to investigate the design and robustness of inversion algorithms.
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A direct regularization method, namely Tikhonov regularization (TR) [1], has been widely used for stabilizing ill-posed inverse problems. However, in the presence of measurement errors, the regularized solution frequently fails to possess optimal accuracy if the regularization parameter is not chosen properly. Engl et al. [2], Vogel [3], and Doicu et al. [4] have introduced and discussed several classical regularization parameter selection methods. Some new methods have been proposed and applied in atmospheric science and other fields, e.g. [5–9]. Still, it remains unclear if there would exist an infallible parameter selection method. Only a limited number of studies focus on performance comparisons of different techniques for estimating the regularization parameter, e.g. [10,11]. It can be foreseen that many data analyses would certainly benefit from these studies by enhancing the quality of retrieval products.

Finding a global minimizer of the Tikhonov function is computationally expensive, and in particular, determining an appropriate regularization parameter can be time-consuming. Iterative regularization methods as an alternative to direct regularization methods can reduce the amount of effort required to choose the regularization parameter. However, the stopping criterion of the iterative process has to be carefully chosen in order to avoid an uncontrolled explosion of the noise error.

Measurements of vertically distributed atmospheric parameters are primarily obtained by remote sensing techniques from diverse platforms. This study places an emphasis on exploiting the thermal emission emitted by the atmosphere in the infrared and microwave regions. For example, the airborne Microwave Temperature Profiler (MTP) [12,13], initially developed at NASA’s Jet Propulsion Laboratory (JPL), measures natural thermal emission from oxygen lines at a selection of frequencies around 55–60 GHz by scanning from near nadir to near zenith in the flight direction. Recently, the MTP instrument has been flown on the HALO research aircraft operated by DLR. These airborne measurements help to better understand the vertical state around the upper troposphere and lower stratosphere (UTLS).

TEGIS (TERahertz and submillimeter Limb Sounder) [14] is a cryogenic multi-channel heterodyne spectrometer designed to investigate atmospheric chemistry and dynamics focusing on the stratosphere (10–40 km). The instrument was mounted on a balloon gondola together with the balloon-version of MIPAS (Michelson Interferometer for Passive Atmospheric Sounding) [15] and mini-DOAS (Differential Optical Absorption Spectrometer). This combination has accomplished four scientific flights over Kiruna, Sweden and Timmins, Canada between 2009 and 2014. The principal objective of these balloon campaigns has been to measure the time-dependent chemistry of chlorine (Cl) and bromine (Br), and to achieve the closure of chemical families (NOx, Clx, Brx, HOx) inside the polar vortex.

The goal of this study is to present various Tikhonov-type regularization schemes for tackling ill-posed inverse problems arising from atmospheric remote sensing and to examine their numerical performances in estimating atmospheric temperature and concentration profiles from spectral measurements. We explain the theory of regularized nonlinear inversion in Section 2. Five regularization parameter selection methods dedicated to TR are described in Section 2.1, and an iterative regularization method together with its stopping rule is introduced in Section 2.2. Temperature retrievals from synthetic airborne MTP data with different noise configurations are analyzed in Section 3, while in Section 4, trace gas retrievals from real TELIS data are discussed in terms of accuracy and efficiency. The emphasis pertains to the selection of an appropriate regularization parameter by using different strategies and to the comparison of direct and iterative regularization methods. Finally, Section 5 gives an outline of our findings.

2. Regularization for solving nonlinear problems

Most inverse problems in atmospheric remote sensing are nonlinear and can be expressed by the equation \( F(x) = y \), where for discrete problems, \( F: \mathbb{R}^n \rightarrow \mathbb{R}^m \) is the forward model, \( x \in \mathbb{R}^n \) is the state vector, and \( y \in \mathbb{R}^m \) is the “exact” measurement vector. In practice, \( y \) cannot be known precisely; we have only its “perturbed” version \( y^\prime = y + \delta \in \mathbb{R}^m \), where \( \delta \) is the measurement noise, and for which the following estimate holds: \( ||y^\prime - y||^2 = \delta^2 \) with \( \Delta \) being the noise level. In this study, the measurement vector \( y^\prime \) is a concatenation of radiances or brightness temperatures received by the instrument, whereas the unknown state vector \( x \) stands for the discretized vertical temperature or concentration profiles (and optionally of some auxiliary parameters) to be reconstructed based on given data and some a priori knowledge.

By imposing the smoothness constraint, the regularization method converts an ill-posed problem into a well-posed one. In the framework of TR, the regularized solution \( \hat{x} \) minimizes the objective function

\[
\mathcal{F}(x) = ||F(x) - y^\prime||^2 + \lambda ||L(x - x_0)||^2. \tag{1}
\]

The residual term \( ||F(x) - y^\prime||^2 \) quantifies the goodness of fit, whereas the penalty term \( ||L(x - x_0)||^2 \) measures the regularity of the solution, where \( L \) and \( \lambda \) are the regularization matrix and the regularization parameter, respectively, and \( x_0 \) is the a priori state vector. In principle, minimization of \( \mathcal{F}(x) \) aims to seek \( \hat{x} \) for reaching an optimal compromise between the residual term and the penalty term. Therefore, the regularization strength is constrained by the form of \( L \) and the size of \( \lambda \).

The minimization problem can be solved by the Gauss–Newton algorithm which comprises a linearization of the forward model \( F \) about the current iterate \( x_{i-1} \). The next iterate is then given by

\[
x_i = x_{i-1} + K^T_{i-1}(y^\prime - F(x_{i-1})) + K_i(x_i - x_{i-1}), \tag{2}
\]

where

\[
K_i = (K^T_{i-1}L_i^T L_{i-1})^{-1} K^T_{i-1} \tag{3}
\]

is the regularized generalized inverse (also known as the gain matrix [16]) at the iteration step \( i \) and \( K_i \in \mathbb{R}^{m \times n} \) is the Jacobian matrix of \( F \) at \( x_i \).
Basically, $\mathbf{L}$ can be the identity matrix, a discrete approximation of a derivative operator, or the Cholesky factor of an a priori profile covariance matrix (e.g. climatological knowledge). Further discussions about the construction of the regularization matrix are beyond the scope of this work, as we only focus on the design of regularization parameter selection methods. Instabilities resulting from a weak regularization can be expected when $\lambda$ is chosen too small. On the contrary, nearly no connection with the original problem would exist in the case of a strong regularization when $\lambda$ is chosen too large. It is worth mentioning that the following regularization methods are formulated in a semi-stochastic setting and that, under the assumption that $\lambda$ is a discrete white noise with variance $\sigma^2$, the noise level is evaluated as $\sigma^2 = \text{me}^2$.

According to [16], the degree of nonlinearity of the objective function (1) is determined by the spectral characteristics of $y^d$ (e.g. spectral range, units, and noise) and the unknowns $x$. In a stochastic framework, the degree of nonlinearity can be estimated by comparing the forward model with the linearized forward model within the a priori variability. The size of the linearization error is represented as

$$ R = F(x) - F(x_a) = K(x_a)(x - x_a) $$

and can be used to calculate the so-called nonlinearity parameter:

$$ e_{\text{lin},k}^2 = \frac{\| R(x_a + c_k) \|^2}{\text{me}^2}, $$

where the vectors $c_k$ denote the error patterns of the a priori covariance. In case that $e_{\text{lin},k} \leq 1$ for all $k$, this particular problem is characterized by a small linearization error and can be considered to be linear within the assumed range of variation in $x_a$.

### 2.1. Regularization parameter selection methods

For direct Tikhonov regularization, a reliable approximation $x_i$ of the true state $x$ counts on a proper selection of the regularization parameter $\lambda$. In general, selection criteria with variable or constant $\lambda$ can be employed. In the former case, $\lambda$ is estimated by a particular selection method at each iteration step. In our analysis, the latter is considered, i.e. the minimization of the objective function (1) is performed with a single $\lambda$ and this procedure is repeated several times with different values of $\lambda$.

According to Engl et al. [2], an appropriate regularization parameter can be selected by using a priori, a posteriori, and error-free selection rules. We present below five parameter selection methods based on these rules.

#### 2.1.1. A priori parameter selection rule

Essentially, an a priori parameter selection method relies on the knowledge of $\Delta$. In the so-called expected error estimation (EEE) method, the optimal regularization parameter $\lambda_{\text{opt}}$ is chosen as the minimizer of the expected error:

$$ \lambda_{\text{opt}} = \arg \min_{\lambda} \mathcal{E} [\| e_\lambda \|^2], $$

where

$$ \mathcal{E} [\| e_\lambda \|^2] = \| e_\lambda \|^2 + \mathcal{E} [\| e_\lambda \|^2] + \| e_\lambda \|^2. $$

On the right side of Eq. (7), the smoothing error $e_\lambda$ is estimated by

$$ e_\lambda = (A - I_n)(x - x_a), $$

where $A = K^T K$ is the averaging kernel matrix, and hence the deviation of $A$ from the identity matrix $I_n$ characterizes the smoothing error. In practice, regularization degrades the vertical resolution, that is reflected by the peak value of $A$ at an altitude level and the full width at half maximum of this peak. The trace of $A$ yields the degree of freedom for signal (DOFS) that is interpreted as a measure of the effective information content. As the diagonal values of $A$ become smaller with increasing $\lambda$, the DOFS turns out to be a decreasing function of $\lambda$.

The expected value of the noise error $e_\lambda$ is given by

$$ \mathcal{E} [\| e_\lambda \|^2] = \sigma^2 \text{trace} (K^T K^T). $$

It is well known that uncertainties in atmospheric profiles used in the forward model or instrument parameters can cause additional errors in the retrieval. Regarding the forward model error $e_b$, we use the approximation

$$ e_b = K^T b \approx K^T Y_b - F(x, b), $$

where $\Delta b$ are the uncertainties in $b$ and $K_b$ is the Jacobian matrix with respect to $b$. Similar estimates are used for the instrument model error $e_c$.

Such a parameter selection strategy does not depend on the actual perturbed data $y^d$. In practice, the exact solution is unknown and one can deal with this method in a statistical way. For example, a strategy is to explore a random solution domain where $x$ is supposed to lie, by using the synthetic data $x_{\text{syn}}$, $f = 1, \ldots, M$, with $M$ representing the sample size. The main drawback is that the optimal regularization parameter $\lambda_{\text{opt}}$ needs to be predicted for each solution sample by repeatedly solving the minimization problem, and therefore, this off-line estimation procedure presumably requires considerable computational burden.

#### 2.1.2. A posteriori parameter selection rule

The selection of the regularization parameter using the a posteriori parameter selection rule depends on both $\Delta$ and $y^d$. In the discrepancy principle (DP) method [17], the regularization parameter $\lambda$ is chosen as the solution to the equation

$$ \| r_\lambda \|^2 = \| F(x_a) - y^d \|^2 = \chi \Delta^2 = \chi \text{me}^2, $$

where $\chi > 1$ is a control parameter. Thus, $\lambda$ is chosen through a comparison between the residual norm (or discrepancy) $\| r_\lambda \|$ and the assumed noise level $\Delta$. Because of its property, this strategy can also be used as a stopping rule in the framework of iterative regularization methods, which will be discussed in Section 2.2.
2.1.3. Error-free parameter selection rule

An error-free parameter selection method requires only the knowledge of $y^*$ and not of $A$. Accordingly, these parameter selection methods do not count on the setting in which the inverse problem is formulated. In this study, three error-free parameter selection methods are examined.

In the method of generalized cross-validation (GCV) [18,19], $\hat{\lambda}$ is chosen as the minimizer of the GCV function $V(\lambda)$:

$$\lambda_{\text{opt}} = \arg\min_{\lambda} V(\lambda),$$  \hspace{1cm} (13)

where

$$V(\lambda) = \frac{m^2 \| r^* \|^2}{\text{trace} \left( I_m - KK' \right)}.$$ \hspace{1cm} (14)

The trace term in the denominator stands for the “degree of freedom for noise”. This method tries to find the transition point where $\| r \|$ changes from a slowly varying function of $\lambda$ to a rapidly increasing function of $\lambda$. Note that Eq. (14) possesses a minimum as $\| r \|$ increases with $\lambda$.

In the so-called maximum likelihood estimation (MLE) method [19,20], $\hat{\lambda}$ is chosen as the minimizer of the maximum likelihood (ML) function $E(\lambda)$:

$$\lambda_{\text{opt}} = \arg\min_{\lambda} E(\lambda),$$ \hspace{1cm} (15)

where

$$E(\lambda) = \frac{y_i^T \left( I_m - KK' \right) y_i}{\sqrt{\det \left( I_m - KK' \right)}}$$ \hspace{1cm} (16)

with $y_i = y^* - F(x_i) + K(x_i - x_0)$. This selection criterion can be seen as an alternative to the GCV method when the unique minimizer of the GCV function cannot be determined.

The L-curve (LC) method was initially advocated by Hansen [21] and its use for nonlinear problems was explored by Eriksson [22]: the constraint $\| c_i \|^2 = \| L(x_i - x_0) \|^2$ versus the residual $\| r^*_i \|^2 = \| F(x_i) - y^* \|^2$ for a range of values of $\lambda$ is visualized in logarithmic scale. Besides on a log–log scale, the “L” shaped curve can also be examined on a linear scale when the variation of the residual term is very low [23].

According to Hansen and O’Leary [24], the optimal regularization parameter corresponds to the corner of the curve which is the point of maximum curvature:

$$\lambda_{\text{opt}} = \arg\max_{\lambda} \kappa(\lambda),$$ \hspace{1cm} (17)

where the curvature function is defined as

$$\kappa(\lambda) = \frac{x'(\lambda) y'(\lambda) - x(\lambda) y'(\lambda)}{x'(\lambda)^2 + y'(\lambda)^2}^{3/2}.$$ \hspace{1cm} (18)

with $x(\lambda) = \log \left( \| r^* \|^2 \right)$ and $y(\lambda) = \log \left( \| c_i \|^2 \right)$. A practical implementation of this method is that a considerable number of discrete points corresponding to different values of $\lambda$ are needed.

2.2. An iterative regularization method

In the framework of TR, the selection of the regularization parameter may require a vast amount of computational effort. Alternatively, iterative regularization methods can be considered as an efficient option regarding the estimation of the regularization parameter. Here, the number of iterations and the stopping criterion play the role of the regularization parameter and the parameter selection method, respectively.

In this study, we use the iteratively regularized Gauss–Newton (IRGN) method which was originally introduced by Bakushinskii [25]. The regularized solution $x_i$ is computed according to Eq. (2), but the regularization parameters are iteration-dependent and are defined as a monotonically decreasing sequence satisfying:

$$r = \frac{\lambda_{i+1}}{\lambda_i}, \hspace{1cm} \lambda_i > 0, \hspace{1cm} \lim_{i \to \infty} \lambda_i = 0,$$ \hspace{1cm} (19)

where $r < 1$ represents the ratio of the geometric sequence. Here, we apply $r = 0.8$ so that the regularization strength is slowly decreased during the iterative process. For atmospheric inverse problems in the infrared spectral region, the numerical performances of this algorithm with/without bound-constraint on the variables have been analyzed in [26,27].

As compared to direct regularization methods, the main advantage of this method is that an overestimation of the initial value of $\lambda$ may still produce reasonable retrieval results despite more iteration steps [28]. However, the iterative process has to be stopped after a right number of steps $i^*$ in order to avoid an uncontrolled explosion of the noise error: while the residual decreases as the iteration continues, the error $\| x_{i+1} - x_i \|$ begins to increase after an initial decay. Theoretically, a priori stopping rules require information on the exact solution, which may not be suitable for real practical problems, whereas a posteriori stopping rules require only available information [29]. A modified version of DP is used here as an a posteriori stopping rule: the stopping index $i^*$ is chosen as

$$\| F(x_{i^*}) - y^* \|^2 \leq x \| r^* \|^2 < \| F(x_{i^*}) - y^* \|^2, \hspace{1cm} 0 \leq i < i^*,$$ \hspace{1cm} (20)

where $\| r^* \|$ is the residual norm at the final iteration step and replace the noise level $\lambda^2 = m \sigma^2$ in Eq. (12).

The control parameter $x$ in Eqs. (12) and (20) can affect the retrieval quality of direct and iterative regularization methods. In general, $x$ ought to be greater than 1, otherwise the residual norm may not be able to reach the given tolerance. From a mathematical point of view, Engl et al. [2] and Kaltenbacher et al. [29] have claimed that the value of $x$ should be sufficiently large, or at least greater than 2. However, we have found that values just slightly larger than 1 deliver more retrieval results despite more iteration steps [28]. How-
be selected from an inspection of the singular values of the Jacobian matrix $\mathbf{K}$. At first glance, this method looks pretty similar to the method of TR with a variable regularization parameter, but in the IRGN method $\lambda$ is continuously decreased and the iterative process is terminated by the discrepancy principle rather than configuring the convergence criterion.

2.3. Implementation

As stated previously, the purpose of the retrieval algorithm is to determine the atmospheric parameters which best fit the simulations to the measurements. The main components of the retrieval algorithm are forward modeling, Jacobian evaluation, and iterative fitting.

In our algorithm, the forward model that simulates atmospheric radiative transfer is built on an extensive and modular line-by-line program GARLIC (Generic Atmospheric Radiation Line-by-line Infrared Code) [30]. Infra-red/microwave observations obtained by various instruments have been analyzed by retrieval codes which are also adapted from GARLIC [28,31].

A noteworthy feature of the retrieval algorithm is that the Jacobians with respect to the components of the state vector are evaluated by means of algorithmic (or automatic) differentiation (AD) [32,33]. Schreier et al. [34] have proved that AD Jacobians are favorable in terms of algorithmic efficiency, ease of implementation, and accuracy as compared to finite difference Jacobians. In this work, a source-to-source AD tool called TAPENADE [35] was utilized.

The iterative process was carried out in a Tikhonov-type (direct and iterative) regularized nonlinear least squares fitting framework. In order to choose a proper regularization parameter in the framework of TR, all the above-mentioned parameter selection methods have been implemented in the retrieval algorithm. The singular values of the Jacobian matrix were used for determining a range of values of the regularization parameter $\lambda$. In Sections 3 and 4, the retrieval quality will be analyzed in terms of the inversion accuracy, goodness of fit, and useful information content which are characterized by the solution error, residual, and DoFS, respectively.

3. Temperature retrieval

To investigate the different regularization schemes presented in Section 2, we considered a temperature retrieval test problem using synthetic MTP data. Each measurement cycle $\mathbf{y}^i$ typically contains a set of 30 brightness temperatures (in units of K) corresponding to 3 frequencies and 10 viewing angles. Here, the atmospheric temperature profile was retrieved from $\mathbf{y}^i$ in a spectral interval ranging from about 56 to 59 GHz. The observer altitude was set to 10.0 km.

For the noisy data vector $\mathbf{y}^i = \mathbf{y} + \delta_i$ with $i = 1, \ldots, N$, the exact data $\mathbf{y}$ were generated for an ensemble of 42 diverse climatological atmospheres [36] (see Fig. 1). Three noise standard deviations $\sigma$ (0.05, 0.1, 0.2) were considered according to previous in-flight observations. The first six profiles are the AFGL standard profiles [37], i.e. tropical (G01), mid-latitude summer and winter (G02 and G03), subarctic summer and winter (G04 and G05), and U.S. standard atmosphere (G06). The remaining 36 profiles are selected from Turner [38]. The exact state vector $\mathbf{x}$ was expressed as an interpolated version of the climatological profiles discretized densely close to the observer and coarsely far from the observer. In this case, the temperature profile as a function of altitude was the only target parameter to be retrieved and the state vector $\mathbf{x}$ consisted of 19 data points per profile.

Table 1 lists the values of the nonlinearity parameter computed by Eq. (5). Here, 8 out of 10 values are less than one, indicating that within the assumed range of variation of the a priori state, the effect of the nonlinearity is mostly less than that of the measurement error. Accordingly, this problem does not appear to be severely nonlinear.

3.1. Performance of direct regularization

In the first numerical experiment, we analyze the performance of the five regularization parameter selection methods. For each $\gamma^i$, $\lambda_i$ was estimated by a specific parameter selection method. Calculations by repeating the
inversions for all realizations of the noisy data were performed. The retrievals were done with the same setting: the initial guess \( x_0 \) was chosen as a height-constant profile and the a priori profile \( x_a \) was taken as AFGL's U.S. standard atmosphere (i.e. G06). Too small \( \lambda \) produces undersmoothness which entails more oscillatory artefacts around the exact profile, whereas too large \( \lambda \) produces oversmoothness which shows less oscillations and a similar shape to that of the a priori profile.

Fig. 2 displays the difference per altitude level between the retrieved profiles and the exact profiles for the five regularization parameter selection methods and the noise standard deviation \( \sigma = 0.1 \). The inversion accuracy for all methods turns out to be much higher when the exact

---

**Fig. 2.** Comparison of retrieved temperature profiles with exact profiles as a function of altitude for five regularization parameter selection methods. Results of 42 atmospheres for the noise standard deviation \( \sigma = 0.1 \) are presented. The plotted altitude range of 2.5–16 km is the altitude range which can be observed by MTP with confidence. The retrieval beyond this altitude range has little physical meaning.
profile has an identical or similar shape to the a priori profile, e.g. for the G06 and G34 atmospheres. The value of \( \lambda \) chosen by DP and GCV is obviously too small so that the differences are larger, e.g. for the G15 and G16 atmospheres. In the case of the G12 and G18 atmospheres, the exact profile at lower altitudes is very similar to the a priori one but the discrepancies increase when the altitude increases. It can be deduced from both retrievals that \( \lambda \) estimated by LC is too large so that the differences between the retrieved profiles and the exact profiles become larger at higher altitudes.

All retrieved profiles using \( \lambda \) chosen by the EEE method resemble the shape of the exact profile and the magnitude of the solution only differ slightly from that of the exact profile. The MLE method produces, indubitably, the second highest inversion accuracy and the estimated \( \lambda \) only occasionally leads to undersmoothed solutions. Given the fact that the retrieved profiles corresponding to DP and GCV show frequently an undersmoothed behavior, we may conclude that \( \lambda \) chosen by these two methods imposes originally a too weak regularization. Surprisingly, the LC method does not perform as good as expected, and to some extent, the estimated \( \lambda \) leads to strong regularization as compared to that by other methods. The results reveal that the retrieved profiles are a bit oversmoothed and tend towards the a priori.

The average absolute differences over 42 atmospheres corresponding to various regularization parameter selection strategies for all three noise scenarios are plotted in Fig. 3. When the measurement is noisier, the deviation from the exact profile is larger. This tendency is more recognizable in the case of GCV and less recognizable in the case of LC. However, both EEE and MLE work stably and always attain the best two results. In most cases, it is more challenging to seek a reasonable retrieval at altitudes where the sensitivity of the instrument is low. As a result, the difference is smaller around 10 km and is larger when the grid point is far from the instrument. In addition, these average differences are consistent with the median value for each altitude level.

More diagnostic quantities reflect the retrieval performance of different regularization parameter selection methods, as inferred from Figs. 2 and 3. The average values of the solution errors and residual over noisy data realizations and for all noise standard deviations (\( \sigma \)) are presented in Table 2, regardless of whether the particular method fails in some situations. In this work, the solution error is calculated as the root mean square error (RMSE) and the residual is given in terms of residual sum of squares. The average values of the DOFS related to the smoothing error and giving information about the useful independent quantities in the measurement are also given for the three noise standard deviations.

Most regularization parameter selection strategies result in comparable residuals after convergence for the three noise realizations. Both EEE and MLE outclass the other methods in terms of the inversion accuracy. The smallest solution errors are obtained by EEE except for the scenario \( \sigma = 0.05 \). By comparing the corresponding residuals and DOFS, all methods converge with similar performance and the LC method yields slightly worse results. In the case of \( \sigma = 0.2 \), small discrepancies in the DOFS reveal that all methods make use of comparable information content from the measurement. The same holds true for the vertical resolution: LC results in a worse vertical resolution than the other methods, especially for data with small noise levels.

In these three noise standard deviation scenarios, the retrieval performance of EEE is generally better than those of the other methods, although the minimization of the expected error using a random solution domain is a bit cost prohibitive. Furthermore, \( \lambda \) does not vary significantly for different \( \sigma \) and the same \( \sigma \). The reason is that the a priori parameter selection rule is only dependent on the noise level. In principle, the expected error given in Eq. (7) also incorporates model parameters errors and we are

![Fig. 3. Average absolute difference as a function of altitude over 42 atmospheres for five regularization parameter selection methods.](image)

### Table 2

Average values of solution errors (RMSE, in units of K) and residuals (residual sum of squares, in units of K^2) of temperature retrieval for different regularization parameter selection methods. For each retrieval case, \( \lambda \) was estimated by EEE, DP, GCV, MLE, and LC, respectively. In addition, average values of the DOFS are listed.

<table>
<thead>
<tr>
<th>Method</th>
<th>Solution error</th>
<th>Residual</th>
<th>DOFS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \sigma = 0.05 )</td>
<td>( \sigma = 0.1 )</td>
<td>( \sigma = 0.2 )</td>
</tr>
<tr>
<td>EEE</td>
<td>0.13</td>
<td>0.92</td>
<td>1.74</td>
</tr>
<tr>
<td>DP</td>
<td>1.33</td>
<td>1.48</td>
<td>1.74</td>
</tr>
<tr>
<td>GCV</td>
<td>0.70</td>
<td>0.47</td>
<td>0.73</td>
</tr>
<tr>
<td>MLE</td>
<td>0.12</td>
<td>0.69</td>
<td>1.74</td>
</tr>
<tr>
<td>LC</td>
<td>1.68</td>
<td>2.67</td>
<td>2.74</td>
</tr>
</tbody>
</table>
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aware that uncertainties in atmospheric profiles, molecular spectroscopy, and instrument parameters cause additional errors in the retrieval. In spite of that, an extended discussion of potential error sources beyond the smoothing and noise errors is not considered in this temperature retrieval problem.

Concerning the DP method, the control parameter \( \chi \) may always be chosen from sufficiently large, giving a solvable discrepancy principle equation. However, in fact, the iteration in many cases stops too early with a non-satisfying result. In contrast, a sufficient decrease of \( \chi \) may let the iteration stop too late with a bad result because it returns a too small \( \lambda \) corresponding to a too weak regularization, and consequently, the retrieval sometimes achieves an undersmoothed solution, albeit giving a very small residual. As shown in Table 3, the value \( \chi = 1.05 \) yields the smallest solution error for the first six atmospheric configurations (i.e. AFGL profiles) and has been adopted in our analysis.

Likewise, the GCV method sometimes fails to locate an optimal \( \lambda \) because of an extremely flat minimum in the curve, i.e. a number of additional local minima of \( V(\lambda) \) in Eq. (14) are found over a wide range of parameters \( \lambda \). This makes it difficult to search for the optimal \( \lambda \) numerically. In this dilemma, a too small \( \lambda \) may be selected, yielding a weaker regularization.

In most of the cases, MLE delivers solution errors as small as EEE, only occasionally it predicts a too small \( \lambda \), producing an underregularized solution. From a theoretical point of view, the ML function and the GCV function both use the term \( (I_n - \text{K} \text{C}) \) and are supposed to behave in an analogous manner.

The LC method would have been expected to give a good prediction of \( \lambda \) stemming from its robustness (also known from a number of applications in atmospheric remote sensing, e.g. [39–41]). However, values of \( \lambda \) for all three noise realizations are slightly overestimated and produce oversmoothed solutions and larger residuals. Hansen [42] observed that this method tends to produce overregularization in some specific inverse problems. LC is also characterized by a saturation effect, which means that the solution error does not significantly decrease with decreasing \( \sigma \) as the other methods do. For a larger \( \sigma \), LC obtains an improved retrieval performance (see also Fig. 3 and Table 2).

Error-free parameter selection methods seem more tempting, as these methods do not rely on information about the data error, which is particularly convenient for resolving real practical problems. In Fig. 4, a selection process of \( \lambda \) using GCV, MLE, and LC is exemplified by the temperature retrieval from a noisy data. The pattern of the ML function (16) is similar to that of the GCV function (14), but the minimum is not that flat. In many cases, a sharper minimum in the curve of the ML function makes it easier to find the regularization parameter using MLE. Regarding the LC method, the characteristic “L”-shape is slightly lost when \( \sigma \) is higher.

The solution errors listed in Table 4 indicate that MLE predicts the best choice of \( \lambda \) among these three methods. GCV could lead to an underestimation of \( \lambda \) due to a flat minimum in the function curve, while LC may give an overestimation of \( \lambda \) due to a curve with an indistinct corner. Due to the dependency of the DOFS on the regularization strength, a solution with the highest and lowest values of the DOFS corresponds to GCV and LC, respectively.

Based on the results above, the regularization parameter selection methods can be sorted based on their performance:

- Good: EEE and MLE;
- Fair: LC;
- Poor: DP and GCV.

It is plain to see that the regularization parameter \( \lambda \) predicted by EEE and MLE often stabilizes the inversion procedure via a suitable strength which produces a retrieval with small solution error, good fit to the data, and adequate use of information from the measurement. Although LC sometimes leads to oversmoothing and the retrieval is accordingly affected by the a priori knowledge, we rank this method ahead of DP and GCV due to its consistency and stability. DP and GCV turn out to be inferior to the other parameter selection methods, as both methods have a certain deficiency in characterizing the smoothness of the solution. However, it would be problematic to reach any general conclusions from this application, since the quality of the fit is profoundly governed by the physical properties of the specific measurement condition.

### 3.2. Performance of iterative regularization

Iterative regularization methods employ some rules for stopping the iteration suitably and do not require an elaborate computation for \( \lambda \), which can greatly reduce the running time of a complete inversion process. Here, the temperature retrievals using the IRGN method were carried out. An important issue of any iterative method is the value of the control parameter \( \chi \) when using the discrepancy principle as the stopping criterion (Eq. (20)). The optimal choice of \( \chi \) is dependent on the specific problem to be solved.

The second parameter that affects the retrieval is the ratio \( r \) of the \( \lambda \)-sequence in Eq. (19). In Fig. 5, the solution errors and the corresponding number of iterations for different values of \( r \) are plotted. The experiments were carried out for the six AFGL atmospheric configurations.

<table>
<thead>
<tr>
<th>( \chi )</th>
<th>Solution error</th>
<th>( \sigma = 0.05 )</th>
<th>( \sigma = 0.1 )</th>
<th>( \sigma = 0.2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.01</td>
<td>2.01</td>
<td>5.41</td>
<td>10.03</td>
<td></td>
</tr>
<tr>
<td>1.03</td>
<td>1.87</td>
<td>5.12</td>
<td>9.85</td>
<td></td>
</tr>
<tr>
<td>1.05</td>
<td>1.51</td>
<td>4.86</td>
<td>9.11</td>
<td></td>
</tr>
<tr>
<td>1.10</td>
<td>1.76</td>
<td>5.35</td>
<td>10.23</td>
<td></td>
</tr>
<tr>
<td>1.50</td>
<td>2.47</td>
<td>7.00</td>
<td>12.34</td>
<td></td>
</tr>
<tr>
<td>2.00</td>
<td>3.14</td>
<td>7.73</td>
<td>13.90</td>
<td></td>
</tr>
<tr>
<td>2.50</td>
<td>3.89</td>
<td>8.99</td>
<td>15.05</td>
<td></td>
</tr>
</tbody>
</table>
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Apparently, the retrieval using a larger value of $r$ requires a larger number of iteration steps as can be seen from the right panel of Fig. 5. A value approaching 1 indicates that $\lambda$ is supposed to gradually decrease during the iteration and is advisable to obtain better approximations of the exact profile.

For each $\sigma$, we repeated the retrievals over 42 noisy data realizations by using IRGN. A comparison of the solution errors of every single retrieval corresponding to IRGN and TR is illustrated in Fig. 6. In this case, the results of TR are plotted for the EEE method (referred to TR-EEE in the figure) which provides the best estimates in Section 3.1. It can be seen that both regularization schemes show similar performance and the average values of the solution errors over the three noise scenarios are nearly equivalent. In this regard, we can conclude that both regularization schemes obtain almost the same inversion accuracy.

In addition to the inversion accuracy, IRGN is superior to TR because of its efficiency in estimating the regularization parameter. In the next section, we perform trace gas retrievals from the actual TELIS data in order to further compare these two regularization algorithms.

4. Trace gas retrieval

In this section, trace gas profiles retrieved from real TELIS measurements are presented. Here, $y^d$ represents a limb sequence of far infrared radiance spectra (in units of $\text{W/(m}^2\text{sr Hz})$) recorded by the 1.8 THz channel. Fig. 7 illustrates a sequence of radiance spectra in the CO micro-window from the second Kiruna flight which took place on 24 January 2010. The flight altitude was about 33.5 km. A micro-window contains four spectral segments (500 MHz for each). The discontinuities between adjacent spectral
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segments are most likely produced by baseline shifts and variations in the spectral response across the segments.

It can be noticed that the O₃ and CO transitions are identifiable and isolated from each other, thus, we retrieved O₃ and CO individually from the first segment and the second segment, respectively. In this way, the baseline fitting could be improved and the effects from other interfering molecular features can be reduced. In addition to the target molecule, we retrieved a so-called “graybody” for compensating “continuum-like contributions” and a polynomial for instrument baseline offset.

The TELIS profiles were retrieved with direct and iterative regularization methods. Table 5 lists the chosen λ corresponding to the two regularization algorithms. In the case of TR, the EEE and MLE methods were used and the resulting values of λ were essentially equivalent (we do not distinguish between EEE and MLE hereafter in this section), while for IRGN, the control parameter χ = 1.02 was used for this problem. An overall accuracy for the most possible error sources (smoothing, noise, and model parameters) was estimated for each retrieval.

Fig. 5. Average values of solution errors and number of iterations for the IRGN method. The retrievals were done for the six AFGL atmospheres with different values of r.

Fig. 6. Solution errors for IRGN (left) and TR with the EEE method (right). The results correspond to σ = 0.05 (circle), σ = 0.1 (square), and σ = 0.2 (plus). The horizontal lines refer to the average values of the solution errors.

Fig. 7. A sequence of limb spectra in the CO microwindow measured by the TELIS 1.8 THz channel during the 2010 flight. The limb sequence observing a CO line and covering tangent heights between 10 and 32.5 km in steps of 1.5 km is illustrated as a function of the intermediate frequency f_IF. The spectral segment of 500 MHz selected for CO retrieval is indicated by a blue rectangular box. The dedicated measurement identifier is 20,864. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this paper.)
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For comparison, the retrieved concentration profiles obtained by two spaceborne limb sounders JEM/SMILES (Japanese Experiment Module/Superconducting subMillimeter-wave Limb-Emission Sounder) [43] and Aura/MLS (Microwave Limb Sounder) [44] were considered. The SMILES profiles were taken from the NICT (National Institute of Information and Technology) Level-2 research product (available at http://smiles.nict.go.jp/pub/data/) and the MLS profiles were provided by JPL (available at https://mls.jpl.nasa.gov/index-eos-mls.php). The retrieval algorithms for both instruments [45,46] implement the optimal estimation method (OEM) [16] based on Bayes’ theorem.

A comparison of ozone retrieval between TELIS, SMILES, and MLS profiles is shown in the left panel of Fig. 8. Two SMILES profiles and one MLS profile which were geographically and temporally coincident with the TELIS profiles are plotted. These three independent profiles fall well within the error margin of the TELIS profiles (see dashed lines in Fig. 8) and an encouraging agreement is reached between 13 and 35 km. The two TELIS profiles obtain virtually identical shape, and the magnitude of the O₃ profile estimated by TR is slightly higher above 20 km. In the right panel of Fig. 8, two CO retrievals using TR and IRGN, respectively, are compared against the MLS retrieval. Evidently, the MLS profile mostly falls within the accuracy domain of the two TELIS profiles. The two regularization schemes result in retrievals with large error budget below 15 km and above 32 km due to regularization. Both TELIS profiles have virtually identical shape and capture the peak at 32.5 km, which is consistent with the MLS profile.

Table 5: Regularization parameters used for TELIS retrievals. For IRGN, λ represents the initial regularization parameter. Additionally, the ratio r of the λ-sequence is given in parentheses.

<table>
<thead>
<tr>
<th>Method</th>
<th>O₃</th>
<th>CO</th>
</tr>
</thead>
<tbody>
<tr>
<td>TR</td>
<td>0.75</td>
<td>1.70 \times 10^{-3}</td>
</tr>
<tr>
<td>IRGN</td>
<td>20.00 (0.85)</td>
<td>0.10 (0.85)</td>
</tr>
</tbody>
</table>

Fig. 8. Comparison of O₃ and CO concentration profiles retrieved from TELIS, SMILES, and MLS data measured on 24 January 2010. Two TELIS profiles were retrieved using TR and IRGN, respectively. The lowest tangent height of TELIS is 10 km and the retrieval results below this altitude have little physical meaning. The dashed lines refer to the overall accuracy of the two TELIS profiles. The time difference of all plotted measurements was within 0.5 h. The MLS profile was linearly interpolated onto the retrieval grid of the TELIS retrieval by taking the averaging kernel into account.

Table 6 summarizes the number of iterations and the residuals for the direct and iterative regularization methods. In the case of IRGN, the convergence took a few more iteration steps, but the residual sum of squares after convergence turned out to be a bit smaller. Furthermore, the additional computation time for choosing λ (typically longer than 2 h) in the method of TR has to be taken into account, whereas the initial λ for the IRGN method can be chosen relatively easily. The differences in the DOFS between these two methods prove that IRGN extracts more useful information from the measurement. A better vertical resolution of IRGN (~1.7–3 km) also shows signs of improvement over TR (~1.9–3.3 km).

For trace gas retrievals, an overall agreement between the two TELIS profiles ensures the consistency of retrieval solutions using the two regularization methods. The quality of both TELIS profiles is in line with the profiles derived from SMILES and MLS. The discrepancies between different instruments at lower altitudes are subject to different a priori information.

Consequently, this application on real measurements suggests that there are no fundamental differences between IRGN and TR in the final profiles. Instead, our focus can be put on the simplicity and effort required to produce best possible inversion accuracy with the two methods. Although TR is faster than IRGN to reach convergence, this improvement is the price that we have to pay for good estimates of the true state over a wide range of values of λ. As an overestimated λ does not affect the final solution, IRGN can substantially save the effort for

Table 6: Number of iterations, residual, and DOFS after convergence for TR and IRGN.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Method</th>
<th>Number of iterations</th>
<th>Residual</th>
<th>DOFS</th>
</tr>
</thead>
<tbody>
<tr>
<td>O₃</td>
<td>TR</td>
<td>12</td>
<td>3.795</td>
<td>7.44</td>
</tr>
<tr>
<td></td>
<td>IRGN</td>
<td>14</td>
<td>3.286</td>
<td>12.23</td>
</tr>
<tr>
<td>CO</td>
<td>TR</td>
<td>10</td>
<td>12.903</td>
<td>10.46</td>
</tr>
<tr>
<td></td>
<td>IRGN</td>
<td>13</td>
<td>11.372</td>
<td>13.51</td>
</tr>
</tbody>
</table>
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estimating a proper $\lambda$. Additionally, IRGN achieves a marginally better fit to the data (smaller residual) and an enhanced use of information from the measurement itself (higher DOFS).

5. Conclusions

We have presented several Tikhonov-type regularization schemes for solving atmospheric inverse problems and investigated the numerical performance by retrieving vertical distributions of temperature and trace gas profiles from microwave and far infrared observations.

The objective of this study has been an assessment of several well-established regularization parameter selection methods that critically impact the performance of an inversion algorithm. On the subject of direct TR, the regularization parameter $\lambda$ has to be chosen through an optimal compromise between stability and accuracy. Various strategies for selecting the regularization parameter have been briefly described, including EEE (using a priori selection rule); DP (using a posteriori selection rule); and GCV, MLE, and LC (using error-free selection rule). Their pros and cons have been studied by retrieving temperature profiles from synthetic MTP data. The retrieval quality has been quantitatively analyzed through the solution error, residual, and DOFS.

From our numerical analysis we may draw the following conclusions:

- The value of $\lambda$ predicted by the EEE method often gives the best estimate of the retrieval solution, but this method, by its nature, demands the knowledge of a solution domain with physical meaning.
- An inherent weakness in the DP method may be that the solution errors are very sensitive to the control parameter $\chi$. This observation has been made in numerical tests: $\chi$ should be chosen neither too small nor too large.
- The GCV curve may possess a peculiarly flat minimum, making it difficult to locate the optimal $\lambda$.
- The numerical performance of the MLE method is on a par with that of EEE, but occasional failures of $\lambda$ generate underregularized solutions.
- The LC method sometimes leads to unconvincing retrieval performance with overestimated $\lambda$, even though it is very efficient for data with large noise levels.

Practical implementations of different parameter selection methods demonstrate that at the present stage, there is no method balancing up accuracy and efficiency in the best possible manner. Each method has its own deficiencies in either computational complexity or retrieval reliability. Nevertheless, error-free parameter selection methods would be more attractive in the analysis of real measurements, due to the challenges associated with estimating the data error in practice.

These discoveries raise an intriguing question: Is there any useful way to somewhat spare computational effort of obtaining an ideal $\lambda$? IRGN, as a typical iterative regularization method, simplifies the estimation of $\lambda$ and appears to offer retrieval results as good as TR. This method is favorable because it is insensitive to overestimations of $\lambda$. Whereas $\lambda$ characterizes the regularization strength in the framework of direct regularization methods, the number of iterations acts as a regularization parameter in the framework of iterative regularization methods where the discrepancy principle is used as a stopping criterion. The conducted temperature retrievals point out the importance of the control parameter $\chi$ in the stopping rule and the ratio $r$ of the $\lambda$-sequence.

Whether iterative regularization methods manage to produce promising approximations of the solution compared to direct regularization methods, has also been assessed by trace gas retrievals from real TELIS limb spectra. The profile computed by the IRGN method closely approaches the one computed by the means of TR and other spaceborne data products, by consuming only a few more iteration steps. The results also show that IRGN surpasses TR regarding the goodness of fit (residual) and the exploitation of information from the measurement (DOFS).

Iterative regularization methods may not be an impeccable choice all the time, giving the reason that a robust stopping rule and the characterization of the $\lambda$-sequence need some further investigations. Nevertheless, our findings indicate that IRGN is a reliable alternative to TR for solving ill-posed inverse problems.
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