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Abstract— The modernization of the European air transpor-
tation system will increase the need for data communication. This 
creates the need for large-scale simulations to ascertain that new 
aeronautical communication systems fulfil the requirements of 
future air traffic management communication. This paper pre-
sents a framework for such simulations based on service-oriented 
software architecture. The Framework for Aeronautical Commu-
nications and Traffic Simulations 2 (FACTS2) is based on the 
concept of service oriented simulation creating complex simula-
tions from simple software building blocks called "services". 
Separating the tasks of services appropriately allows for natural 
parallelization at the service level. FACTS2 was applied to the 
simulation of European reference air traffic for the years 2007 to 
2035 that will provide the basis for future aeronautical communi-
cation evaluations. It could be shown that the service-oriented 
simulation approach offers significant performance gains 
through parallelization scaling linearly with the number of avail-
able CPUs. The air traffic simulation results were validated 
against published simulation results to verify their correctness. 

Keywords— computer simulation; air traffic management; 
aeronautical communication; service oriented architecture. 

I.  INTRODUCTION 
The EU and US programs for the sustainable modernization 

of the air transportation system – SESAR and NextGen – will 
change air traffic management significantly in the near future 
creating an increased need for efficient data communication 
with aircraft [1].  

This large scale transformation requires also executing 
large scale air traffic management communication simulations 
to ascertain that future aeronautical communication systems 
meet the requirements of the envisioned performance oriented 
air traffic management concepts.  

Various tools have been proposed to evaluate improved 
aeronautical communications systems. Khanna et al. [2] creat-
ed the FASTE-CNS traffic analysis  and capacity planning tool 
for communications. FASTE-CNS is implemented as a compu-
tation engine accessible through a web service. Kitaorwe et al. 
[3] used the OPNET simulator to compare the ACARS and 
VDL Mode 2 communication performance. Gomez and Ortiz 
[4] used ns2 to evaluate CPDLC over VDL Mode 2. The L-
band Digital Aeronautical Communication System (LDACS) 
was evaluated by Ayaz et al. [5] using OMNeT++ as described 
by Hoffmann et al.  in [6].  

It is a common feature of these simulators that they are – 
barring basic model-view-controller separation – monolithic 
tools combining various tasks like air traffic generation, com-
munication system simulation, and statistical analysis. Mono-
lithic software designs are, however, inherently complex and 
difficult to maintain or modify [7].  

This paper describes a simulation framework based on 
modern software architecture: Distributed large-scale air traffic 
management communication simulations organized in a paral-
lelized toolchain of loosely coupled software services split by 
the separation of concerns. The service coupling is implement-
ed such that it is suitable for parallel batch processing using the 
Portable Batch System (PBS) on high performance computers. 
The benefit of the approach is that it keeps the architectural 
complexity of the software low, and fosters the incorporation 
of existing simulation tools while promising significant per-
formance gains through parallelization.  

To demonstrate this new method we apply it to the simula-
tion of reference air traffic for the evaluation of air traffic man-
agement communication systems. The simulation result is a 
data set of simulated reference air traffic for the year 2007 re-
flecting the observed number of IFR1 flights in Europe [8], and 
a data set of simulated air traffic extrapolated for the years 
2020, 2025, 2030, and 2035 according to four growth scenarios 
published in the EUROCONTROL2 long term forecast [9]. The 
implementation of the simulation builds on the Future Aero-
nautical Communications Traffic Simulator (FACTS) by 
Hoffmann et al. [6] and is therefore called Framework for Aer-
onautical Communications and Traffic Simulations 2 
(FACTS2). 

II. DEFINITIONS 
In this paper we follow Hürsch and Lopes [7] in the defini-

tion of separation of concerns: Separation of concerns sepa-
rates the basic algorithm from special purpose concerns, allow-
ing the locality of different kinds of information in the pro-
grams, making them easier to write, understand, reuse, and 
modify. 

                                                           
1 Flights conducted according to Instrument Flight Rules (IFR) navigate by 
electronic signals independently of visibility. 
2 EUROCONTROL is the European organization for the safety of air naviga-
tion. 
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In the definition of service oriented computing we follow 
Papazoglou [10]: Service-oriented computing is the computing 
paradigm that utilizes services as fundamental elements for 
developing applications/solutions. Services are self-describing, 
platform-agnostics computational elements that support rapid, 
low-cost composition of distributed applications. 

We define service oriented architectures according to the 
same author [10]: Service oriented architecture is a way of re-
organizing software applications and infrastructure into a set of 
interacting services. 

III. METHODS 
The simulation method presented in this paper is based on 

the concept of service oriented simulation [11], which is the 
application of service oriented computing to computer simula-
tion problems. 

The notion of service oriented computing is based on the 
loose coupling of services; each service contributing its specif-
ic capabilities to create an overall solution. Services can be 
viewed as producers, offering locally available resources or 
abilities to their consumers through well-known interfaces. A 
benefits chain leading to the ultimate solution is being built by 
the information flow from service to service independently 
from the underlying implementation. Thus, each consumer may 
utilize any collection of services to create the required solution. 

The application of service oriented computing to simulation 
problems results in a service oriented simulation architecture 
based on the interaction of self-contained simulation services. 
This results in a number of benefits: Due to the distribution of 
the workload each service or tool has to deal with one particu-
lar aspect of the simulation only, making the overall solution 
less constraint by computational limitations and thus more 
scalable; parallelization is often easily achievable on service 
level. The decomposition of the simulation problem into self-
contained services results in less complex software units split 
by the separation of concerns that are easier to develop and 
maintain. The flexible combination of existing services enables 
the quick formulation of new solutions reusing existing imple-
mentations. 

The service interface is of major concern in service oriented 
computing. Conventional services exchange XML encoded 
data over the network to achieve location transparency [10]. 

Contrary to conventional service oriented architectures the 
service oriented simulation approach of this paper does not use 
a network transparent interface as this is problematic in super-
computing environments. The simulation uses compressed 
XML encoded files as interface. This means that the service 
oriented simulation approach does not fulfil all requirements of 
[10]: The services are technology-neutral and loosely coupled, 
however, the absence of location transparency implies that the 
service oriented simulation approach presented in this paper 
does not qualify as service oriented architecture as defined by 
Papazoglou. 

The simulation problem addressed in this paper is the gen-
eration of reference air traffic intended as input for further sim-
ulations evaluating existing and future air traffic management 
communication systems. The simulation result shall comprise 

simulated air traffic reflecting the number of IFR flights report-
ed for the years 2007, and the number of IFR flights expected 
for 2020 to 2035 for different growth scenarios in Europe. 

The air traffic simulation is implemented as a service ori-
ented simulation of five interacting services: Scheduled flight 
database analysis, trajectory simulation, trajectory merging, 
trajectory cropping, and statistical analysis of the final simula-
tion result. The interaction of the simulation services is illus-
trated in Fig. 1 and discussed in detail below. 

The services are invoked by the Portable Batch System 
(PBS). PBS is a computer software for job scheduling on Unix 
computing grids. It takes care of interdependencies between 
services and tries to utilize the hardware as efficiently as possi-
ble by the parallel invocation of service instances. 
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Fig. 1.  Service interaction for the simulation of reference air traffic: The 
simulation starts with the analysis of the IATA database of scheduled IFR 
flights. Individual flight trajectories are then simulated according to the 
frequency and expected growth forecast for the next two decades. The 
individual trajectories are combined and cropped to a reference day. This 
reference day is then statistically analyzed or used as inpurt for further 
simulations. 
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A. Database Analysis 
The first service in the overall simulation is the analysis of 

the IATA3 database of worldwide scheduled passenger and 
cargo IFR flights for the years 2007 and 2008. This service was 
implemented by Hoffmann et al. as reported in  [12] and we 
reuse Hoffmann's implementation and results. 

The database analysis restricts itself to two reference days: 
May 21st – 22nd, 2007. Hoffmann identified these days as typi-
cal days exhibiting an average number of daily flights. The 
database entries for these days were analyzed to create a statis-
tical model of average European air traffic patterns. The flight 
patterns of the second day define the actual reference day for 
2007. The flight patterns of the first day were included in the 
analysis to take over-night flights into account. 

For each hour of the reference day Hoffmann used the 
number of on-going flights between any two European airports 
as basis for the calculation of the hourly aircraft generation rate  
γ𝑇𝑇(𝑠𝑠, 𝑑𝑑) for each pair of source and destination airports 𝑠𝑠 and 
𝑑𝑑, where 𝑠𝑠, 𝑑𝑑 ∈ 𝔄𝔄, and 𝔄𝔄 is the set of airports in the flight plan 
database. 𝑇𝑇 ∈ {𝑇𝑇0, … , 𝑇𝑇23} represents the 24 hours of the refer-
ence day. 

The area of interest for the simulation is the region between 
35°N 60°N and 10°W 30°E, which covers continental Europe. 
Along the boundary of this spherical rectangle, entry and exit 
points were created for flights entering or leaving European 
airspace. Inter-continental flights use therefore one such point 
in lieu of a source or destination airport. 

B. Retro-Grade Trajectory Simulation 
On the basis of Hoffmann's 2007 flight generation rates we 

simulated a reference day of average European air traffic for 
the years 2007, and four forecast scenarios for the years 2020 
to 2035, each. 

Flights are simulated individually. It is therefore possible to 
perform these simulations in parallel to speed up the overall 
simulation. The simulation of each flight trajectory is imple-
mented as a time-stepped simulation. 

Each flight is represented by a function 𝑓𝑓(𝑡𝑡) returning its 
state vector as a function of time 

 

 𝑓𝑓(𝑡𝑡) = 𝔰𝔰𝑡𝑡 for α ≤ 𝑡𝑡 ≤ ω (1) 

 

where 𝔰𝔰𝑡𝑡 is the state vector of the flight 𝑓𝑓 at time 𝑡𝑡. α is the 
start time of the flight, ω is the end time of the flight. 𝔰𝔰𝑡𝑡 com-
prises the position, altitude, sector, and domain of the flight and 
is calculated as described below. 

Flight trajectories are simulated in reverse (retro-grade) 
time order, because the intended follow-up simulations of air 
traffic management communication systems can be simplified 
when information on future events is available e.g. the time a 
flight will remain in its current sector or domain. To this end 
we simulate individual flight trajectories with ω ≥ 𝑡𝑡 → α 

                                                           
3 The International Air Transport Association (IATA) is a trade association of 
the world’s airlines. 

where t converges to α from above. Note that the simulation 
result is, however, provided in normal (ante-grade) time order 
at the service interface. 

The current Air Traffic Control (ATC) sector of a flight is 
inferred from its current position and an ATC sector database 
obtained by the German Aerospace Center (DLR). 

In the spatial domain all flights follow great-circle routes 
from departure to destination airport and have simplified trape-
zoidal altitude profiles. The combination of great-circle routes 
and simplified altitude profiles is deemed to provide sufficient 
fidelity for the intended simulation of large scale communica-
tion systems.  

The flight domain is calculated from the current altitude4 of 
the flight. Flights below FL505 are considered to be in the air-
port domain (APT). Flights below FL245 are in the Terminal 
Maneuvering Area (TMA), and flights above this threshold are 
in the en-route (ENR) domain. The only deviation from this 
mechanism is applied when the flight is not within any ATC 
sector. In this case the domain is assumed to be Oceanic, Re-
mote, or Polar (ORP). 

In the APT domain it is assumed that the flight enters the 
simulation 30 minutes before takeoff. After landing the flight 
remains additional 15 minutes in the simulation at the airport. 

All other parameters of the flight are uniformly randomly 
distributed +/-10% around a configurable average value: 
Climb/descent angle (3°), cruise speed (260 m/s), and cruise 
altitude (FL300). As of now, the cruise speed is assumed to be 
constant from take-off to landing.  

An illustration of the flight state vector  𝔰𝔰𝑡𝑡 of as a function 
of time 𝑡𝑡 is displayed in Fig. 2. 

The simulation of the flight trajectories builds on the work 
of Hoffmann, Khanna, and Rokitansky [13][14]. All three sim-
ulators assume great circle routes with varying pre-flight and 
post-flight times at the airport. Rokitansky uses a 1° × 1° geo-
graphical degree grid for TMA and 5° × 5° geographical de-
gree grid for ENR instead of an ATC sector database. A com-
parison table of the simulation fidelity is provided in TABLE I.  

                                                           
4 These altitude levels correspond to the altitude levels assumed in [17] . 
5 1 Flight Leve (FL) = 100 ft altitude. 
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Fig. 2. Illustration of the flight state vector  𝔰𝔰𝑡𝑡  as  function of time t. The 
position component of the state vector 𝔰𝔰𝑡𝑡 is not displayed. 
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TABLE I.  COMPARISON OF SIMULATION FIDELITY 

 FACTS2 Hoffmann 
[6] 

Khanna 
[2] 

Rokitansky 
[15] 

Great circle routes + + + + 
Take-off time at airport 30 min - 15 min6 30 min 
Landing time at airport 15 min - 25 min 15 min 

Flight speed 260 m/s 260 m/s variable variable 
Flight domain according to 

current altitude + + - + 

ATC sectors database database - TMA: 1°×1° 
ENR: 5°×5° 

 

C. Air Traffic Growth 
The IATA database available lists only the scheduled pas-

senger and cargo IFR flights of 2007 and 2008. In order to ob-
tain air traffic scenarios for later years the number of IFR 
flights has thus to be extrapolated. 

The number of IFR flights is extrapolated by applying 
growth factors to the air traffic generation rates γ𝑇𝑇. 
EUROCONTROL published per-country growth factors in [8] 
fig. 29 and [9] fig. 38. These growth factors were applied to all 
flights departing from the same country. That is, we let 

 

 γ𝑇𝑇(𝑠𝑠, 𝑑𝑑) ← γ𝑐𝑐,𝑦𝑦 ∙ γ𝑇𝑇(𝑠𝑠, 𝑑𝑑) (2) 

in (4) and (5) below where γ𝑐𝑐,𝑦𝑦 is the per-country growth factor 
for the year 𝑦𝑦, and s is an airport in country c. γ𝑐𝑐,𝑦𝑦 is calculated 
from the ratio of forecast number of IFR flights 𝐼𝐼𝑐𝑐 for country c 
and the year of interest 𝑦𝑦 to the reference year 2007 

 

 γ𝑐𝑐,𝑦𝑦 =
𝐼𝐼𝑐𝑐(𝑦𝑦)

𝐼𝐼𝑐𝑐(2007)
 (3) 

for each country in the area of interest. Note that 
EURCONTROL published forecast numbers for scheduled IFR 
flights for four growth scenarios for the years 2020 to 2035: 
Scenario A (highest growth), Scenario C, Scenario C', and Sce-
nario D (lowest growth). 

The growth factor for IFR flights arriving and departing 
from European air space [9] fig. 34 was applied to flights enter-
ing from outside of Europe in a similar way to the per-country 
growth factors. 

D. Trajectory Merging 
The flight trajectories are simulated individually and have 

thus to be merged. For each hour of the reference day individu-
al flights 𝑓𝑓𝑖𝑖 are generated such that the time between flight start 
times αi is exponentially distributed according to the flight 
generation rate extracted from the flight plan database. The 
flight generation rate is 1/(inter-arrival time) according to 
Hoffmann et al. [6]. Flights 𝑓𝑓𝑖𝑖 are thus generated with exponen-
tially distributed inter-arrival times such that  αi+1 − αi ∼
Exp (γ𝑇𝑇(𝑠𝑠, 𝑑𝑑))  for all 𝑠𝑠, 𝑑𝑑 ∈ 𝔄𝔄. 

The set of flights 𝔉𝔉𝑇𝑇,𝑠𝑠,𝑑𝑑 that depart within hour T of the ref-
erence day from airport 𝑠𝑠 to airport 𝑑𝑑 is thus 

                                                           
6 Each aircraft is simulated as a "typical" flight (take-off 15 mins, en-route 65 
minutes, landing 25 mins). 

 

 
𝔉𝔉𝑇𝑇,𝑠𝑠,𝑑𝑑 = �𝑓𝑓𝑖𝑖,𝑠𝑠,𝑑𝑑(𝑡𝑡)�α𝑖𝑖+1 − α𝑖𝑖  

∼ Exp�γ𝑇𝑇(𝑠𝑠, 𝑑𝑑)� and α𝑖𝑖 ∈ 𝑇𝑇}  
(4) 

with 𝑠𝑠, 𝑑𝑑 ∈ 𝔄𝔄 and 𝑇𝑇 ∈ {𝑇𝑇0, … , 𝑇𝑇23}. Note that flights need not 
end during the given time period 𝑇𝑇, that is they may continue 
on the day after the reference day. 

Some flights starting on the day before the reference day 
continue into the reference day and have thus to be taken into 
account. The set of flights of the last six hours of the day be-
fore the reference day merged with the flights of the reference 
day is  

 

 

 

 

 

𝔉𝔉30ℎ = � 𝔉𝔉𝑇𝑇,𝑠𝑠,𝑑𝑑 
𝑇𝑇,𝑠𝑠,𝑑𝑑

=  

��𝑓𝑓𝑖𝑖,𝑠𝑠,𝑑𝑑(𝑡𝑡) � α𝑖𝑖+1 − α𝑖𝑖  ∼ Exp�γ𝑇𝑇(𝑠𝑠, 𝑑𝑑)� , α𝑖𝑖 ∈ 𝑇𝑇}
𝑇𝑇,𝑠𝑠,𝑑𝑑

 
(5) 

for 𝑇𝑇 = 𝑇𝑇−6, … , 𝑇𝑇0, … , 𝑇𝑇23 and ∀𝑠𝑠, 𝑑𝑑 ∈ 𝔄𝔄. No flights of 𝑇𝑇−6 or 
earlier ended after midnight. 

Note that all operations up to now, but the union operation, 
can be performed in parallel. 

E. Trajectory Cropping 
So far the simulated flights extend into the last hours of the 

day before the reference day and the first hours of the day after 
the reference day. 

Cropping the flight trajectories to the reference day we get 
the set of state vectors of the flights of the reference day 𝔉𝔉(𝑡𝑡) 
as function of time 

 

 𝔉𝔉(𝑡𝑡) = {𝑓𝑓(𝑡𝑡)|𝑓𝑓 ∈ 𝔉𝔉30ℎ and  𝑡𝑡 ∈ {𝑇𝑇0, … , 𝑇𝑇23}} (6) 

F. Statistical Analysis  
The result of the air traffic simulation is stored in an XML 

file listing the state vectors of all simulated flights 𝔉𝔉(𝑡𝑡) of the 
reference day with a time resolution of Δ𝑡𝑡 = 60 s.  

The simulation result is then analyzed for two statistics to 
evaluate the quality of the result: |𝔉𝔉| is the number of IFR 
flights on the reference day; max𝑡𝑡|𝔉𝔉(𝑡𝑡)| is the maximum num-
ber of concurrent flights at the same time, which is also known 
as the Peak Instantaneous Aircraft Count (PIAC) of the refer-
ence day. 

IV. RESULTS 
The simulation yields 18 reference days of air traffic as re-

sult: One reference day for 2007 and 2012 each, and four ex-
trapolated scenarios for 2020, 2025, 2030, and 2035, each.  

Fig. 3 and Fig. 4 illustrate an example trajectory of a flight 
from Oberpfaffenhofen airport (EDMO) to Prague airport 
(LKPR) in terms of position, altitude, and ATC sectors. 

A. Reference air traffic 2007 
The PIAC is max𝑡𝑡|𝔉𝔉(𝑡𝑡)| =  2,983 for the 2007 reference 

day. The PIAC is plotted with 1° × 1° degree geographic reso-
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lution in Fig. 5. Note that the PIAC is calculated for each 1° × 
1° degree square separately in this map. 

The number of simulated flights of the 2007 reference day 
is |𝔉𝔉| = 26,952. The graph of the number of flights |𝔉𝔉(𝑡𝑡)| as a 
function of time is shown in Fig. 6. 

B. Extrapolated Air Traffic 2012 to 2035  
The application of the air traffic growth factors gained from 

[8] and [9] results in extrapolated scenarios for the years 2020 
to 2035. The number of flights |𝔉𝔉| in each scenario is shown in 
TABLE II.  

C. Computation Time 
The computation time7 for the 2007 reference day is ap-

proximately 63 minutes without parallelization and approxi-
mately 17 minutes with parallelization over four CPUs provid-
ing eight threads with Hyper-Threading. This corresponds to an 
approximated speed-up of 3.7 that may be improved by in-
creasing the number of CPUs. 

V. DISCUSSION 
The presented framework is suitable to implement large 

scale simulations with low architectural complexity and the 
opportunity for performance gains through parallelization. It 
yields large result data sets – 18 days of air traffic – with suffi-
cient simulation fidelity for communication system evalua-
tions, and with relatively short computation times. 

The air traffic simulation result for the 2007 reference day 
can be validated against the PIAC results published by 
Rokitansky et al. in  [15]. Rokitansky uses an independent 
flight database as basis for his simulations. The document [16] 
reports the use of OAG8 world-wide scheduled flight plan data 
(March 19th 2007 – March 18th 2008) and EUROCONTROL 
CFMU9 data  for Aug. 31st 2007. Further, it is noted that the 

                                                           
7 Intel Xeon at 4 × 3.6 GHz, 32GB RAM, SSD. 
8 OAG (oag.com) is an air travel intelligence company. 
9 The Central Flow Management Unit (CFMU) coordinates all European 
flights. 

number of flights recorded by CFMU is greater than the num-
ber of scheduled flights. Rokitansky therefore applies an empir-
ical correction (growth) factor of 1.4 to account for the flights 
missing in the database e.g. short-term business flights, military 
missions, general aviation, and the like. 

When the same correction factor is applied to the FACTS2 
simulations our methods yields comparable results as shown in 
TABLE III.  We claim therefore that the FACTS2 results, con-
sidering the correction factor for non-IFR flights, do not con-
flict with Rokitansky's results, but capture the typical European 
scheduled IFR air traffic as was the objective of the simulation. 
This claim is further supported by EUROCONTROL results 
discussed below. It should be noted that our results cannot be 
validated against Rokitansky's results for other years than 
2007, as he uses an older version of the EUROCONTROL air 
traffic forecast. 

The FACTS2 results can also be validated against the rec-
orded and forecast number of European IFR flights published 
by the EUROCONTROL Statistics and Forecast Service 
(STATFOR) in [8] and [9]. Both documents give only the 
number of scheduled IFR flights per year. The average number 
of scheduled IFR flights per day is therefore calculated by di-
viding the yearly number by 365. The average recorded and 
forecast number of daily scheduled IFR flights in Europe is 
summarized in TABLE IV.  

The deviation of the FACTS2 results from the STATFOR 
values is shown in TABLE V.  It indicates that our results cor-
respond very well with the EUROCONTROL forecast. The 
deviation of the FACTS2 results from the forecast is always 
less than 3.04 % and mostly below 1.0 %. 

The measured computation times indicate that the parallel-
ization speed-up scales approximately linearly with the number 
of CPUs available. This result was to be expected taking the 
design of the service interaction in Fig. 1 into account. The 
parallelization speed-up is – for the same reason – limited by 
the maximum number of services that can run in parallel. In the 
problem at hand the upper limit of the speed-up is thus 30 for 
the 30 hours of air traffic simulated. 

 
Fig. 3. Flight from EDMO to LKPR; latitude, longitude, and altitude 
component of 𝑓𝑓(𝑡𝑡) = 𝔰𝔰𝑡𝑡 at take-off. Image: Google Earth. 

 

 
Fig. 4. Flight from EDMO to LKPR; great-circle route with passed sectors 
highlighted; latitude, longitude (yellow), and current sector (blue, with pins) 
component of f(t) = 𝔰𝔰t. Image: Google Earth. 
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Future work will use FACTS2 and the air traffic simulation 
results of this paper to simulate the data traffic load generated 
by future air traffic management applications. The combined 
results will then provide the basis to evaluate new air traffic 
management communication systems in large-scale perfor-
mance simulations. 

VI. CONCLUSION 
In this work we presented a simulation framework for 

large-scale air traffic management communication simulations 
that is based on modern software architecture. 

The service oriented simulation approach applied in 
FACTS2 allows creating complex simulations from simple 
building blocks called "services" that can be reused for other 
simulation tasks. Dividing the overall simulation problem into 
services according to the principle of "separation of concerns" 
yields simpler and smaller units of software that are easier to 
modify and maintain. 

The presented approach has been applied to the simulation 
of 18 days of European air traffic. It has been shown that 
FACTS2 offers significant performance gains through parallel-
ization and that the results can be validated against the pub-
lished literature. 

TABLE II.  FACTS2: SIMULATED NUMBER OF IFR FLIGHTS PER DAY 

FACTS2 
(IFR flights) 2007 2012 2020 2025 2030 2035 

Observed growth 27,219 26,952     
Scenario A   34,088 38,617 42,430 46,663 
Scenario C   31,385 34,668 37,312 39,250 
Scenario C'   31,185 33,541 35,581 37,392 
Scenario D   28,533 29,673 30,143 30,951 

 

TABLE III.  COMPARISON OF FACTS2 AND ROKITANSKY [13] PIAC 
RESULTS FOR THE REFERENCE DAY 2007 

PIAC 
(IFR flights) FACTS2 FACTS2 Rokitansky [15] 

Correction factor for flight gen. rate 1 1.4 1.4 
PIAC 2007 2,983 3,894 3,99510 

 

TABLE IV.  EUROCONTROL FORECAST OF AVERAGE NUMBER OF IFR 
FLIGHTS PER DAY ACCORDING TO [8] FOR 2007 AND [9] FOR 2012 TO 2035 

EUROCONTROL 
(IFR flights) 2007 2012 2020 2025 2030 2035 

Observed growth 27,515 26,158     
Scenario A   34,205 38,737 43,148 47,501 
Scenario C   31,263 34,414 37,041 39,332 
Scenario C'   31,063 33,523 35,658 37,723 
Scenario D   27,929 29,074 29,699 30,819 

 

TABLE V.  DEVIATION OF FACTS2 SIMULATION RESULT FROM 
EUROCONTROL FORECAST 

FACTS2 / EUROCONTROL 
(%) 2007 2012 2020 2025 2030 2035 

Observed growth 1.08 -3.04     
Scenario A   0.34 0.31 1.66 1.76 
Scenario C   -0.39 -0.74 -0.73 0.21 
Scenario C'   -0.39 -0.05 0.22 0.88 
Scenario D   -2.16 -2.06 -1.49 -0.43 

                                                           
10 PIAC for the FACTS2 area of interest calculated from the [16] dataset. 
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