Direct Combustion Noise Simulation of a Lean Premixed Swirl Flame using Stochastic Sound Sources
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A lean, swirl-stabilized gas turbine model combustor is simulated with a stochastic approach for combustion noise prediction. The employed hybrid and particle based method, FRPM-CN (Fast Random Particle Method for Combustion Noise Prediction) reconstructs temperature variance based direct combustion noise sources from local CFD-RANS turbulence and flow field statistics. Those monopole sound sources are used as right hand side forcing of the Linearized Euler Equations. First, findings from steady state CFD simulations are validated with experimental results. It is shown that the employed RANS models accurately reproduce the experimental flow field and combustion. Turbulence is treated with a two equation model and a global reaction mechanism is utilized for combustion. Subsequently, the specifications of the CCA (Computational Combustion Acoustics) setup is introduced and selected pressure spectra of the acoustics simulations are compared to experimental results, showing that FRPM-CN is able to deliver absolute combustion noise levels for the investigated burner at low computational costs.

I. Introduction

Noise emission has become an issue with high social, environmental and economic relevance throughout the last years, especially in the field of aviation. The trend to more quiet aircrafts was already enforced in the early 2000s by for example the organisation ACARE (Advisory Council for Aviation Research and Innovation in Europe) with the formulation of noise emission targets until 2020.1,2 They postulate a reduction of overall levels by 50% compared to reference values of 2000. This goal still means a large discrepancy from today’s standpoint. However, ACARE goals were taken over in 2011 by a document of the European Comission, called FlightPath 2050.3 It extends existing ACARE goals to ambitious 65% up to 2050, relative to the year 2000. Considering those conditions, from today’s status quo, there is a huge interest in fundamental research regarding noise sources and the design of noise reduction measures for aircrafts not only from regulative, political, but also from an industrial point of view.

Figure 1 shows representative aircraft noise components for take-off and approach operation conditions. It becomes clear that the engine noise denotes the most significant contribution to overall noise levels.4,5,6,7
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The engine noise level itself consists of several components. Those are effectively the fan and turbine noise, which have broadband and tonal components as well as the compressor. Furthermore, there are noise emissions from the exhaust jet and the combustion chamber, both with mainly broadband character.

Figure 1: Aircraft noise sources at different operation conditions.

Overall engine noise levels typically show a more or less broadband distribution, while the single subcomponents contribute at different frequencies: Jet noise and combustion noise dominate at low frequencies, fan and turbine noise have significant amounts rather in the mid and high frequency regions. Noise levels in Fig. 1 indicate that the contributions of engine subcomponents vary with operation conditions. The biggest differences between take-off and approach for example can be stated for the compressor, turbine and jet noise, while fan and combustion noise contributions stay rather constant in terms of overall levels. However, combustion noise has a significant contribution to overall levels in either case.

From a phenomenological point of view, combustion noise can be subdivided into an indirect and a direct component. Indirect combustion noise is linked to convectively transported entropy spots, while direct combustion noise is linked to heat release fluctuations in the reaction zones. The investigations in the presented paper focus on the modeling of direct combustion noise. Its relevance compared to the overall noise levels becomes more clear by looking at recent developments of aircraft engines. With the introduction of turbofan-engines, a significant reduction of jet noise could be achieved in the past by large bypass flows surrounding the jet. Furthermore, jet noise was reduced by efficiency increase and therefrom resulting lower jet velocities. In the same turn, the introduction of turbofan engines led to a more significant contribution of fan noise to overall noise levels. On the other hand, in the past few decades, a large amount of research effort was put into the understanding of jet and fan noise and reduction measures as a consequence. This steadily led to an increased importance of combustion noise relative to the overall noise levels.

Further on, latest developments aimed at combustion systems with low pollutant emissions which was achieved by employing premixed or staged combustion. In those novel combustion technologies, the combustion noise phenomenon becomes even more important. In turbulent premixed combustion, there are distinctly higher fluctuations in heat release compared to diffusion flames, especially for operation conditions near the lean blowout limit and therefrom resulting stronger sound emissions. Those technologies are extremely prone to thermoacoustic instability, which in turn dramatically increases pollutant emissions and may lead to severe damaging of the combustion chamber structure. Therefore, the investigation of acoustics of premixed and partially premixed combustion is a research topic with large interest, especially from an industrial point of view.

So it is important to gain a detailed understanding of combustion noise generation mechanisms as a first step in order to be able to derive effective noise reduction techniques. From the numerical or theoretical point of view, the phenomenon of broadband combustion noise due to the interaction of chemical processes with flow unsteadiness can be in principle modeled in two ways, as shown in Fig. 2a: The direct approach, meaning partially or fully scale resolving compressible DNS or LES calculations, which are often difficult to handle and computationally extremely expensive. As an alternative, there are the so called hybrid approaches, separating CFD (Computational Fluid Dynamics) and CCA (Computational Combustion Acoustics) scales.
Figure 2: Schematic simplified drawings of Computational Combustion Acoustics methods (left) and the functioning of the hybrid method FRPM-CN (right).

They provide a large potential for computational savings and the possibility to apply specifically optimized methods to each part of the problem, since acoustic pressure fluctuations are usually in the order of magnitude of the CFD computational error.

The hybrid method applied in this work is a time-domain approach, relying on stochastic sound source reconstruction, while sound propagation is computed with the linearized Euler equations (LEEs). The in-principle functioning of the method is sketched in Fig. 2b. Reacting CFD RANS simulations are carried out at first, delivering the mean flow, density and pressure background field for the linearized Euler equations and therefore a realistic depiction of refraction effects and sound propagation. At the same time, the CFD RANS simulations provide source field one-point statistics in an assumed source region from the local turbulence quantities. Noise sources are reconstructed with FRPM, which are in this case temperature variance based and the noise sources are coupled to the LEEs as right hand side forcing. The basic equations together with the sound sources denote the overall acoustic model, and its every-timestep solution gives time-signals of acoustic pressure fluctuations, which are transformed to sound pressure spectra at arbitrary observer positions.

The particular line of development for the stochastic, particle based hybrid ansatz with correlated sources which is pursued here started with the introduction of the RPM (Random Particle Mesh Method) by Ewert and Emunds, while Ewert presented further extensions with applications to slat noise, trailing edge and jet noise. Their RPM realized sources with spatio-temporal correlations based on local turbulence statistics for the applications mentioned previously.

The approach of combustion noise modeling utilized in this work was derived by Mühlbauer et al., using the sound source reconstruction algorithm from Ewert, while the derivation of the source term formulation was inspired by the cold jet noise model of Tam and Auriault. The physical source term model was derived from first principles, using a fundamental pressure-density relation, leading to the linearized Euler energy equation with a right hand side forcing, while the complete right hand side expression of the pressure-density relation was taken from Candel et al. The resulting formulation modeled with RPM was temperature variance based, while the variance field was determined by solving an additional transport equation according to Gerlinger in the preceding CFD reacting RANS simulations. In a first approach to combustion noise prediction the RPM in conjunction with the acoustic perturbation equations (APEs) were used by Mühlbauer et al. The genuine APEs were introduced by Ewert and Schröder. Later the source term model was reformulated on a more general basis, theoretically applicable to all reacting flow cases. It was derived for the use in combination with the linearized Euler equations and the approach was called RPM-CN (Random Particle Mesh Method for Combustion Noise). Mean flow field data and mean turbulence statistics for this causal approach were provided by steady-state RANS calculations, in view of potential computational savings compared to LES based methods.

On that basis, the method RPM-CN was advanced by Grimm et al. by using the existing source term...
formulation but a different, highly efficient source reconstruction algorithm which is more suitable for technically relevant applications, the FRPM (Fast Random Particle Method) from Ewert et al.\textsuperscript{29} This approach, the so called FRPM-CN, was verified in terms of one- and two-point source statistics\textsuperscript{30,28,31} as well as far-field spectra reproduction ability\textsuperscript{30,31} with an analytical framework introduced by Ewert et al.\textsuperscript{32} In the presented paper, the full dimensional model is validated for a laboratory combustor application case. The paper is structured as follows: First, the theoretical framework is set by introducing the employed fundamental equations, turbulence and combustion model. Subsequently, the source term formulation is briefly explained as well as the stochastic method for sound source reconstruction. The procedure of the hybrid method is sketched and followed by the introduction of the laboratory scale combustor validation case. Numerical CFD and CCA setup are explained and accompanied by a validation of used CFD models with experimental data and evaluation of the performance of FRPM-CN in terms of reproduction ability of pressure spectra for a relatively stable operation point of the burner. Computational turnaround times are compared to partially scale resolving LES simulation of a similar operation point.

II. Thermo-Fluidodynamics Framework

First, the theoretical framework is set by introducing the basic equations of a combustion system, together with a description of turbulence and combustion model. The reacting CFD simulations are carried out with the finite volume based DLR inhouse code THETA (\textit{Turbulent Heat Release Extension of the TAU Code}).\textsuperscript{33} A detailed description of the main THETA specifications can be found in the literature.\textsuperscript{34,35,36} The code was originally designed for the simulation of steady and unsteady turbulent reacting flows with an incompressible solver on unstructured meshes using a dualgrid approach. However, in latest works it was extended by pressure based compressible solver approaches\textsuperscript{37,38,34,35,36} in order to be able to properly capture acoustics and thermoacoustic phenomena as well as compressible flow regimes. Therefore, partially scale resolving simulations with THETA serve as comparison cases for the herein carried out simulations with the hybrid approach FRPM-CN in terms of computational turnaround times.

Governing Equations

The governing equations for a reacting flow in their compressible form - namely the conservation of mass, momentum, energy and a transport equation for the species mass fractions - can be written as

\begin{equation}
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) = 0,
\end{equation}

\begin{equation}
\frac{\partial (\rho \mathbf{u})}{\partial t} + \nabla \cdot (\rho \mathbf{u} \mathbf{u}) + \nabla p = \nabla \cdot \mathbf{\tau}_T,
\end{equation}

\begin{equation}
\frac{\partial (\rho h)}{\partial t} + \nabla \cdot (\rho \mathbf{u} h) - \frac{\partial p}{\partial t} - \mathbf{u} \cdot \nabla p = \nabla \cdot (\lambda \nabla T) + \mathbf{\tau}_T : \nabla \mathbf{u},
\end{equation}

\begin{equation}
\frac{\partial (\rho Y_\alpha)}{\partial t} + \nabla \cdot (\rho \mathbf{u} Y_\alpha) = \nabla \cdot \left( \mathbf{D} \nabla Y_\alpha \right) + S_\alpha,
\end{equation}

for \( \alpha = 1, 2, ..., N_s - 1 \) species with mass fractions \( Y_\alpha \) and the chemical source term \( S_\alpha \) associated with each species. \( \mathbf{\tau}_T \) and \( \mathbf{D} \) are the stress and diffusion tensor, while \( \lambda \) stands for the thermal conductivity. The term \( \nabla \cdot (\rho \mathbf{u}) \) in Eq. (2) is defined as resulting in a column vector after application of the differential operator to the dyadic product \( \rho \mathbf{u} \mathbf{u} \). The same applies for the handling of the tensor of tensions in Eq. (2), \( \nabla \cdot \mathbf{\tau}_T \). For a variable density flow, the stress tensor is defined as \( \mathbf{\tau}_T = 2\mu [\mathbf{S} - \frac{1}{3}(\nabla \cdot \mathbf{u}) \mathbf{I}] \), with \( \mathbf{S} = \frac{1}{2}(\nabla \mathbf{u} + (\nabla \mathbf{u})^T) \).

Equations (1) - (5) describe compressible reacting flow. However, in the context of this work with the hybrid method FRPM-CN, incompressible CFD simulations are conducted. This implies the simplifications

\[ \rho = \frac{p_{ref} + p}{RT} \quad \text{with} \quad R = \frac{\rho}{\sum_{\alpha=1}^{N_s} \frac{Y_\alpha}{M_\alpha}}. \]
of the density not being a function of the pressure, the neglect of hydrodynamic pressure fluctuations on energy and no influence of dissipation on energy. However, the employed incompressible equations in the process chain of FRPM-CN can be found in the literature, as well as the formulation for respective turbulence models. The compressible formulation is preferred here, since the linearized acoustics transport equations of FRPM-CN originate from the primitive form of the fundamental equations. Furthermore, the enthalpy is defined as

\[ h = \int_{T_0}^T c_p dT + \sum_{\alpha=1}^{N_s} \Delta h_{f,\alpha}^0 Y_\alpha, \]  

with the heat capacity \( c_p \) and the standard formation of enthalpy \( \Delta h_{f,\alpha}^0 \) at reference conditions for species \( \alpha \).

**Turbulence Modeling**

The governing equations of a turbulent, reacting flow regime, as introduced in the previous section, describe a multiple multi-scale problem. A dynamic phenomenon, which incorporates a range of fluctuations over several orders of magnitude, is turbulence. In order to fully resolve turbulence dynamics for technically relevant and complex applications, enormous computational effort has to be deployed, especially due to this immense scale disparity. To keep the simulation costs within limits, the fundamental equations (1) - (4) are averaged and turbulence is partially or fully statistically modeled. Averaging naturally results in a loss of information. Therefrom, a closure problem for several of the governing equations arises. The unclosed terms are for the Favre-averaged fundamental equations - the Reynolds stresses \( \overline{\rho u''u''} \), enthalpy flux \( \overline{\rho u''h''} \), and mass component fluxes \( \overline{\rho u''Y''} \) as well as the chemical source terms \( \overline{S} \) of the transport equations for species mass fractions. The treatment of the unclosed fluxes can be found in the literature, whereas the modeling of the mean chemical source term will be introduced in the combustion modeling section.

Exchange of momentum in a turbulent flow takes place in vortices. They are modeled via the so called turbulent viscosity. The underlying theoretical concept comes from Boussinesq. The Reynolds stresses are accordingly expressed as

\[ -\overline{\rho u''u''} = \mu_t \left( \nabla \tilde{u} + (\nabla \tilde{u})^T - \frac{2}{3}(\nabla \cdot \tilde{u})I \right) - \frac{2}{3}\rho k. \]  

\( I \) denotes the identity matrix and \( k = \frac{1}{2} \overline{u''u''} \) is the turbulent kinetic energy. Therefore, first and foremost the turbulent viscosity \( \mu_t \) has to be evaluated. In the context of this work, the two equation \( k - \omega \) SST turbulence model in its formulation from Menter is employed. This involves the solution of two additional transport equations for the turbulent kinetic energy \( k \) and the turbulence frequency \( \omega \). Essentially, the model consists of a combination of the standard \( k - \epsilon \) model in the free field of the flow and the \( k - \omega \) model in near wall regions. The \( k - \omega \) SST ansatz connects the \( k - \epsilon \) and \( k - \omega \) approaches via blending functions in order to exploit the advantages of both models. With the treatment of near wall regions with the \( k - \omega \) model, large values of \( \omega \) are produced close to the wall which demands a corresponding fine near wall spatial grid resolution. This is especially relevant for complex applications with wall flow detachment phenomena.

**Combustion Modeling**

For the laboratory scale combustor treated herein, methane is burned with air under atmospheric conditions. In the framework of the presented paper, reduced so called global reaction mechanisms are used for the modeling of chemical reactions in order to minimize the computational costs and to realize a robust approach for the handling of chemical kinetics.

In such a complex application case, combustion that extends over a wide range of regimes prevails. Those are chemical processes completely dominated by the rate of mixing between fuel and oxidizer (Da \(<<1\)) as one extreme and entirely reaction kinetics dominated processes (Da \(>>1\)) on the other side. Of course, many of the local thermochemical conditions result in a state between the two. In order to adequately treat partially premixed reaction processes, we use a combined EDM/FRC approach for the evaluation of the mean chemical source term for each species \( \alpha \).
It is a combination of the mixing controlled Eddy Dissipation Model\textsuperscript{46,47} (EDM) and the reaction kinetics controlled Finite Rate Chemistry (FRC) ansatz. The overall resulting reaction rate is determined by the minimum value of the two submodels. Chemical reactions can be generally expressed as\textsuperscript{23,48,38,36}

\[
\sum_{\alpha=1}^{N_s} \nu'_{\alpha,r} S_{\alpha} \rightarrow \sum_{\alpha=1}^{N_s} \nu''_{\alpha,r} S_{\alpha}.
\]  

\(N_s\) is the total number of species \(S_p\) with index \(\alpha\) and \(\nu', \nu''\) denote the stoichiometric coefficients. In this case, only one way reactions are depicted. The combined EDM/FRC approach evaluates the mean chemical source term in Eq. (4) as

\[
S_{\alpha} = M_{\alpha} \sum_{r=1}^{N_r} (\nu''_{\alpha,r} - \nu'_{\alpha,r}) \cdot \min(RR_{r,EDM}, RR_{r,FRC}).
\]

The reaction rates of EDM alone is

\[
RR_{r,EDM} = A \frac{\rho}{T^T} \left[ \min \left( \min_{\nu'_{\alpha,r} \neq 0} \frac{Y_{\alpha}}{\nu'_{\alpha,r} M_{\alpha}, B \sum_{\alpha} Y_{\alpha}} \right) \right],
\]

with the empirical constants \(A = 4\) and \(B = 0.5\). For the EDM, \(\tau^{-1} = \bar{\omega}\) holds. Standalone EDM tends to overpredict reaction rates due to the assumption of infinitely fast chemical reactions,\textsuperscript{49,38} especially in cases with nonequilibrium effects. Therefore it is combined with the Arrhenius based formulation of the FRC source term

\[
RR_{r,FRC} = k_{f,r} \prod_{j=1}^{N_s} C_j \nu'_{\alpha,j,r} - k_{b,r} \prod_{j=1}^{N_s} C_j \nu''_{\alpha,j,r},
\]

with the concentrations \(C_j\), \(k_{f,r}\) and \(k_{b,r}\) are the forward and backward rate constants which are fitted to the prevailing thermodynamic conditions. As mentioned previously, they are modeled with an Arrhenius expression, assuming the following temperature dependency:

\[
k_{\zeta,r} = A_{r,T^T} \exp \left( -\frac{E_{a,r}}{RT} \right), \quad \text{for} \quad \zeta \in [f, b],
\]

where \(E_{a,r}\) is the activation energy of reaction \(r\) with a respective dimensionless temperature exponent \(\beta_r\).

### III. Modeling of Turbulent Combustion Noise

The main objective of this work is to apply a combustion noise monopole source term based model, which was formulated by Mühlbauer et al.,\textsuperscript{25} to a combustor application case. The basic underlying theory as well as the principle functioning of the sound source reconstruction algorithm, FRPM, which was combined with the combustion noise formulation by Grimm et al.,\textsuperscript{30,28} is described in the following section.

#### Source Term Formulation and Acoustic Model

The basis for the source term formulation derivation is a pressure-density relation

\[
\frac{1}{c^2} \frac{Dp}{Dt} = \frac{D\rho}{Dt} + \rho \Phi
\]

with a right hand side expression \(\Phi\) from Candel et al.,\textsuperscript{13} reading

\[
\Phi = \frac{\dot{Q}}{\rho c_p T} + M \frac{D}{Dt} \left( \frac{1}{M} \right) + \frac{1}{\rho c_p T} \left[ \nabla \cdot \lambda \nabla T + \tau : \nabla u - \sum_{\alpha=1}^{N_s} \rho Y_{\alpha,c_{p,\alpha}} V_{\alpha}^B \cdot \nabla T \right],
\]
with $\lambda$, the heat conductivity and $V_D^\alpha$, the diffusion velocity of species $\alpha$. $\dot{Q}$ is the volumetric heat release rate and $M$ denotes the molecular weight. Eq. (14) is reformulated by making use of the energy equation, leading to a formulation with the heat release rate expressed in terms of temperature change

$$\Phi = \frac{1}{T} \frac{DT}{Dt} - \frac{1}{\rho c_p} \frac{Dp}{Dt} + M \frac{D}{Dt} \left( \frac{1}{M} \right).$$

(15)

According to Mühlbauer et al., this formulation is a complete representation of the source term as given by Eq. (14). Since usually applications with low Mach number flows are treated, the first term in Eq. (15) is assumed to be dominant over the second, representing the effects of turbulent velocity fluctuations and the second term is therefore neglected. The third term in Eq. (15) comes into picture only if the average molecular weight of combustion products significantly differs from the educts and is therefore also not considered here for the application of methane-air combustion systems.

Based on the first term of Eq. (15), a right hand side processing rule for the source term expression is obtained by transferring a pressure equation formulation

$$\frac{Dp}{Dt} + \gamma_p \nabla \cdot \mathbf{u} = \gamma_p \Phi,$$

(16)

with the isentropic exponent $\gamma = c_p/c_v$, to the pressure equation form of the linearized Euler equations. This procedure gives $q_p = (\gamma_p \Phi') = \rho c^2 \Phi - \rho c^2 \Phi$, which is then applied to the simplification of Eq. (15). The resulting, temperature variance based source term expression, which is subject to FRPM-CN modeling, reads

$$q_p = \frac{\gamma_p}{T} \frac{DTr^2}{Dt}.$$

(17)

For the application of the full scale laboratory combustor simulation, it is coupled with a modified form of the linearized Euler equations

$$\frac{\partial \rho'}{\partial t} + \bar{u} \cdot \nabla \rho' + \rho' \nabla \cdot \mathbf{u}' = 0$$

(18)

$$\frac{\partial \mathbf{u}'}{\partial t} + (\bar{u} \cdot \nabla) \mathbf{u}' + \frac{\nabla p'}{\rho} = 0$$

(19)

$$\frac{\partial p'}{\partial t} + \bar{u} \cdot \nabla p' + \gamma_p \nabla \cdot \mathbf{u}' = q_p,$$

(20)

with the source term (Eq. (17)) on the right hand side of the pressure equation (Eq. (20)). Eqs. (18) to (20) represent the linearized Euler equations, while meanflow gradient terms are not taken into consideration. As stated by Ewert et al., those components are assigned to causing instabilities in the LEEs. As observed for the herein treated application case, this is mainly dependent on the local characteristics of the background flow field.

Since the employed combustion noise source term formulation is temperature variance based, an additional transport equation for the temperature variance is solved on top of the numerical CFD RANS solution. It reads

$$\rho \frac{\partial \bar{T}^\tau}{\partial t} + \rho \nabla \cdot (\bar{T}^\tau \mathbf{u}) - \nabla \cdot \left[ \left( \frac{\mu}{Pr} + \frac{\mu_t}{Pr_t} \right) \nabla \bar{T}^\tau \right]$$

$$= 2 \frac{\mu_t}{Pr_t} (\nabla \bar{T})^2 - \rho C_T \frac{\bar{T}^\tau}{\gamma_T},$$

(21)

with the production dissipation

$$\text{production dissipation}$$

and the model constant $C_T = 2$. $\mu$ and $Pr$ are the viscosity and the Prandtl number. The indices $t$ and $T$ mean turbulent and turbulent temperature associated. The $\sim$ denotes Favre averaging.
Stochastic Reconstruction of Sound Sources

The source term in Eq. (17) is subject to stochastic sound source reconstruction. Therefore, the Fast Random Particle Method for Combustion Noise, introduced by Grimm et al.\textsuperscript{30,28} is employed. Sound sources are built for each timestep according to local turbulence statistics from convective white noise. This noise field is realized in a discrete form by mapping random values carried by floating particles onto a source field grid. The spatial extensions of the source field are chosen according to the characteristics of the solution of Eq. (21). The spatial filtering algorithm of sources can be generally described by

\[ Q(x, t) = \int_{V_s} \hat{A}(x) G(|x - x'|, l_T(x)) U(x', t) d^3x'. \]  \hspace{1cm} (22)

The discretization with FRPM instead of a preceding, streamline based approach RPM,\textsuperscript{22} features an initialization with particles in the whole source region and therefore provides the resolution of recirculation zones. Furthermore, the FRPM grid is orthogonal in contrary to the streamline-based RPM discretization and therefore highly efficient Purser filter\textsuperscript{51,52} are employed for the source filtering, represented by \( G \), which is convoluted with a white noise field \( U \). Integration of source components is performed over the source volume \( V_s \) and the local amplitude scaling is realized according to \( \hat{A} = \sqrt{\hat{R}(x)/l_T^3(x)} \), in order to achieve the appropriate local source variance. The spatial white noise field \( U \) is processed with a first order Langevin approach in time for the realization of turbulence induced decay,

\[ \frac{D_0}{Dt} U = -\frac{1}{\tau_T} U + \sqrt{\frac{2}{\tau_T}} \xi(x, t). \]  \hspace{1cm} (23)

Equation (23) is a stochastic differential equation, realizing a long-term drift behaviour with the first component on the right hand side, while the second - so called diffusion term - introduces a Gaussian distributed white noise forcing, for which the random values have to be chosen appropriately.\textsuperscript{18} \( D_0/Dt = \partial/\partial t + \mathbf{u}_0^r \cdot \nabla \) and \( \mathbf{u}_0^r \) is the mean CFD RANS velocity field. For \( \xi(x, t) \), the properties

\[ \langle \xi(x, t) \rangle = 0, \]
\[ \langle \xi(x, t) \xi(x + r, t + \tau) \rangle = \delta(r - \mathbf{u}_0^r \tau) \delta(\tau) \]  \hspace{1cm} (24, 25)

hold. The brackets \( \langle \rangle \) denote ensemble-averaging. For small separation distance \( r \) and time \( \tau \), the noise field \( U \) correlation can be expressed by taking into account the solution of Eq. (23) and the source statistics from Eq. (25), as

\[ \langle U(x, t) U(x + r, t + \tau) \rangle = \delta(r - \mathbf{u}_0^r \tau) \exp\left(-\frac{\tau}{\tau_T}\right), \]  \hspace{1cm} (26)

or in words, the Langevin process induces an exponential decorrelation, representing turbulence related decay. The overall FRPM-inherent correlation function, resulting from the Langevin-induced decorrelation and the use of a Gaussian-shaped filter for the sound reconstruction procedure resulting from Eq. (22), reads

\[ R(x, r, \tau) = \hat{R}(x) \exp\left(-\frac{|\tau|}{\tau_T} - \frac{\pi}{4 l_T^2(x)} |r - \mathbf{u}_0^r \tau|^2\right). \]  \hspace{1cm} (27)

Equation (27) is used as the correlation function of combustion noise sources for the presented numerical simulations with \( \hat{R}(x) = \hat{T}_{\text{conv}}(x)/l_T(x)^2 \). \( r \) and \( \tau \) in Eq. (27) are the separation distance and time, respectively, while \( \tau_T \) and \( l_T \) are the local turbulent time- and lengthscale, herein taken from the reacting CFD RANS solution.

IV. Laboratory Scale Combustor Application Case

The numerically investigated PRECCINSTA (Prediction and Control of Combustion Instabilities in Industrial Gas Turbines) burner is schematically shown in Fig. 3a. The numerical simulations are validated based on an experimental reference study with technical and perfect premixing by Dem et al.\textsuperscript{53} However, the validation in the framework of this paper mainly focuses on the technically premixed combustion regime. The burner works as follows:
An air plenum is mounted upstream of the burner. Air is led into the plenum and consecutively through a swirler into the combustion chamber. The radial swirler consists of 12 swirler vanes. The fuel is induced from an additional fuel plenum into the swirler vanes in a jet-in-crossflow arrangement. Fuel and oxidizer then partially mix in the range of a converging nozzle, which is characterized by a conical center body. The tip of the center body denotes the reference point of the global coordinate system, as indicated in Fig. 3b. Subsequently, the air-fuel mixture expands into the combustion chamber, which has the dimensions $85\text{mm} \times 85\text{mm} \times 114\text{mm}$. The burnt gas exits the combustion chamber through a converging nozzle. A detailed description of the experimental setup can be found in the literature.

![Diagram](image_url)

(a) Schematic drawing of the burner.

(b) Spatial conventions and measurement locations for Raman and PIV.

**Figure 3:** Schematic drawing of the investigated PRECCINSTA burner and measurement locations.

Validation is carried out for the flow field with averaged results from stereoscopic particle image velocimetry (PIV) of all three velocity components at horizontal profile lines in the combustion chamber at $h = 6\text{mm}, 10\text{mm}, 20\text{mm}, 40\text{mm}$. Single-shot laser Raman scattering measurements are available for temperature profile lines and the mean species concentrations ($\text{O}_2, \text{CH}_4, \text{CO}_2, \text{H}_2\text{O}$) at the same positions for validation of combustion and reaction mechanism. Mean OH chemiluminescence and acoustic pressure measurements are available for a wide range of operation conditions. Acoustic fluctuating pressure is sampled at a combustion chamber reference microphone position at $x = 42.5\text{mm}, y = r = 42.5\text{mm}, z = h = 20\text{mm}$.

Since the numerical validation studies focus on the broadband combustion noise phenomenon, the selected operation condition is based on an acoustically relatively stable case. Fig. 4 shows a wide range of operation points for partially premixed combustion of the PRECCINSTA burner, ranked by thermal power and equivalence ratio.

As indicated in Fig. 4a, the burner produces different mean flame shapes, as comes out of OH chemiluminescence measurements. For higher equivalence ratios, a V-shape of the flame can be observed, regardless of the degree of thermal power. From our experience, the V-shaped flame is usually anchored at the tip of the conical bluff body and is present at thermoacoustically stable operation points. At lower equivalence ratios and therefore leaner combustion, the flame exhibits a characteristic M-shape and those operation points are considered more unstable. Those operation conditions also usually show a distinct flow instability, emerging in the swirler region, the so called PVC (Precessing Vortex Core), as shown by Oberleithner et al. This unsteady phenomenon cannot be depicted in steady state CFD simulations and causes additional transient flowfield-flame interaction effects in the system. Furthermore, the lifted M-shape flames are difficult to reproduce in steady state CFD RANS simulations, since the mean flame shape in unstable cases results from
large axial flow field and flame oscillations due to strong Helmholtz eigenmodes.

Fig. 4b shows a stability map of the burner in the respective operation ranges corresponding to Fig. 4a. It estimates acoustic stability of the burner by monitoring the largest present sound pressure level in dB. It confirms the previous statement that the burner operates in relatively stable conditions for larger equivalence ratios but unstable operation for leaner combustion regimes. From the point of view of investigating direct combustion noise only, a preferably stable operation point at $P_{th} = 25\text{ kW}$ and $\Phi = 0.9$ with a global mixture fraction of $f = 0.0498$ is chosen, which also exhibits a V-shaped flame. Air is induced through the upstream air inlet at a mass flow rate of $\dot{m}_{air} = 574\text{ g min}^{-1}$, while the fuel is induced from the fuel plenum with $\dot{m}_{fuel} = 30\text{ g min}^{-1}$ at atmospheric conditions.

A. Numerical CFD Setup

The unstructured grid for the reacting CFD RANS simulations is shown in Fig. 5. The regions of the reaction zone as well as the swirler vanes and the connecting ribs between air plenum and combustor are refined compared to the air plenum and downstream zones in the combustion chamber and the exhaust tube. The inner computational domain is entirely discretized with tetrahedra. Near wall regions in the swirler and combustion chamber are covered with three prism layers and they are interconnected to the inner domains via pyramid elements. The tetrahedral grid consists of 16.6M elements with 2.9M points. Furthermore, it consists of 0.47M prism elements and 5K pyramids. The grid is most refined in regions where fuel is injected in the swirler vanes via thin tubes from the fuel plenum.

The simulations are conducted with the finite volume based DLR inhouse code THETA. The reacting CFD RANS calculations are based on an incompressible formulation of the basic Eqs. (1) to (4), treated with a SIMPLE (Semi-Implicit Method for Pressure Linked Equations) solution procedure. For the spatial discretization of the steady state RANS simulations, a first order accurate upwind scheme (UDS) is used. In case an URANS is performed, second order accurate upwind (QUDS) in space and a three point backward scheme (TPB) in time is chosen. The physical timestep in intermediate URANS simulations is $\Delta t = 1 \cdot 10^{-5}\text{s}$. As introduced previously, the $k\omega$-SST turbulence model is employed.

Mass flow is specified at air and fuel inlets with a turbulence degree of $Tu = 0.01$ and an initial turbulent lengthscale $l_T = 1 \cdot 10^{-4}\text{m}$, respectively, at $T_{in} = 320\text{K}$. At the combustion chamber outlet tube, the
(a) Mid-plane and horizontal intersecting planes of the computational CFD domain with local cell volume. Indication of detailed view in Fig. 5b.

(b) Detailed view. Spatial resolution of the swirler and combustion chamber with prism layers and underlying mass fraction of CH$_4$.

Figure 5: Computational CFD domain.$^{58}$

Static pressure is set to ambient reference conditions. Walls are treated as adiabatic except for isothermal combustion chamber walls, impinged with $T_W = 1500$K.

Monitoring positions of the mean flow field and combustion quantities are horizontal profile lines according to the respective PIV measurements at $h = 0.006m, 0.01m, 0.02m, 0.04m$. As a solution strategy, at first, steady state reacting simulations are carried out. In order to accurately predict chemical reactions, an intermediate URANS simulation with a physical timestep is attached in order to get a reasonable temperature field. This is in turn followed by another steady state RANS simulation, the flow and combustion statistics of which are taken for the later CCA sound source reconstruction.

Combustion is treated with a combined EDM/FRC approach for global reaction schemes. In this work, methane is burned with air under atmospheric conditions. Therefore a single-step global reaction mechanism proposed by Westbrook and Dryer$^{60}$ is employed. On top of the steady state solution of flow field and combustion, an additional transport equation, Eq. (21), for the determination of a field solution for the temperature variance is solved. Therefrom, the local source term fluctuation amplitude in the subsequent CCA simulations is determined.

B. CFD Results

First, a general validation study concerning flow field and combustion is carried out. Fig. 6 shows rh-midplane results for absolute (left) and axial (right) velocity. The overlay of CFD contours and PIV isolines of velocity in Fig. 6a reveals that the RANS gives an excellent qualitative reproduction of the experimental velocity field. Spatial patterns especially in the inner recirculation zone nicely match and the opening angle of the flow after entering the combustion chamber is almost exactly reproduced in the numerical simulation.

A similar quality of agreement between simulation and experiment can be seen in Fig. 6b. It shows axial velocity contours from the simulation with zero-lines of velocity and therefore an indication for the extension of recirculation zones. Present deviations are mainly far downstream in the combustor, while the regions close to the expansion of the flow are accurately captured. The same quality of reproduction can be stated for the outer recirculation zones, as far as data is available from the experiment.

A quantitative comparison of CFD and experiment is shown in Fig. 7. The numerical simulation gives a fairly good representation of the experimentally evaluated flow field for all velocity components. However, two deviations to experiments can be stated for almost all the profiles. Especially close to the combustor inlet, CFD profiles underpredict experimental values, most probably due to the low order of spatial discretization.
in the simulation and the thereby induced numerical diffusion.

Furthermore, the simulation overpredicts the opening angle of the flow, especially downstream of the reaction zone. Peak positions of velocity are almost exactly reproduced close to the expansion of the flow into the combustion zone. Since the source volume of combustion noise sources is located close to the combustion chamber inlet, the CFD solution gives an accurate flow field representation for the convection of sources and the depiction of background flow field for a physical propagation of sound waves. From our point of experience, the underprediction of peak values of velocity components in the simulation does not significantly affect the resulting pressure spectra of the computational combustion acoustics simulations.

A comparison of CFD temperature and RMS of temperature with Raman measurements is shown in Fig. 8. Raman measurement locations are indicated with black dots, while the intermediate field values are interpolated with a statistical Kriging algorithm. As can be seen in Fig. 8a, the flame is located in the inner recirculation zone and anchored at the tip of the bluff body in the conical nozzle prior to the combustion chamber. According to the quality of flow field reproduction, the V-shape of the flame is nicely captured. However, there are certain deviations in peak values of temperature, which are assumed to be linked to the employment of a simplified global reaction mechanism. Similar characteristics can be observed from the comparison of RMS temperature values in Fig. 8b. The RMS profiles of the experiment are qualitatively nicely matched, but the peak values are overpredicted in the simulation.

The quantitative comparison of temperature and RMS of temperature in Fig. 9 confirms the trends observed in Fig. 8. The flame shape especially on profile lines close to the flame root is nicely captured, while it opens up slightly too far for downstream profiles. Reaction rates appear to be slightly overpredicted by the combined EDM/FRC approach, since the flame sits too far upstream and therefore temperature peak values especially near the burner axis are too high.

As stated previously, temperature variance profiles are evaluated from equation Eq. (21), which determines the field solution from an existing flow and temperature field. Therefore, the temperature RMS values follow the same trends as the temperature and flow field profiles. Variance peak values are accordingly overpredicted due to the overshoot of maximum temperature levels and therefrom resulting larger local temperature gradients. However, the temperature variance profiles show a reasonable agreement with
Figure 7: Comparison of velocity components of CFD RANS simulation and PIV experiment at horizontal profile lines in the combustion chamber.
Figure 8: Quantitative comparison of combustion of CFD simulation and Raman measurements.

(a) CFD contour plot of temperature and an overlay of Raman measurement results.
(b) CFD contour plot of RMS of temperature and an overlay of Raman measurement results.

Figure 9: Comparison of temperature and temperature RMS profiles at horizontal profile lines in the combustion chamber.

(a) Temperature [K].
(b) RMS of temperature [K].
the experimental data, considering the low computational cost of a steady state RANS simulation. Therefore, they are employed as a basis for the local amplitude scaling of source fluctuation of the consecutively reconstructed combustion noise sources, formally described by Eq. (17).

C. Computational Combustion Acoustics Setup

Computational combustion acoustics simulations are carried out with the DLR inhouse code PIANO (Perturbation Investigation of Aerodynamic Noise).\textsuperscript{62} PIANO is employed for the sound propagation modeling via linearized Euler equations. Sound sources are reconstructed from local turbulence statistics as an input from the preceding CFD RANS simulations. First, the numerical setup for sound propagation modeling is introduced, followed by the configuration for sound source reconstruction of combustion noise sources with the integrated module FRPM (Fast Random Particle Method).

The computational grid for the acoustics simulations is shown in Fig. 10. The finite-difference based dispersion relation preserving Scheme (DRP) from Tam & Webb\textsuperscript{63} is employed for spatial discretization. Therefore, the block-structured grid consists of 1.5M hexahedra with 1.94M nodes in 938 blocks. It spatially resolves frequencies up to $f_{\text{max}} = 15$kHz. For solution proceeding in time, a classical four-step Runge Kutta scheme is used. The mesh is optimized with respect to the local growth rate of adjacent cells with a maximum growth rate in critical regions of 1.05. Those are zones with large velocity and density gradients close to the combustor inlet or the swirler vanes, where fuel is added to air in a jet-in-crossflow alignment. Mean flow field quantities $\rho$, $\bar{u}$, $\bar{v}$, $\bar{w}$, $p$ are interpolated from the unstructured CFD RANS grid to the CCA domains using a statistical Kriging\textsuperscript{61} algorithm. The mean flow density field in the swirler vanes is smoothed for stability reasons, to avoid large density gradients in adjacent cells due to the thin fuel jet.

![Figure 10: Block-structured computational grid and employed boundary conditions for the combustion acoustics simulations.](image)

The overall simulation time step is limited by the sound propagation modeling and depends on the grid size as well as the local Mach number according to $\Delta t_{\text{max}} = (2.83 \Delta x_{\text{min}}) / (\pi \pm \pi Ma)$. Therefore, a timestep of $\Delta t = 2.2 \cdot 10^{-7}$s is used. The cell determining the maximum time step is located in the combustor outlet tube, where a composition of hot combustion products is present.

The computational domain is enclosed by non-reflecting radiation boundary conditions\textsuperscript{63} at the air plenum inlet tube, a shown in Fig. 10. An additional plenum is attached to the combustor outlet, which is in turn enclosed by a damping sponge layer and radiation conditions. Walls are modeled as fully reflecting, while the ghost point concept of Tam & Dong\textsuperscript{64} is used.

The spatial extension of the sound source reconstruction domain is determined from the discrete realization of Eq. (17) for no separation time and space. This indicator can be interpreted as the effectively prescribed...
source target variance and is therefore extracted from

\[ \varphi = \frac{\hat{T}}{T} \sqrt{\frac{T''}{\tau^2}}. \]  

(28)

The field solution of Eq. (28) based on CFD RANS quantities is shown in Fig. 11, referenced to its maximum value \( \varphi / \varphi_{\text{max}} \).

![Figure 11: Effectively realized source target standard deviation \( \varphi \), normalized to the field maximum value. Evaluated from CFD RANS field solution quantities.](image)

As the main criterion for the determination of source field extensions, field values larger than 5% of the peak value of \( \varphi \) in the inner shear layer are included. This leads to source field extensions of \( x \in [-10 \text{mm}; 50 \text{mm}] \) and \( y, z \in [-38 \text{mm}; 38 \text{mm}] \). Sources are reconstructed on an auxiliary equidistant and orthogonal grid, with \( \Delta = 1 \text{mm} \), which results in 346.6K cells and an initial distribution of random particles with 1.154 particles per cell. Sources are obtained via recursive filter\(^{51,52}\) operations along the auxiliary grid, accounting for the local integral length scale. Turbulence is synthesized with a first order Langevin approach, as introduced with Eqs. (23) to (25). Integral one-point statistics are extracted from the preceding CFD RANS simulations according to

\[ l_T = \frac{\sqrt{k}}{\beta^* \omega} \quad \text{and} \quad \tau_T = \frac{1}{\beta^* \omega}. \]  

(29)

A total of \( N_{\text{CCA}} = 9 \cdot 10^5 \) time steps is simulated, while resulting sound pressure spectra are evaluated over a time span of \( \Delta t_{\text{overall}} = 0.2 \text{s} \). Results of the computational combustion acoustics simulations are discussed in the following section.

D. Computational Combustion Acoustics Results

Selected results of the acoustics simulations are shown in Fig. 12. Isosurfaces of direct combustion noise sources are superimposed to midplane cuts of the reacting CFD RANS density distribution on the left side. It can be stated that, according to findings in the previous section, direct combustion noise sources in this particular, partially premixed, swirl stabilized case, are mainly located in the inner shear layer in the combustion chamber. Due to the continuously growing lengthscales further downstream, as indicated in Fig. 13a and Fig. 13b, spatial extensions of sources increase accordingly.

However, largest amplitudes of fluctuation are present rather close to the tip of the flame, as indicated with the effectively realized source variance in Fig. 11. Regarding decorrelation effects of sources, turbulent decay is strongest close to the flame root, where smallest turbulent timescales are present (Fig. 13b). This is reflected in Eq. (27). The first component of the FRPM-inherent correlation function, which is employed for the correlation of combustion noise sources, emphasises this issue: Turbulent timescales grow along the
Figure 12: Selected instantaneous combined CFD and CCA results on cuts of combustor planes and exemplary isosurfaces of sound sources. Left: Combuseter midplane with density contours from CFD RANS and snapshot of reconstructed combustion noise sources. Right: Slices of instantaneous acoustic pressure $p' = p'/\left(\rho_\infty c_\infty^2\right)$ and isosurfaces of reconstructed sound sources $q_p = q_p/\left(f_{\text{ref}} \rho_\infty c_\infty^2 \right)$ in the CCA domain.

(a) Midplane cut with axial velocity, exemplary streamlines and isosurfaces of direct combustion noise sources.

(b) Midplane cuts with integral length- and timescale from reacting CFD RANS simulation.

Figure 13: Source field quantities on midplane cuts and isosurfaces of direct combustion noise sources.
inner shear layer and therefore downstream decorrelation envelopes of Eq. (27) show a weaker decline. The bottomline is that downstream sound sources have larger spatial extension but smaller fluctuation amplitude in combination with a weaker turbulence induced decay.

An instantaneous field solution of fluctuating acoustic pressure in combination with isosurfaces of direct combustion noise sources is shown in Fig. 12 on the right side. It indicates that pressure fluctuations near the front plate of the combustor are strongest and that no spurious reflection at inlet and outlet radiation boundaries is present. A stable solution of sound propagation with a mean flow field containing large density and flow field gradients is achieved by solving for the modified set of linearized Euler equations, Eq. (18) to Eq. (20). Compared to the genuine linearized Euler equations, components consisting of meanflow gradient terms are neglected, since they are causing instabilities. Therefore, the use of a modified set of basic equations means a compromise between stability of the numerical simulation and the accurate depiction of sound refraction in the combustor.

Pressure spectra of the simulated operation case at the microphone position $x = 42.5\text{mm}$, $y = r = 42.5\text{mm}$, $z = h = 20\text{mm}$ are displayed in Fig. 14. Concerning experimental data, two different degrees of premixing of fuel and air as well as two different boundary conditions for the combustion chamber walls are analyzed. The difference between technical (TP) and perfect (PP) premixing is that in the technical premixing case, fuel is induced through the fuel plenum into the swirler vanes, while for perfect premixing, an air fuel mixture is induced into the upstream air plenum and the fuel plenum has no functionality. As can be seen in Fig. 14, the two cases (red and green curve) show a very similar acoustical behaviour, in terms of peak distribution and absolute sound pressure amplitudes.

The case with perfect premixing is furthermore compared to measurements with sound hard walls. Usually, loosely mounted glass walls for optical access are employed in the combustor, inducing a frequency dependent damping effect. This is estimated here by comparison of measurements of the same operation point but with perfect premixing and sound hard metal walls. The result for comparison of the perfect premixing cases (green and blue curve) is a shift of amplitudes to distinctly higher values, especially for the spectral peaks and levels in the low frequency range. Furthermore, the frequency positions of peaks significantly shift to
higher values. The technical premixing case is assumed to show similar trends in case of treatment with sound hard wall combustor boundaries.

Experimental data shows several distinct characteristics: Two peaks are present in the spectrum, assigned to an acoustic Helmholtz mode at about 350-400Hz, while the second peak is assigned to a first harmonic of this phenomenon at 650-800Hz. A third, less distinct peak at 1700-1800Hz indicates a helical flow instability, however, no clear characteristics of such were observed in the experimental investigations. In comparison, the numerical simulation with FRPM-CN has no distinct peak at the respective frequency positions, since thermoacoustic phenomena cannot be depicted with this hybrid, sequential method. However, absolute sound pressure levels are captured very well, especially in the low frequency range, without any artificial scaling in the computational combustion acoustics simulations. The FRPM-CN spectra furthermore show a very similar slope compared to the experimental spectrum in the range of 700-1500Hz.

The simulations were carried out in a total of 4052 CPU-h, while the CFD fraction of computational time amounts to 1356 CPU-h. For comparison with a partially scale resolving simulation of this particular burner, a slightly different operation point was investigated, at $P_{th} = 25.1$ kW and $\Phi = 0.7$, which shows a more distinct thermoacoustically unstable behaviour. Those simulations were carried out with the DLR-inhouse code THETA and the fractional step solver SICS, which allows for the treatment of compressible flows and enables the capturing of acoustics. A detailed combustion model, consisting of a Finite Rate Chemistry (FRC) approach with an assumed PDF ansatz for subgrid scale treatment of turbulence-chemistry interaction was taken into consideration on a detailed DRM19 reaction mechanism. Simulations were conducted on 256 cores in 11 days on an unstructured 44M-cell grid and therefore in 67,584 CPU-h in total for the simulation of six mean combustor flow through times or 60ms. FRPM-CN simulation real-time for the evaluation of pressure spectra in the herein treated case is 0.2s. An equal simulation of realtime with the partially scale resolving method would add up to 225,300 CPU-h. Assuming that similar computational times would be necessary for the simulation of a stable case, FRPM-CN is faster by a factor of approximately 55.6, meaning one and a half order of magnitudes less computational effort.

V. Conclusions

Combustion noise generation and propagation in a laboratory scale burner was simulated with the hybrid, particle based approach FRPM-CN. The partially premixed, swirl stabilized flame was characterized with computationally efficient and robust steady state CFD RANS models and a turbulent combustion noise simulation based on stochastic sound source reconstruction. The treated operation point was selected based on flame shape and sound pressure levels in the combustion chamber, in order to treat a most acoustically stable regime. CFD and CCA (Computational Combustion Acoustics) results were validated with experimental data.

CFD simulations were carried out with the finite-volume based research code THETA by means of a two-equation turbulence model and global treatment of chemical reactions. It was shown that the employed CFD models achieved very good agreement with experimental data, considering flow field and temperature at very low computational cost. A temperature variance field solution was obtained from the solution of an additional transport equation, giving a good representation of experimental profiles. Consecutively, locations of the main direct combustion noise sources were identified by a discrete realization of the combustion noise source term formulation, based on CFD data. Sound propagation in the acoustics simulations was modeled with a modified set of linearized Euler equations, implemented in the DLR-inhouse code PIANO. Sound sources were subject to stochastic, particle based reconstruction with local statistics from the preceding CFD RANS simulations as input. Sources were coupled to the linearized basic equations for sound propagation as right hand side monopole forcing of the pressure equation. Mean background flow field quantities were incorporated for the modeling of sound propagation, in order to account for physical sound transportation and refraction.

The comparison of pressure spectra at a combustor microphone position revealed that FRPM-CN reliably predicted absolute sound pressure levels compared to experimental results at very low computational costs. A comparison of computational turnaround times with a partially scale resolving simulation of a similar operation point demonstrated that FRPM-CN is more than an order of magnitude faster, compared to direct approaches, while FRPM-CN delivers not only acoustics dynamics of the system, but also a true representation of flow field and combustion.

Therefore, FRPM-CN represents a highly robust, easy-to-use and efficient tool not only for research pur-
poses for industrial applications. Due to the hybrid and sequential character of the method, thermoacoustic dynamics could not be captured, however combustion noise levels were reliably predicted and resonance phenomena are predictable.
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