Photogrammetric Surface Analysis of Ablation Processes in High-Enthalpy Air Plasma Flow
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Results from an in situ analysis of ablative heat shield materials based on stereoscopic photogrammetry during plasma wind tunnel testing are presented. A carbon fiber preform material sample has been investigated in a high-enthalpy airflow corresponding to a Hayabusa reentry condition at a 78 km altitude. The applied photogrammetry uses two digital single lens reflex cameras triggered at 3 frames/s to acquire images simultaneously from two different perspectives of the sample exposed to the high-speed flow. The photogrammetric analysis resolves the surface with 25,000 px/cm², approximately 400 dpi, allowing the in situ analysis of the recession phenomena of ablators. Material inhomogeneities are identified during the ablation process, and surface recession is derived with an accuracy of ±21 µm. The method is a useful tool for the investigation of temporally resolved volumetric ablation phenomena in low-density carbon phenolic materials.

I. Introduction

Experimental investigation of the thermochemical performance of heat shield materials is usually conducted in so-called plasma wind tunnels [1,2]. The state-of-the-art diagnostic tools to judge the performance of the material during testing are based on the measurement of surface temperatures, in-depth temperatures using thermocouples, and spectroscopic diagnostics in order to investigate the plasma layer in front of the tested materials [3–5]. Classically, the performance of a char layer is described by the recession velocity assuming a steady-state process at the surface. For the measurement of the material’s recession in ground testing, the common approach is to compare the sample thickness before and after the test; however, this method does not give insight into transient processes that may be occurring. Experimental methods to assess the surface state during testing are missing. Furthermore, an in situ surface structure analysis is not possible from this measurement.

In modern lightweight ablators, recession generally occurs as a volumetric process in a layer of the material close to the surface; i.e., the ablation can occur in depth [5]. Low-density ablators consist of a highly porous carbon preform. The pores are then filled with a phenolic resin. When the temperature increases, this virgin material decomposes and is destroyed. The main processes occurring are pyrolysis and ablation. Pyrolysis is the transformation of the phenolic resin into a gas to a low-density carbon or a charred material. The material loses a major part of its mass through this process (on the order of 50%). The gases emerging during this process are injected into the boundary layer, and this process is one important feature of how ablative heat shields function. The carbonaceous material is exposed to oxidation and nitridation with the gas, sublimation (at high temperatures), and eventually mechanical thermochemical surface erosion. The significance of nitridation for recession has been shown to be rather low [6]. Sublimation, i.e., the phase change to gas of the carbon solid (char and fibers), becomes significant at high temperatures above 3000 K [5,7]. However, mechanical erosion can be important depending on the surface state and surface layer porosity.

Therefore, ground testing methodologies need to be extended to enable a better understanding of these processes in ground test facilities. This paper presents a method for the in situ analysis of the surface state during testing using stereoscopic photogrammetry.

In-flight surface recession can only be determined using embedded sensors and sophisticated analysis tools. One of the recent developments is the recession sensor developed for the Mars Science Laboratory [8,9]. In ground testing environments, however, the surface can be observed using optical methods. Very simple approaches are based on the observation of laser spots on the surface, which change position when the material changes [10].

The approach followed in the present work is the direct observation of the surface from different perspectives and the application of photogrammetric tools in order to determine the three-dimensional surface geometry. This technology has been successfully demonstrated by Schairer and Heineck [11] for arcjet tests at NASA Ames Research Center using charged-coupled device video cameras [11]. This system acquired images at a maximum frame rate of 16 Hz and resulting in a displacement uncertainty of 0.2 mm for a stagnation model and 0.3 mm for a panel model.

In this paper, stereoscopic photogrammetry using two photo cameras, a combination of open source software tools, and commercial programs have been used to analyze simultaneously acquired photographs of the recessing surface. Modern photogrammetric software tools are based on a pixelwise analysis, allowing a high geometrical resolution and a comparably high accuracy. Two digital single lens reflex (DSLR) cameras were adapted for plasma wind tunnel purposes using fixed focal length (300 mm) lenses.

The method was tested using a carbon preform material (Calc carb). Its surface was assumed to be comparable to a low-density carbon ablator surface. Within the present study, experimental results are presented from an in situ surface analysis of these material probe surfaces using photogrammetric analysis.
II. Experimental Setup

The material tests within this study were conducted in the plasma wind tunnel plasma wind tunnel 1 (PWK1) at Institut fuer Raumfahrtsysteme (IRS). A direct view onto the sample surface mounted in the probe inside the vacuum vessel for the photogrammetric system was provided through optical windows in the front lid. The probe was mounted on a moving platform inside the vacuum chamber.

The vacuum chamber (6 m in length and 2 m in diameter) was connected to the in-house vacuum pumping system. The generator RDS, a magnetoplasmadynamic arcjet[12], was mounted in the front lid of the vessel. A current-regulated thyristor rectifier consisting of six identical units supplying 1 MW each provided electric power. Samples and measurement equipment were mounted in corresponding water-cooled probes. The probes were moved axially inside the chamber to adjust the heat load and total pressure. To increase the number of measurements possible during each experiment, some probes were manufactured with two heads so that two tests could be performed within one experiment by rotating the probe. The present investigation was conducted with a probe that is usually used for the material investigation of ablative test materials [7,13]. The sample used was a carbon preform of type Calcarb with a probe diameter of 40 mm. This material has also been considered suitable in other facilities for fundamental ablation testing [14]. Figure 1 shows a photo of the probe as mounted in the sample holder. Originally, this probe setup was designed for testing samples equipped with thermocouples. The outer, water-cooled copper ring allowed the integration of thermocouples in the sample, which were mounted in parallel to the surface, i.e., along the isotherm of the heated sample. With this setup, a more accurate temperature measurement has been tried.

A flow condition that was developed for a ground test analysis of the observed Hayabusa reentry in 2010 has been chosen [15,16]. This flow condition is also part of a research project funded by the ESA led by École Federale Polytechnique de Lausanne [17]. The images presented in this paper were acquired during experiments performed for this ESA project.

The parameters of the chosen flow condition are summarized in Table 1. Heat flux and total pressure were measured in separate tests using the same probe geometry. Heat flux was derived from a calorimetric cold wall heat flux measurement on a preoxidized copper surface. A copper insert of the size of a material sample was integrated in the sample holder as seen in Fig. 1. This copper sample was cooled with a separate cooling circuit. By measuring the water cooling flow rate and the temperature difference between water inlet and outlet, the heat flux at the surface was determined. The mass-specific enthalpy was calculated with the approximation of Zoby [18] from the one-dimensional stagnation point heat transfer equations developed by Fay and Riddell [19]. The measured cold-wall heat flux on the preoxidized surface is assumed to be the fully catalytic surface heat flux that is required for the application of the approximation of Zoby [20].

There were only small optical windows through which to observe the plasma flow and the probe. Figure 2 shows a photograph and a schematic of the setup using two cameras. The best solution for photogrammetry is to use the two angled windows in the front lid of the vacuum chamber. Here, possible reflectivity issues were minimized, and a comparably long path along the axial direction of the wind tunnel could be observed. The front lid had to be opened for sample installation; therefore, the cameras were mounted on separate tripods with sufficient distances to the facility. This had the further advantage that vibrations of the vacuum chamber during the vacuum pumping startup did not affect the camera setup. A possible influence of the windows with respect to the photogrammetric measurements was analyzed during the previous work [21]. In this configuration, the angle between the imaging axis of the two cameras was between 95 and 100 deg. Depending on other instruments used in the experiment, the distance between the probe and camera varied between 2.8 and 4.0 m. A nearer position is preferable, but was restricted by the space required to open the front lid of the vacuum vessel.

The images were acquired using two Canon EOS 60D DSLR cameras. Two prime lenses with 300 mm focal length (Canon EF 300 mm 1/4L IS USM) were used with the cameras. Table 2 lists the parameters of the camera setup. The cameras were triggered simultaneously within <100 ms of each other using a radio-controlled trigger. For the present analysis, a frame rate of 3 frames/s was achieved. The high luminosity of the probe required the use of a neutral density filter with an optical density of 1.2. This filter transmitted only 6.3% of the incident light.

A further important parameter of the measurements presented here is the surface temperature. Surface temperature was measured using a linear pyrometer (LP3 from KE Technologies GmbH). The pyrometer used a silicon-based detector calibrated against the ITS-90 standard. Measured temperatures have an uncertainty of <2%. The measurement wavelength was 950 nm, and the system focused on a single spot with a diameter of ≈5 mm. The temperature was corrected for window transmission (measured Suprasil window transmission $T_{\text{Window}} = 0.92$) and surface emissivity (carbon value for emissivity assumed $\epsilon = 0.85$).

III. Theory

The general term “photogrammetry” is the estimative method to determine the position of a point in space using two or more (two-dimensional) images of the scene under different view angles. “Stereophotogrammetry,” as used in this study, is understood as the calculation of the three-dimensional coordinates of points of a structure using only two views under two different view angles. As described before, two DSLR cameras were used through two windows in the front lid of the plasma wind tunnel in order to observe the probe surface from two perspectives.

Three steps were required to analyze the images using three different software packages:

1) The first step was the calibration of the measurement of the position and orientation of the system. This was done with the software Agisoft PhotoScan. The output was a set of calibration parameters.

![Fig. 1 Material probe holder with mounted Calcarb probe.](image-url)
2) The next step was measurement. The calibration parameters were applied to analyze the measured image pairs. This analysis was done using the software Sure. The output was a point cloud.

3) The third step was recession and surface analysis. The point clouds were loaded into the software CloudCompare.

The first analysis step was conducted with Agisoft PhotoScan, a commercial software [22]. The software was used to calculate the inner and outer orientations of the camera setup by using a separate set of images dedicated to the calibration.

This calibration was conducted with a generic three-dimensionally structured image (see Fig. 3).

Using a structured surface with varying rectangles was best for a high-calibration accuracy. The scale on the calibration plate was used for metric scaling. The calibration procedure was as follows: The cameras were set up at the wind tunnel and focused to the probe position. Then, the calibration plate was mounted at this (the probe’s) position. The calibration images were captured by rotating and tilting the plate, following a photogrammetric standard calibration scheme [23]. These images were required to calculate the cameras’ positions with respect to each other and the cameras’ sensor imaging geometries. These are called the outer and inner orientations, respectively.

The calibration images were loaded in PhotoScan and assigned to the camera by which they were taken (left image: left camera; right image: right camera). Image data (e.g., focus length) were automatically obtained from the image’s exchangeable image file format data. If the calibration plate did not fully cover each image, masks were added or images were removed. First, PhotoScan calculated the approximated values for all unknowns (see Table 3) using a structure-from-motion approach [24].

Here, point features in the images were automatically detected and described. The descriptors were used to find correspondences between images, and therefore a sufficiently textured calibration plate was required. In a second step, the results were refined by bundle adjustment. It used the so-called collinearity equations [Eqs. (1) and (2)], i.e., the mathematical description of the central perspective relation between a point $P$ in three-dimensional space and its two-dimensional projection onto the camera’s image plane $P'$ (see Fig. 4) [25]:

$$x = x_0 + f r_{11}(X - X_0) + r_{21}(Y - Y_0) + r_{31}(Z - Z_0) + \Delta x$$ (1)

$$y = y_0 + f r_{12}(X - X_0) + r_{22}(Y - Y_0) + r_{32}(Z - Z_0) + \Delta y$$ (2)

Within the adjustment, the model was further extended through additional lens distortion polynomials.

As mentioned, the results of this calibration are the calculation of the inner orientation of the cameras, i.e., the chip orientation, and the outer orientation, i.e., the position of the cameras with respect to each other. Figure 5 shows the result of the calibration process: The calibration plate was tilted and turned and with both cameras, and images were taken. Then, the three-dimensional point map of the calibration plate was calculated. In the figure, the representation was virtually inverted; the calibration plate was centered and fixed in space, and the camera positions of the calibrations were positioned.

<table>
<thead>
<tr>
<th>Table 2 Camera setup</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Camera</strong></td>
</tr>
<tr>
<td><strong>Pixel resolution</strong></td>
</tr>
<tr>
<td><strong>Chip size</strong></td>
</tr>
<tr>
<td><strong>Pixel size</strong></td>
</tr>
<tr>
<td><strong>Aperture</strong></td>
</tr>
<tr>
<td><strong>ISO</strong></td>
</tr>
<tr>
<td><strong>Exposure</strong></td>
</tr>
<tr>
<td><strong>Focal length</strong></td>
</tr>
<tr>
<td><strong>Color depth</strong></td>
</tr>
<tr>
<td><strong>Neutral density filter</strong></td>
</tr>
<tr>
<td><strong>Frame rate</strong></td>
</tr>
<tr>
<td><strong>Image format</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 3 Photogrammetric parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Variable</strong></td>
</tr>
<tr>
<td>------------</td>
</tr>
<tr>
<td><strong>Observed</strong></td>
</tr>
<tr>
<td><strong>$P'(x, y)$</strong></td>
</tr>
<tr>
<td><strong>Unknown inner orientation</strong></td>
</tr>
<tr>
<td><strong>$f$</strong></td>
</tr>
<tr>
<td><strong>$x_0$, $y_0$</strong></td>
</tr>
<tr>
<td><strong>Unknown outer orientation</strong></td>
</tr>
<tr>
<td><strong>$R$</strong></td>
</tr>
</tbody>
</table>
The camera positions with respect to each other, however, were fixed. Every square in Fig. 5 is a different camera position. The acquisition, however, was made by a steady camera and a tilted and rotated calibration plate. Since the distance between camera and calibration plate was not changed during calibration, the square images in Fig. 5 are aligned approximately on a half-sphere. The zooming indicated by the circles shows closeups of the point cloud determined from the calibration.

A scale was added in PhotoScan using markers that were automatically assigned to the three-dimensional model. Finally, one single stereo image pair with high accuracy and good contrast was selected, and its camera orientation was exported to a project file. As the orientation of the cameras relative to each other qA constant during calibration and testing, the orientation could be used for all image pairs taken during the wind tunnel test.

The analysis of this acquired data set was based on the software Sure, which is a computer code developed by the Institute of Photogrammetry at the University of Stuttgart [26]. The program calculated a point cloud using dense matching algorithms based on the epipolar geometry from the calibration. The wind tunnel testing images were cropped to the region of interest, and the parameters in the orientation file were changed to the new image dimensions and the adapted coordinates of the principal point.

The orientation files calculated with PhotoScan were used in Sure for the plasma wind tunnel image analysis. In a first step, Sure rectified the loaded image pair, and then corresponding points in the two images were identified and calculated. During analysis, the depth information of the points was dynamically used and compared along epipolar lines (Fig. 6). Thanks to the calibration, the camera positions with respect to each other are known. Therefore, a certain point of the object seen on the camera image in one camera lay on the epipolar line on the image of the other camera. The epipolar line was not necessarily a straight line nor was it horizontal in the images. Features in one image could be found on the line in the other image so that the algorithm could reconstruct the object’s three-dimensional form.

Within this work, the geometrical distortions have been corrected in PhotoScan. Then, the epipolar lines were horizontal lines on one pixel line, simplifying the further analysis (see the lower right of Fig. 6).

The result from this calculation step is a three-dimensional point cloud of the sample surface. The procedure was repeated for every image pair, resulting in 90 three-dimensional probe surface point clouds. These clouds were then loaded in CloudCompare, an open source software project for visualization. The edges of the probe usually could only be seen by one camera, leading to calculation artifacts. Therefore, these parts were cut off. Afterwards, meshes were generated with the Delaunay triangulation for each point cloud. Each mesh was a surface topography at a distinct time. With this information, the distances between meshes, temporal evolution of...
certain probe surface features, and local surface recession were analyzed.

The whole system was qualified and characterized with a sample mounted on a measuring table. The sample was moved on this table by a very accurately known defined distance. The photogrammetric setup was positioned as it was realized on the wind tunnel. The movement was recalculated by the photogrammetric setup. The rebuilding accuracy between the defined step and the photogrammetric result is below 1.7%.

IV. Results

Figure 7 shows an image of the probe during testing in the hot plasma flow. The bright plasma emission in the optical wavelength range was reduced by the cameras through the short exposure time (1/4000 s) and the additional neutral density (ND) filter. During the startup of the plasma generator, the sample was positioned outside the plasma jet. When the conditions were set, the sample was moved into the flow to the defined position. As mentioned, the left and the right camera were simultaneously acquiring images during testing. The start time for the following analysis (t = 0 s) was set to the moment when the sample had reached the position on the center axis of the flow and was seen by both cameras at the calibrated location. For the measurements in this study, a frame rate of 3 frames/s was chosen. During the plasma wind tunnel experiment, the cameras automatically acquired images. For a typical 30 s test, there was a total of 90 image pairs. Every image pair corresponded to a particular time during the testing. It was a tradeoff between the camera performance, data acquisition, and data handling for the photogrammetry. As an example, Fig. 8 shows the cropped photographs taken at one instant in time at the beginning of the testing when the probe was in position. The darker spot in the center of the sample is a bore used for spectroscopic measurements, which were ongoing in parallel [27, 28]. The two straight darker lines in the upper left corner of the sample were identified as indentations in the surface. In total, 96 image pairs were acquired. The dimensions of the cropped photos were 1049 × 1562 px². In the following analysis, different image pairs are compared in order to derive the surface recession and the corresponding recession rates.

In Fig. 9, exemplarily, eight different surface reconstructions at different instants of time during testing are shown. The surface was measured with 25,000 px/cm², corresponding to about 400 dpi. The plots show the surface where the gray scale is the depth in millimeters from the state of the beginning of the test (t = 0 s) until the time of acquisition. So, the last image (t = 32 s) shows the recession after 32 s. The present investigation allows, for the first time, conclusions to be drawn about behavior of the material surface during testing.

It can be seen that at the beginning the sample surface was quite a flat, slightly roughened surface. During the test, the surface was recessing (larger parts of the surface became darker), and the surface roughness increased. On the right side of each shown frame is a scale with the histogram of the depth distribution with respect to the first frame (t = 0 s). Thus, the peak here is the recession amount of the bulk of the material. The sample surface reconstruction using the photogrammetric setup was limited at the outer edge of the sample. During the testing, the sample’s recession led to areas that were no longer seen by one of the cameras, because the sample was offset to the copper ring. Therefore, in the first image, when the sample was flush mounted to the cooled copper holder (see Fig. 1), the whole sample surface was observable by both cameras, and the resulting surface reconstruction was almost circular. With the increasing test time, the sample boundaries became hidden behind the copper, and a surface reconstruction was impossible. Therefore, the sample in the last image did not show a circular outer boundary.
The region around the centered bore hole recesses more than the outer region of the sample. Surface inhomogeneities, such as the two scratches in the photo of Fig. 8, were seen as well because here the material changed differently from its surrounding regions. The recession rate was calculated from the position of all points in the reconstructed point cloud. Figure 10 shows a histogram of the axial deviation in the recessing direction of the points of frame 19 ($t = 5\, \text{s}$) and the points of frame 27 ($t = 8\, \text{s}$) normalized to $1\, \text{s}$. For each point of the cloud, its recession is plotted in the histogram. On the abscissa, the recession is marked in micrometers/second, and on the ordinate, the quantity of points with the according value are plotted. The histogram is almost a Gaussian distribution (solid line). Its maximum marks the arithmetic mean. The mode, representing the statistical maximum cumulation of a value is not always the same. In the figure, the standard deviation of the Gaussian distribution ($1\sigma, 2\sigma$) is plotted for completion. From this plot, it can be concluded that the mean
surface recession rate between \( t = 5 \) s and \( t = 8 \) s was \( 50 \, \mu m/s \). The recession rate has been calculated for the whole test time, the result of which is plotted in Fig. 11.

Occasionally, and only for short times, a local increase of thickness was observed. The reason for this could be the fiber separation from the material before it was released. As the left side of the histogram in Fig. 10 is declined slightly more steeply than the Gaussian distribution, the arithmetic mean is shifted to a higher value. Comparing 85 histograms during the test results in the values as shown in Table 4. Although the results are very close, the mode value, as a solely statistical value, is more meaningful.

A comparison of mode, mean, and median values during the test duration is shown in Fig. 11. In the lower section, the mass recession rate is plotted, and in the upper section, the recession is plotted. For the mass recession rate, always nine frames (3 s) were used to calculate the rate, normalized to 1 s. Therefore, the mass recession rate values started after 3 s.

From this presentation, it can be concluded that the recession rate was very constant over time. Since the sample was a porous carbon preform, an influence of a phenolic matrix as used in modern lightweight ablators was not investigated here.

In Fig. 12, the recession rate during the test time is plotted together with the measured surface temperature. The surface temperature reached a plateau of \( 2925 \pm 30 \) K after a heating phase of about 10 s. From the photogrammetric analysis, an increase in the recession rate from 4 to 7 s could be interpreted. However, a linear fit gives

\[
y_{\text{rec}}(t) = 0.0315t + 52.4349 \, \mu m/s
\]

This rate was very constant; i.e., the recession rate dependence from the surface temperature was weak. The mean recession rate of the sample was measured to \( 52.5 \, \mu m/s \).

### Table 4  Comparison mean and mode values

<table>
<thead>
<tr>
<th>Value</th>
<th>Arithmetic mean, ( \mu m/s )</th>
<th>Mode value, ( \mu m/s )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minima</td>
<td>33.34</td>
<td>27.13</td>
</tr>
<tr>
<td>Mean</td>
<td>52.49</td>
<td>51.19</td>
</tr>
<tr>
<td>Maxima</td>
<td>86.02</td>
<td>75.93</td>
</tr>
</tbody>
</table>
The standard deviation of the recession increased with time (see Fig. 13); i.e., the mean value of the recession (in micrometers) was more accurate at the beginning of the test than at the end. It was a linear function of the form

\[ y_{\text{sigma}}(t) = 0.5407t + 48.5602 \, \mu m/s \]  

(4)

As can also be seen from the single images in Fig. 9, the sample’s surface was not recessing homogeneously. Therefore, the standard deviation of the mean value was increasing.

In Fig. 8, there is a lighter circle around the darker bore hole, which is possibly a region of higher temperature and thus higher recession. At sharp corners, heat loads are higher, resulting in more material loss as can be seen in Fig. 14.

Figure 14 shows the last measured frame at \( t = 32 \) s, and Fig. 15 shows a side view of the photogrammetric result. Here, data in the recessing direction are amplified by a factor of 10 for better visualization. The overall recession between the first analyzed frame (frame 4, \( t = 0 \) s) and the last frame (frame 99, \( t = 32 \) s) is between 1300 \( \mu m \) in the outer circle and 2100 \( \mu m \) in the sample center. As the mean mass recession rate is 52.5 \( \mu m/s \), the overall recession is 1.743 mm. The sample thickness was also manually measured before and after testing to 1.74 mm. Despite its high uncertainty, these measured values agree well with the photogrammetry. The inhomogeneity of the recession over the probe surface can have different reasons. First, the material was not isotropic; second, the material holder induced cold outer parts of the probe, leading to less material loss; and third, the plasma flow did not homogeneously cover the...
surface. The samples were not equipped with in-depth sensors. Therefore, at this stage, a final conclusion for the higher center recession cannot be given.

Furthermore, the surface roughness increased throughout the test. It is assumed that this was due to the oxidation of the carbon fibers leading to higher porosity and thus a higher surface roughness. Another indicator for this is the anomaly of the two scratches in Fig. 8, which are also seen in this first frame 4 (on the left in Fig. 15). There was less recession at these locations, leading to the conclusion that these features are indentations; i.e., material was pressed here, and thus the oxidation of the carbon was hindered. Their depth as measured from the photogrammetry was $\approx 0.3$ mm.

V. Conclusions

The stereoscopic photogrammetric analysis of the surface recession in a high-enthalpy air plasma flow allows a very detailed analysis of the ablation process. This work was the first time that this method was applied to study ablative materials. An optical resolution of 25,000 points/cm$^2$ and a temporal resolution of up to 3 frames/s was achieved. The software used was well suited for this application with a reasonable calculation complexity and acceptable computation time. The computing time of the analysis of the experiment, with a reasonable calculation complexity and acceptable computation time. The computing time of the analysis of the experiment, with a reasonable calculation complexity and acceptable computation time.

Furthermore, the surface roughness increased throughout the test. It is assumed that this was due to the oxidation of the carbon fibers leading to higher porosity and thus a higher surface roughness. Another indicator for this is the anomaly of the two scratches in Fig. 8, which are also seen in this first frame 4 (on the left in Fig. 15). There was less recession at these locations, leading to the conclusion that these features are indentations; i.e., material was pressed here, and thus the oxidation of the carbon was hindered. Their depth as measured from the photogrammetry was $\approx 0.3$ mm.
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