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Abstract. This paper describes the derivation and implementation of the discrete adjoint equations based on frequency domain methods (linear harmonics and harmonic balance) within a turbomachinery CFD code. Applications to model problems are presented which demonstrate the potential of the method for multidisciplinary turbomachinery problems, e.g. aeroelastics or aeroacoustics.

1 INTRODUCTION

Computational fluid dynamics (CFD) is increasingly used to improve the performance of turbomachinery components on the basis of numerical simulations. However, typical measures to increase the aerodynamic performance or to reduce the component weight imply a higher susceptibility to blade vibrations. Therefore, as the designs approach the aerodynamic optimum, the design problem becomes more and more multi-disciplinary. The application that the authors have in mind is a design optimisation where an aerodynamic objective (e.g. isentropic efficiency) and aeroelastic constraints (e.g. fatigue strength) are competing goals.

When going from the evaluation of a single design to CFD-based optimisation, it is important to compute also gradients of the objective functions and constraints with respect to design parameters. Since in typical applications the number of design parameters is much larger than the number of objectives, it is advantageous to use the adjoint method [1, 2]. While stationary adjoint methods are nowadays established also in the field of turbomachinery design (see e.g. [3, 4]), the use of instationary adjoint CFD is very limited due to its exceedingly high computational costs, see e.g. [5, 6, 7] and references therein.

The goal of this paper is to demonstrate how adjoint methods can be applied to frequency domain methods. These have been successfully employed for turbomachinery aeroelastic analysis, see [8] for an overview. In particular, the linear harmonic (LH) [9], the nonlinear harmonic (NLH) [10], and the harmonic balance (HB) [11] approaches are
widely used to simulate forced response and flutter. In the context of aeroelastic analysis, adjoint methods have been applied to LH methods [12, 13] as well as HB methods [14, 15, 16], and to the formulation of the HB equations for one harmonic in the time-domain [17]. In this paper, it is shown how to derive the discrete adjoint for the frequency domain methods implemented in the DLR flow solver TRACE [18, 19]. The methodology and solution techniques used for the discrete adjoint steady solver [20] are carried over to the LH and HB solvers [21, 22, 23].

2 THEOREY

2.1 Frequency Domain Methods

We present here briefly the harmonic balance method as implemented in TRACE, for details we refer to [22, 23]. For simplicity we restrict the discussion to a single base frequency $\omega$. The time-dependent flow solution $q(x,t)$ is approximated as a Fourier series where a finite number $K$ of higher harmonics is taken into account:

$$ q(x,t) = \text{Re} \left[ \sum_{k=0}^{K} \hat{q}_k(x) e^{ik\omega t} \right]. $$

Inserting this into the time-dependent flow equation

$$ \frac{\partial}{\partial t} q(x,t) + R(q) = 0, $$

where $R$ is the discretised RANS residual, one obtains the following system of equations for the Fourier components $\hat{q}_k$:

$$ ik\omega \hat{q}_k + \overline{R(q)_k} = 0, \quad k = 0, \ldots, K. $$

Since $R$ is nonlinear, the $k$-th harmonic of the residual, $\overline{R(q)_k}$, may depend on all harmonics of $q$. Therefore, it is approximated using the Discrete Fourier Transform (DFT) for a set of sampling points $t_1, \ldots, t_n \in [0, 2\pi/\omega]$:

$$ \overline{R(q)_k} \approx \mathcal{F}(R(\mathcal{F}^{-1}(\hat{q})))|_k. $$

$\mathcal{F}^{-1}$ denotes the inverse transform, i.e. the reconstruction $\mathcal{F}^{-1}(\hat{q}) = (q(t_1), \ldots, q(t_n))^T$, where $q(t_j)$ is given by (1) for $t = t_j$. In the case of equidistant sampling points, i.e. $t_j = \frac{2\pi j}{\omega N}$, we obtain

$$ q(x,t_j) = \text{Re} \left[ \sum_{k=0}^{K} e^{ik\frac{2\pi j}{N}} \hat{q}_k(x) \right], \quad j = 0, \ldots, N - 1. $$
The corresponding Fourier coefficients are then given by

\[ \hat{q}_0(x) = \frac{1}{N} \sum_{j=0}^{N-1} q(x, t_j) \]  
(6)

\[ \hat{q}_k(x) = \frac{2}{N} \sum_{j=0}^{N-1} e^{-ik\frac{2\pi j}{N}} q(x, t_j), \quad k = 1, \ldots, K. \]  
(7)

When the amplitudes of the harmonic perturbations (|\(\hat{q}_k|\) for \(k > 0\)) are small, we can approximate the nonlinear Residual \(R(q)\) by its linearisation about the time average, i.e.

\[ R(q(t)) = R(\hat{q}_0) + \frac{\partial R}{\partial q} \bigg|_{\hat{q}_0} (q(t) - \hat{q}_0). \]  
(8)

Then the different harmonics decouple and we obtain the steady equation \(R(\hat{q}_0) = 0\) and a linear equation for each \(k > 0\) [21, 24]:

\[ \left(ik\omega + \frac{\partial R}{\partial q} \bigg|_{\hat{q}_0} \right) \hat{q}_k = 0. \]  
(9)

### 2.2 Discrete Adjoint Approach

Similar to the stationary case (see e.g. [20]) we derive the discrete adjoint equations for the frequency domain methods. We assume that the objective functional \(I\) depends on a set of parameters \(\alpha\) only through the Fourier coefficients of \(q\), i.e.

\[ \frac{dI}{d\alpha} = \frac{\partial I}{\partial \hat{q}} \frac{d\hat{q}}{d\alpha}. \]  
(10)

For the purpose of this paper we assume that \(\alpha\) is a parameter which influences only the values prescribed by an inhomogeneous (gust) boundary condition. Starting with the linearised equations, such a boundary condition yields an additional source term, so that (9) takes the form \(A_k \hat{q}_k = S_{k,\alpha}\) [24]. From this we obtain immediately an equation for \(\frac{d\hat{q}}{d\alpha}\), which can be used to eliminate this term from (10):

\[ \frac{dI}{d\alpha} = \frac{\partial I}{\partial \hat{q}} A^{-1} \frac{\partial S_\alpha}{\partial \alpha} = \left( \left(A^{-1}\right)^* \left( \frac{\partial I}{\partial \hat{q}} \right)^* \right)^* \frac{\partial S_\alpha}{\partial \alpha} =: \hat{\psi}^* \frac{\partial S_\alpha}{\partial \alpha}, \]  
(11)

where we have omitted the index \(k\) to simplify the notation. In the last step we have introduced the adjoint variables \(\hat{\psi}\), which can be obtained by solving

\[ A^* \hat{\psi} = \left( \frac{\partial I}{\partial \hat{q}} \right)^*. \]  
(12)
For the adjoint harmonic balance method, we have to differentiate (3) with respect to $\alpha$. Setting $R_{HB,k} := ik \omega \hat{q}_k + \overline{R(q)_k}$, we get

$$0 = \frac{dR_{HB,k}}{d\alpha} = \frac{\partial R_{HB,k}}{\partial \hat{q}} \frac{d\hat{q}}{d\alpha} + \frac{\partial R_{HB,k}}{\partial \alpha}$$

$$= \sum_j \left( ik \omega \delta_{jk} + \frac{\partial R(q)_k}{\partial \hat{q}_j} \right) \frac{d\hat{q}_j}{d\alpha} + \frac{\partial R_{HB,k}}{\partial \alpha}. \quad (13)$$

The derivation of the adjoint equations is now analogous to the linear case, with $\frac{\partial S_{\alpha}}{\partial \alpha}$ replaced by $-\frac{\partial R_{HB,k}}{\partial \alpha}$. The explicit form is not discussed here, since it is only needed for the evaluation of sensitivities, which we do not consider in this article. To compute the system matrix $A$ and its adjoint, we use the approximation (4) for the Fourier coefficients of the residual, and since $\mathcal{F}$ and $\mathcal{F}^{-1}$ are linear operations, we obtain

$$D(\overline{R(q)}) = \mathcal{F} \left( \text{diag} \left( \frac{\partial R}{\partial q} \bigg|_{q(t_j)} \right) \right) \mathcal{F}^{-1} \quad (14)$$

where $\text{diag}(\ldots)$ denotes a block diagonal matrix with the corresponding entries on the diagonal. The submatrices are computed by reconstructing the flow solution at the sampling points $t_j$ according to (5) and evaluating the residual Jacobian at each of these flow states.

To determine the adjoint of the matrix $D(\overline{R(q)})$, we have to find the adjoints of $\mathcal{F}$ and $\mathcal{F}^{-1}$. The Fourier coefficients $\hat{q}$ are complex vectors, but the transformation $\mathcal{F}$ is not linear over the complex numbers. Therefore we consider all vectors as elements in real vector spaces and define the scalar product by

$$\langle \hat{\psi}, \hat{q} \rangle = \text{Re} \langle \hat{\psi}, \hat{q} \rangle_C. \quad (15)$$

The resulting adjoint transformations are given by

$$\psi(t_j) = (\mathcal{F}^* \hat{\psi})(t_j) = \frac{1}{N} \text{Re}(\hat{\psi}_0) + \frac{2}{N} \text{Re} \left[ \sum_{k=1}^{K} e^{ik \frac{2 \pi j}{N}} \hat{\psi}_k \right] \quad (16)$$

$$\hat{\psi}_k = ((\mathcal{F}^{-1})^* \psi)_k = \sum_{j=1}^{N} e^{-ik \frac{2 \pi j}{N}} \psi(t_j). \quad (17)$$

The complete adjoint system matrix is then

$$A^* = (\mathcal{F}^{-1})^* \left( \text{diag} \left( \frac{\partial R}{\partial q} \bigg|_{q(t_j)} \right) \right)^* \mathcal{F}^* - \text{diag}(ik \omega). \quad (18)$$
3 IMPLEMENTATION

In TRACE, the steady discrete adjoint equations are solved by a preconditioned GMRes (Generalized Minimal Residual) algorithm with restarts. This has now been extended to treat several harmonics at the same time, either uncoupled (adjoint LH) or coupled (adjoint HB). The main difference for the coupled approach is that the multiplication by the system matrix is replaced by several operations according to (18). First, the adjoint solution vector is transformed into the time domain by an adjoint DFT. Then, for each sampling point, the corresponding matrix is applied, and the result is transformed back into the frequency domain. Finally, the frequency term (the original vector multiplied by $-ik\omega$) is added for each harmonic. For the computation of the matrices, the primal flow solution is reconstructed at the same sampling points as are used for the transformation of the solution vectors and the residual Jacobian is evaluated (numerically) at these flow states. For preconditioning, we use the Jacobian computed at the time-mean solution and only modify the diagonal by adding the frequency term corresponding to the current harmonic. The inverses of the modified diagonals are precomputed and stored for all harmonics. The preconditioner used in the following applications is SSOR with a relaxation factor of 0.7.

All boundary conditions are applied in the frequency domain, for each harmonic component separately. For this purpose, the stationary adjoint boundary conditions have been extended to treat complex vectors and the nonreflecting boundary conditions used at entries and exits (see [25]) now take into account the frequency, analogous to the linear solver.

Like the existing adjoint and linear solvers, the modified solver works on structured grids only and employs the constant eddy viscosity assumption. This means that possible dependencies of the eddy viscosity on the parameter $\alpha$ are not taken into account.

For this prototype implementation we consider only one objective functional, namely the entropy at the exit. More precisely, we consider the radial average of the circumferential Fourier coefficients for a given wave number.

4 APPLICATION

4.1 Numerical test case

As a simple numerical test case we use a segment of an annular duct with constant flow conditions. For the forward computation, an entropy wave is prescribed at the entry. The corresponding adjoint computation is done using the entropy functional (evaluated at the exit) with the same circumferential wave number. Since the underlying mean flow is constant, there is in this case no difference between linear harmonic and harmonic balance computations, therefore we present only results for the harmonic balance method. In Fig. 1 the density component of the harmonic balance solution for a plane wave propagating in axial direction, i.e. circumferential wave number zero, and the first component of the corresponding adjoint solution are shown. The adjoint solution represents the sensitivity
of the entropy functional with respect to sources in the flow field. The solutions are reconstructed from the first harmonic at four different points in time. As expected, we observe the same wavelength and propagation speed in both cases.

Figure 1: Reconstructed solutions (using the first harmonic) at four different times. Left: HB simulation of the propagation of an entropy wave. Right: Adjoint HB computation for the entropy functional.

In Fig. 2, the same results – but only for one point in time – are shown for a wave with a phase shift corresponding to a circumferential wave number of 16, where a similar relation between forward and adjoint solution can be observed.

4.2 Turbine rotor

As a model problem for turbomachinery applications we consider a configuration consisting of a single blade row, namely the rotor from a high pressure turbine stage. The flow conditions are subsonic with a maximum Mach number of about 0.78. The wake of the stator is extracted from a steady computation and the circumferential component with wave number \( m = 70 \), which corresponds to a phase shift (inter-blade phase an-
Figure 2: Reconstructed solutions (using the first harmonic) at $t = 0$. Left: HB simulation of the propagation of an entropy wave with circumferential wave number 16. Right: Adjoint HB computation for the entropy functional.

A small angle of 60 degrees, is prescribed as gust boundary condition at the entry of the rotor. Computations with one and two higher harmonics are carried out. Figure 3 shows the entropy contours for the time-averaged solution and for the reconstructed solution using two higher harmonics. Although the inhomogeneous boundary condition is only used for the first harmonic, the coupling leads to a nonzero result in the second harmonic, but its magnitude is much smaller than that of the first (see Fig. 4). The effect of the coupling can also be seen in a comparison of a linear harmonic and a harmonic balance computation, each with one higher harmonic (Fig. 5).

Figure 3: Entropy contours of the time-averaged solution (left) and reconstructed instationary solution using two higher harmonics (right).

Similarly, in Fig. 6 we compare the results from the adjoint LH and adjoint HB methods for a computation including the zeroth and first harmonic. Some differences can be observed, although the overall structure of the solution is similar. In addition, we also carried out an adjoint HB computation with the second harmonic added, but only for the
Figure 4: Second harmonic of density, reconstructed at $t = 0$, from a harmonic balance computation using two higher harmonics.

Figure 5: First harmonic of density, reconstructed at $t = 0$, from a linear harmonic (left) and a harmonic balance (right) computation including the zeroth and first harmonics.

first harmonic a non-zero right hand side is prescribed. Figure 7 shows that, as in the forward computation nonlinear effects lead to a non-negligible amplitude in the second harmonic of the adjoint solution, and also the solution for the first harmonic changes due to the coupling.
Figure 6: Density component of the adjoint solution for the entropy functional in the time domain (at $t = 0$) reconstructed using the first harmonic for linear harmonic (left) and harmonic balance (right) method.

Figure 7: Density component of the first (left) and second (right) harmonic of the adjoint solution in the time domain (at $t = 0$) for the entropy functional from an adjoint HB computation using two higher harmonics.
In Fig. 8, a comparison of the convergence histories for different setups is shown. The convergence of the adjoint linear harmonic computation is similar to the steady adjoint and forward linear harmonic computations, if the linear system is solved over the complex numbers. If it is treated as a real system within the GMRes algorithm, the convergence becomes somewhat slower. The convergence behaviour of the adjoint harmonic balance computations depends strongly on the number of harmonics. If only one harmonic (besides the zeroth) is considered, the convergence is still similar to that of the adjoint linear harmonic computation using GMRes in real mode. If two higher harmonics are included, significantly more iterations are needed. It has to be investigated if the convergence can be improved by different GMRes settings (e.g. restart interval or preconditioner) or if other solution techniques, e.g. pseudo-time marching, are more suitable for this kind of problems.

![Figure 8: Convergence history for linear harmonic, adjoint linear harmonic and adjoint harmonic balance computations compared with a steady adjoint computation. All computations have been carried out using a restart interval of 100.](image)

5 CONCLUSION

We have presented the derivation and implementation of adjoint frequency domain methods based on existing implementations of the linear harmonic and harmonic balance techniques. The functionality has been demonstrated using two model problems. The application to a turbine rotor shows the potential of the method for turbomachinery applications. Although the adjoint harmonic balance computations need significantly more computational time than the stationary adjoint, there is still a large speedup expected with respect to instationary adjoint methods in the time domain.
However, it has to be investigated if the current approach is also suitable for more complex problems or if different solution strategies are needed. Further topics for future work include the implementation of functionals which are relevant for aeroelastic analysis (e.g. modal work), the evaluation of sensitivities with respect to design parameters, the treatment of different boundary conditions and preconditioners, and the extension to several blade rows.
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