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ABSTRACT

Hyperspectral unmixing is a sub pixel classification method
which aims at recovering fraction and type of materials mixed
in a single pixel. This work addresses the unmixing problem
from the compressive sensing point of view by using over-
complete dictionaries enabling automatization of the process.
However, overcomplete dictionaries of spectra are highly co-
herent which might confuse the final unmixing result. To deal
with this problem we propose the use of differentiated spectra
for coherence reduction. In this paper we study the approxi-
mation error for the proposed method as well as the correct-
ness of the material detection.

Index Terms— Hyperspectral image, unmixing, sparse
approximation, derivative, coherence.

1. INTRODUCTION

Hyperspectral image data evaluation is one of the remote
sensing methods with increasing amount of publications on
new applications, methods and algorithms. The main advan-
tage of hyperspectral imagery is the possibility of sampling
each pixel with hundreds of contiguous bands spread over
a wide spectral range. This relatively new remote sensing
technique takes advantage of classical spectroscopy enabling
detailed spectral investigation for each pixel including ma-
terial detection and quantitative analysis of material content
for each pixel. However, on the other hand high spectral
resolution and huge amount of channels result in reduction
of the spatial resolution. Modern spaceborne hyperspectral
cameras have ground pixel sizes ≥ 30 m. This relatively low
spatial resolution leads to mixing of several sources (materi-
als) within one pixel. This makes detailed spectral analysis
of the hyperspectral image difficult. In remote sensing the
basic sources are pure material spectra which are known in
literature as endmembers.

The method for recovery of endmembers and estimation
of their amount for each pixel is called spectral unmixing. Re-
cently, spectral unmixing is intensively studied by many re-
searchers resulting in many methods where the endmembers
can be retrieved from the image in the manner of geometrical
approaches (vertex component analysis - VCA, pixel purity

index - PPI, N-FINDR, iterative error analysis - IEA), statis-
tical approaches (independent component analysis ICA-EA
[1]) or manual selection from existing databases of endmem-
bers. The quantitative approximation of the abundances in the
HSI data is often regarded as least squares problem. While
many existing algorithms are excellent tools for the commu-
nity and experienced users these methods can however work
only with a limited number of endmembers restricted by the
dimensionality of the HSI data. If the number of endmem-
bers exceeds the dimensionality of the spectral feature space,
fewer equations than unknowns lead to an infinite number of
solutions for this problem. To deal with this shortcomings,
spectral unmixing can be also addressed as a sparse approx-
imation problem. If we assume that the mixing of endmem-
bers is a linear process, then each measured pixel can be de-
scribed as a product of a known dictionary and a sparse co-
efficients vector using `1 norm as minimizer. In this case the
dictionary is overcomplete, which means that it consists of
more endmembers than the dimensionality of the signal. Dic-
tionaries can be created from existing databases containing
hundreds of spectra of different materials, measured using
field or laboratory spectrometers. Iordache at al. [2] tested
several sparse approximation methods for spectral unmixing
with different preselected spectral libraries. In [3] the authors
present new algorithms for sparse regression SUnSAL and
C-SUnSAL dedicated for solving underdetermined unmixing
problems.

In this work we present sparse approximation methods
with large overcomplete dictionaries focusing on coherence
reduction between the endmembers. We discuss a novel us-
age of spectral derivatives to increase the detection rate. We
test our approach for both, synthetic and real data.

2. METHODS

In this section we describe the method used for our experi-
ments with focus on sparse approximation for spectral unmix-
ing and material detection. We also describe spectral deriva-
tive as a dictionary coherence reduction method and its appli-
cation.



2.1. Linear spectral unmixing

Usually most HSI pixels are mixed i.e. they consist of sig-
nals from more than one source (endmember). The mixing
process can be modeled as a transformation T over the matrix
M [L×N ] containing N endmembers to describe the pixel y

y = T{M}+ ε, (1)

where ε is an additive noise and L is the dimensionality of the
pixel y. If we assume that the transformation T is linear i.e.
only single scattering occur for each detected photon, then the
mixing model can be formulated as

y = Ma+ ε, (2)

where a > 0 is a coefficient vector which defines the frac-
tional abundance of each material [1]. Linear spectral unmix-
ing aims recovery of the endmembers and their abundances
contained in a pixel.

2.2. Sparse Approximation

2.2.1. Spectral unmixing as a compressive sensing problem

In order to automate the unmixing process we could use a
large overcomplete mixing matrix containing all available
spectra (e. g. measured in field or in laboratory). If each
column of the mixing matrix is normalized to `2 unit length
it is called dictionary D with the columns as atoms ϕ. Then
a hyperspectral pixel y[L×1] can be interpreted as the mea-
surement of a sparse signal. Hence, the redundant dictionary
D[L×N ] is in this case a measurement matrix,

y = Dx, (3)

and x[N×1] is the coefficient vector. Through D with N > L,
the system of equations is underdetermined and has normally
an infinite number of solutions. Therefore, instead of solv-
ing y = Dx we can find such a solution x that minimizes
‖Dx− y‖2 where ‖·‖2 is the euclidean `2 norm with ‖x‖p =
p
√∑

|xi|p.
Since we expect that each pixel is a mixture of only few

endmembers we can look for a sparse approximation of x.
If we denote by ‖x‖0 = k the pseudo-norm `0 indicating
the number of non-zero elements of the vector x, then the x
vector is k-sparse.

min ‖x‖0 s.t. ‖Dx− y‖2 6 ξ, (4)

where ξ > 0 is the tolerance value. The solution of the above
problem is called the sparse solution to equation. 3.

2.2.2. Basis Pursuit

Since equation 4 is a non-convex, combinatorial optimization
problem, it is difficult to solve. Instead we can use the `1

norm as a minimizer which also promotes the sparsest solu-
tion. This minimization problem can be written as

min ‖x‖1 s.t. ‖Dx− y‖2 6 ξ, (5)

known as basis pursuit (BP) [4].

2.2.3. Coherence of the dictionary

BP does not recover the solution for problem 4 directly, but
under certain condition it is able to recover the sparsest solu-
tion for the underdetermined system. One of the most impor-
tant condition in sparse approximation methods is the mutual
coherence. Mutual coherence is a measure of maximum co-
herence between pairs of atoms ϕ of the dictionary.

µ = max
i6=j
|ϕᵀ

i · ϕj |. (6)

However, mutual coherence is a worst-case measure, in prin-
ciple the smaller the coherence between the atoms, the sparser
the abundance vector which can be approximated using the `1
minimization [5].

2.3. Derivative of spectrum

(a) Original dictionary. (b) Transformed dictionary.

Fig. 1. Coherence matrices for the dictionaries: a) contain-
ing original spectra and b) containing derivatives of original
spectra.

The differentiation of the function estimates the slope over
the changing independent variable. In our case the indepen-
dent variable is the band number. We calculate the derivative
of a spectrum in the following way

∂y

∂bi
=
y(bi)− y(bj)

∆b
, (7)

where b is a hyperspectral band, ∆b = bi − bj and bi > bj .
The differentiation of spectra does not result in more informa-
tion that is contained in the original bands but it is possible to
decrease background reflectance and can therefore consider-
ably improve the detection of convoluted weaker absorption
features. We calculate the derivatives for each atom in the li-
brary. The comparison of the coherence matrices for both the
original and the transformed dictionary using the derivative
method can be seen on fig. 1. The derivative methods are
further described in [6, 7].
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Fig. 2. Results for the test with simulated hyperspectral pixel. Sub-figures (a-e) show approximation of the abundance vector
x. Upper plot is for original data, lower for differentiated data. Plots (a-e) are composed of two different equally distributed
spectra (no. 559 - 50% and 700 - 50%) SNR: 50, 200, 300, 400, 500. (f) is a plot of ratio between sparsity and approximation
error. (g) shows approximation error for different SNR.

3. EXPERIMENTAL RESULTS AND DISCUSSION

We have tested our method with simulated as well as real
AVIRIS data [8]. The algorithm has been assessed for the
detection rate, the `2 approximation error for different signal
to noise ratios (SNR), and also how the `2 error changes with
respect to the sparsification of the abundance vector.

For the experiment we use the USGS spectral library
[9]. The library consists of 1365 spectra, but due to missing
readings of many spectra, and incorrect values we have re-
duced the size of the library atoms to 813. Each atom was
re-sampled to 224 bands according to the AVIRIS airborne
sensor. After band selection the dictionary size is D[154×813].

3.1. Simulated data

Simulated pixels have been created using spectra from the
dictionary consisting of equally distributed two endmembers,
randomly selected from the dictionary. To test a further pa-
rameter different SNR have been added. We have calculated
abundances for the test pixels for both, original spectra and
derivative of the spectrum. Results for this test are shown in
fig. 2 (a-e). Since the selected spectra (Kaoline - no. 559
and Plastic PETE - no. 700) have high coherence (0.90) to
each other and to neighborhood it causes confusion in the ap-
proximation of the coefficients. Coherence between the both
derivatives of the spectra is 0.25. Consequently we test the

simulated pixels for the `2 approximation error for different
SNR see fig. 2 (g). The error for SNR = 50 is 0.39 and it
consistently decreases with reduction of the noise to 0.18 for
SNR = 600. The figure 2 (f) shows the relationship between
the sparsity and the `2 approximation error. This results have
been calculated for different ξ tolerance values to indicate
the best ratio between the sparsity and the approximation er-
ror. Using derivatives the sparsest solution is ‖x‖0 = 3 and
the residual ‖Dx − y‖2 is 0.18, while for the original data
‖x‖0 = 13 and the `2 approximation error is equal 0.02. Our
method indicated only one wrong endmember (no. 701) for
almost all test cases, which has very high coherence of 0.99
to the endmember no. 700. Only for very low SNR = 50 (fig.
2 (a)) our method indicats two wrong endmembers (no. 211
and no. 701), which is not possible to eliminate with the `1
penalty due to relatively high coefficients. However, the use
of derivatives increases the detection reliability. But it has
to be noted that differentiating the signal enhances not only
spectral features but also amplifies the noise.

3.2. AVIRIS data

For this test we have used freely available AVIRIS hyperspec-
tral image data [8]. From this image we have selected a region
of 612 × 512 pixels with 154 out of 224 spectral bands. The
abundances for each differentiated pixel have been approxi-
mated using BP technique. The elements of the dictionary
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Fig. 3. Abundance maps created using the proposed method.

D[154×813] have been differentiated, too. Mean ‖x‖0 for all
pixels in the image is about 3.06. In this study case we con-
centrated on material detection and approximation of abun-
dance values. Here we imply that all materials on ground
are available in the dictionary. Selected abundance maps are
shown in fig. 3. This experiment shows feasibility of use of
the proposed algorithm with the real data. Further quantitative
analysis is addressed as future work.

4. CONCLUSIONS

In this work we propose to use sparse approximation meth-
ods with large overcomplete dictionaries for spectral unmix-
ing and material detection. To deal with detection confu-
sion caused by high coherence of the dictionary, we intro-
duce derivatives of spectra. This transformation of the signal
significantly decreases overall coherence of the dictionary in
comparison to the original spectra.

Experiments on simulated data show that the reduced co-
herence of differentiated dictionary enables sparser approxi-
mation and thus smaller detection confusion. However, use
of the derivative method increases the approximation error.
Hence, the improvement of the trade off between error and
detection of actual endmembers is an important issue for fu-
ture work.

We also show the applicability of the proposed method us-
ing real hyperspectral image data producing reasonable sparse
results.
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