Vertical profiles of microphysical particle properties derived from inversion with two-dimensional regularization of multiwavelength Raman lidar data: experiment
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Inversion with two-dimensional (2-D) regularization is a new methodology that can be used for the retrieval of profiles of microphysical properties, e.g., effective radius and complex refractive index of atmospheric particles from complete (or sections) of profiles of optical particle properties. The optical profiles are acquired with multiwavelength Raman lidar. Previous simulations with synthetic data have shown advantages in terms of retrieval accuracy compared to our so-called classical one-dimensional (1-D) regularization, which is a method mostly used in the European Aerosol Research Lidar Network (EARLINET). The 1-D regularization suffers from flaws such as retrieval accuracy, speed, and ability for error analysis. In this contribution, we test for the first time the performance of the new 2-D regularization algorithm on the basis of experimental data. We measured with lidar an aged biomass-burning plume over West/Central Europe. For comparison, we use particle in situ data taken in the smoke plume during research aircraft flights upwind of the lidar. We find good agreement for effective radius and volume, surface-area, and number concentrations. The retrieved complex refractive index on average is lower than what we find from the in situ observations. Accordingly, the single-scattering albedo that we obtain from the inversion is higher than what we obtain from the aircraft data. In view of the difficult measurement situation, i.e., the large spatial and temporal distances between aircraft and lidar measurements, this test of our new inversion methodology is satisfactory. © 2011 Optical Society of America

1. Introduction

This paper follows up on [1], which presents a theory for the inversion of lidar data with two-dimensional (2-D) regularization (or smoothing). This method is used to infer profiles of microphysical properties of atmospheric particles from a set of profiles of particle backscatter and extinction coefficients. Two-dimensional regularization means that we apply smoothing of the particle size distribution (PSD) that is to be inferred for a given optical input data set, which is regularization along the first dimension, and that we apply another smoothing constrain
along the vertical dimension, which is regularization along the second dimension.

The optical data are collected with multiwavelength aerosol Raman lidar. This instrument type has evolved in the past 15 years into a reliable technology for quantifying microphysical parameters of particulate pollution, e.g., effective radius and single-scattering albedo. First inversion results derived with the classical methodology of inversion with regularization are presented by [2–5]. Since then, the methodology has been continuously improved [6–11].

Many more multiwavelength Raman lidars have been developed in recent years. Most of the new lidar stations are operated by the European Aerosol Research Lidar Network (EARLINET) [12,13]. Some stations exist outside Europe, e.g., in South Korea [14,15]. In the near future, the first airborne multiwavelength lidar will become operational [16]. There are plans for space-borne multiwavelength aerosol lidars; see [17] and http://dsm.gsfc.nasa.gov/ace/index.html. The enormous amount of data that will come from such instrument platforms calls for unsupervised and near-real-time processing of optical data into microphysical data products. This strong demand for improved inversion methodologies is the motivation for developing the method that we denote as inversion with 2-D regularization (or smoothing).

In contrast to the classical one-dimensional (1-D) regularization method, the 2-D method is intrinsically designed for inferring profiles of microphysical particle properties by inverting either complete or sections of profiles of optical data (combination of backscatter and extinction coefficients). The classical inversion method requires time-consuming data preprocessing, in which an operator has to identify the height sections that are most suitable for data inversion. This methodology, furthermore, requires time-consuming postprocessing of the solution space. The classical regularization methodology thus needs a specialist who is familiar with the concept of ill-posed inverse problems [18,19] and who possesses strong background knowledge in atmospheric aerosol physics to extract a reasonable physical solution space from the mathematical solution space that is found in the first step of data analysis.

The 2-D regularization technique reduces this time-consuming data processing considerably. Simulation studies carried out so far show that this methodology outperforms the inversion with classical regularization for the case of effective radius and number, surface-area, and volume concentrations; see Fig. 8 in [1]. We do not see any significant improvements regarding the retrieval accuracy of the complex refractive index; see Fig. 8 in [1]. However, we also have to state that both methodologies tend to overestimate parameters of the PSD, i.e., effective radius and number, surface-area, and volume concentrations. This overestimation may be caused by an inappropriate use of constraints as, for instance, the nonnegativity of PSDs, smoothness of the inferred PSDs, and the way we perform error estimation of the inversion results [3,4]. Alternative approaches of using constraints in the inversion of optical data may be found in [7,8,20].

In addition to sensitivity studies that are intended to further improve our inversion technology, we need to validate/test our algorithm with experimental data. We need microphysical particle parameters measured with independent methods, which makes such comparison studies quite laborious in terms of work effort and experimental costs.

Raman signals are comparably weak. The inversion of multiwavelength Raman lidar data is therefore restricted to data acquired during nighttime measurements. Lidar data are affected by the so-called overlap effect [21], which means that, depending on instrument type, we cannot use data in the lowest few hundred meters above the instrument.

Airborne in situ measurements in the vicinity of the lidar station thus are the best way of collecting the necessary high-quality validation data. The aircraft should also carry a (one-wavelength) lidar that permits observing the horizontal and vertical layering of the investigated pollution plumes near the multiwavelength lidar ground station. We need to keep in mind that we have to average the optical signals of the ground-based measurements. In dependence of the laser power and the intensity of the Raman return signals, this may mean that data averaging times can be up to 1–2 h. In view of such long data averaging times a lidar aboard the aircraft provides valuable information regarding optical and geometrical properties of the aerosol plume in a wider area around the ground-based system. These very high demands have so far resulted in collection of only two validation/comparison data sets since 1998 [22].

We present in this contribution one new case study. This measurement describes an aged biomass-burning aerosol plume. We collected data by aircraft [23] in the same aerosol plume, but a few hundred kilometers upwind of our lidar station. As the measurements by lidar and aircraft were not collocated, the optical and microphysical properties of the pollution layer could have changed during the time of observation by aircraft and by the lidar, regardless of the fact that the transport path of the plume was from west to east over Europe.

However, as will be shown later, the two portions of the plume originated from the same source region in Canada. We assume that the intensive optical and microphysical particle properties did not vary significantly in this plume. Furthermore, the pollution plume was already well aged (several days of transport time) [23] when it arrived in the area where the airborne measurements (in West Europe) were carried out. We assume that the intensive particle properties, i.e., particle effective radius, complex refractive index, and single-scattering albedo, did not change significantly along the comparably short path from the area of the airborne measurements to
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the lidar station in Germany. However, we cannot exclude that the particle extensive properties, i.e., number, surface-area, and volume concentrations, changed during this transport. Despite these trade-offs, we believe that a comparison between lidar and aircraft data is worthwhile and that it can show us to some extent the performance capabilities of the new methodology.

In Section 2, we briefly describe the methodology. The case study is described in Section 3. In Section 4, we present the comparison to the data that we obtained from the airborne measurements. We close our contribution with a summary in Section 5.

2. Methodology

A. Multiwavelength Lidar

The optical data were collected with Multiwavelength Atmospheric Raman lidar for Temperature, Humidity, and Aerosol profiling (MARThA) [24]. The multiwavelength lidar is installed in the main building of the Leibniz Institute for Tropospheric Research in Leipzig (51.3 °N, 12.4 °E), Germany. The lidar is used for observations in the framework of EARLINET [12].

The instrument emits laser pulses at 355, 532, and 1064 nm. From the elastically backscattered signals, and signals inelastically (Raman) scattered from nitrogen and water-vapor molecules, we determine particle volume backscatter coefficients at 355, 532, and 1064 nm, and particle volume extinction coefficients at 355 and 532 nm [9,25]. Particle extinction-to-backscatter (lidar) ratios at 355 and 532 nm, and extinction-related (wavelength pair 355/532 nm) and backscatter-related (wavelength pair 355/532 nm and 532/1064 nm) Ángström exponents follow automatically. The relative error (1 standard deviation) of the volume backscatter coefficients in the free troposphere ranges from 5% to 15%. The relative errors of the extinction values are between 15% and 20%. The absolute error of the extinction coefficients is 1.5–4 Mm⁻¹ (Mm⁻¹ = 10³ m⁻¹); see also [26].

The profile of relative humidity was computed from a radiosonde launch. The sonde was launched approximately 40 km to the northwest of Leipzig.

B. Inversion with Two-Dimensional Regularization

The methodology is explained in detail in [1]. Complete sections of profiles of backscatter and extinction coefficients are used as input to the algorithm. We solve the ill-posed inverse problem for the profiles of particle effective radius, profiles of number, surface-area, and volume concentrations, and profiles of the complex refractive index. From these profiles, we calculate profiles of the single-scattering albedo with a Mie-scattering algorithm [27].

Our experimental data are affected by the overlap effect [21], which does not permit us to use profile information below approximately 1000 m height. Our inversion method tends to smooth gradients in the profiles, i.e., values of particle microphysical parameters may be lower/larger than the true values in height sections where the underlying optical data undergo strong changes within a few height bins [1]. Strong gradients in the optical profiles may thus cause significant errors in the retrieved parameters. A method that allows us to quantify the strength of the gradient above which retrieval errors increase significantly is left for future development work.

C. Identification of the Origin of Aerosol Plumes

We used the transport model FLEXPART [28,29] to identify the source region of the plume that was observed over Leipzig and encountered by the aircraft. FLEXPART simulates the long-range transport, dry and wet deposition, and dispersion of air pollutants released from point, line, or volume sources. FLEXPART treats advection, convection, and turbulent diffusion of linear tracers by calculating the trajectories of a multitude of particles that are transported both by the resolved winds and by parameterized subgrid motions [29,30]. For this study, FLEXPART was driven both by global model-level data from the European Centre for Medium-Range Weather Forecasts with a temporal resolution of 3 h, a horizontal resolution of 1° x 1°, and 60 vertical levels, and with data from the National Centers for Environmental Prediction Global Forecast System. FLEXPART was used here in backward mode to identify the sources of sampled air masses. The primary output of the backward simulations is an emission sensitivity identifying the areas where emissions could have affected the sampled air mass. Also important for this study are derived maps of biomass-burning source contributions for a carbon monoxide tracer.

3. Aged Forest-Fire Smoke from North America

Figure 1 shows a contour plot of the forest-fire smoke plume and the particle backscatter coefficient at 532 nm. The smoke plume extends to approximately 8 km height above sea level. We see traces of the plume at least up to 9 km height. The top of the planetary boundary layer is at around 2.5 km height. Relative humidity drops from around 90% to 15% at 3 km height above sea level.

We carried out FLEXPART simulations for various arrival heights and arrival times of the plume over the lidar site and along the aircraft flight track (see http://www.esrl.noaa.gov/csd/ICARTT/analysis/index.html). Figure 1 shows an example of the results for the layer arriving 4–5 km above Leipzig. The column-integrated emission sensitivity shows the pathway of the air mass from boreal North America to Europe. By folding the emission sensitivity map for the lowest model level (not shown) with fire emissions of carbon monoxide estimated by using satellite fire hot-spot data, we derived a source contribution map. This map shows that the smoke plume originated from fires that burned in Alaska and northwestern Canada about 7–10 days before the measurement.
We find that the aircraft encountered a portion of the smoke plume that was transported eastward toward the lidar site. We therefore assume that the lidar likely observed a similar part of the smoke layer that was also observed by aircraft, i.e., the source region observed by lidar and aircraft was the same. We certainly cannot expect a perfect agreement of the microphysical and optical properties that are compared in this study. This uncertainty also exists, because the aircraft did not carry a lidar aboard. Thus, we cannot compare the structure (in time and space) of, e.g., the particle backscatter coefficient, which would be a straightforward parameter for quality assurance.

In view of these uncertainties, we expect, at most, comparably good agreement for particle intensive parameters (effective radius, complex refractive index, and single-scattering albedo). In contrast, deviations between inversion and in situ measurements are likely to occur for particle extensive parameters (number, surface-area, and volume concentrations).

Figure 2 shows the profiles of backscatter and extinction coefficients, extinction-to-backscatter (lidar) ratios, and extinction- and backscatter-related Ångström exponents of the smoke plume. We show the smoothed data profiles that were used for the inversion algorithm. In the case of the backscatter profiles, we also show the profiles with less smoothing.
which thus gives an impression of the vertically varying structure of the biomass-burning layer.

The error bars of the optical data describe the random errors of the lidar signals. The error bars also take into account typical values of the uncertainties due to backscatter calibration, assumption of the Ångström parameter, and uncertainties of the temperature and pressure profiles.

The main part of the smoke plume was in the free troposphere. The plume reached a top height of approximately 9 km above sea level (asl). A typical feature of aged smoke plumes are lidar ratios that are lower at 355 nm compared to the lidar ratios at 532 nm; see also [26,31,32].

The extinction-related Ångström exponent (355/532 nm wavelength pair) varies between 0.6 and 1, indicating comparably large particles. For comparison we find values above 1 for anthropogenic pollution from North America [33].

The backscatter-related Ångström exponent at the wavelength pair 532/1064 nm varies between 0.6 and 1 in height above approximately 3 km asl. The backscatter-related Ångström exponent for the wavelength pair 355/532 nm shows significantly higher values of approximately 2 in the central part of the plume (2.5–5.5 km asl).

The profile of the linear volume (particles + molecules) depolarization value (not shown) points at particles that are nearly spheres. We find values of 3% (above 3 km height asl), which is also characteristic for aged smoke from North America [26]. Furthermore, we often find a comparably low relative humidity in such aged smoke plumes [26]. In the present case, we find values below 25% in the center of the smoke layer.

Figure 2 also shows the microphysical parameters retrieved with 2-D regularization. For comparison we also show the results derived with 1-D regularization as described by [1]. The difference between the two methods described therein is that 2-D regularization uses a smoothing constraint along the vertical dimension, whereas the 1-D regularization does not use this smoothing constraint. That means, in each height bin of the profile, only regularization of the optical data for the respective height bin is done.

The extinction-related Ångström exponent (355/532) significantly drops at 6 km asl. This decrease may either be an artifact that results from processing of the optical data, or a real physical effect. This sudden change of the extinction-related Ångström exponent, in turn, may cause the sudden change of the microphysical parameters around 6 km height. In this sense, we cannot rule out that the microphysical parameters are affected by significantly larger errors at about 6 km height than indicated by the error bars. This result calls for further work regarding the characterization of our new methodology, particularly if there are aerosol layers with complicated structure.

Figure 2 finally shows the inversion results if we use the 1-D method in the classical (or traditional) way, as described by [3,4]. We selected nine height layers. The height layers are indicated by the vertical error bars in Fig. 2.

In the traditional way of 1-D inversion, we do not invert complete sections of optical profiles. We rather select height layers, for which we average the optical data and from which we compute the microphysical parameters by inversion. We point out that this approach is currently used in all our data inversion, and that this technique of layer selection is one of the reasons for the time-consuming data processing. We show these results from the traditional approach as an example that illustrates the advantage of the new methodology.

If we compare the results for the microphysical parameters we see that the methods of 2-D regularization and 1-D regularization (without vertical smoothing constraint) converge to rather similar results. This result has to be expected in view of the rather smooth optical profiles. However, we see that the classical (traditional) method of our inversion methodology, which uses selected height layers, produces microphysical parameters which in part deviate significantly from the inversion methodology (1-D and 2-D) that uses the profiles. Particularly, we find larger error bars compared to the 1-D and 2-D methods. This higher uncertainty to our understanding is caused by the missing correlation information that is included in an automated manner (intrinsically) in the 1-D and 2-D approaches. In fact, we could also force the results of our traditional methodology to the results that we obtain with the 1-D regularization (without vertical smoothing constraint). In that case, we would need to undergo significant additional work load as we would need to include the correlation information by hand. Correlation information means the following: if optical data, particularly the intensive optical properties, do not change significantly between successive height bins, there is reason to believe that the underlying microphysical parameters (particularly the intensive microphysical properties) also do not change significantly between these successive height bins. This correlation information is used in our 1-D regularization (without vertical smoothing constraint) by the use of a specific averaging procedure [1], which takes into account whole profiles or section of profiles during the postprocessing analysis.

The mean value of effective radius varies around 0.2–0.25 μm in the center of the plume. Around 1.5–2 km height and around 6 km height, we find a comparably strong increase of particle size. The profiles of number, surface-area, and volume concentrations reach peak values at 4–5 km.

The increase may be caused by a relatively strong increase of relative humidity, which also shows a peak above 6 km asl (see Fig. 1). However, this new inversion methodology still is in a very exploratory status. We cannot rule out that instabilities of the inversion algorithm in the vicinity of strong gradients...
of the optical profiles cause an artificial increase of particle size. The error bars in Fig. 2 describe the 2-D regularization method. The gray-shaded bars describe the uncertainty derived with the 1-D methodology. We find errors of < ± 50% in the center of the particle plume. In view of the exploratory status of algorithm development, the magnitude of the uncertainty bars is acceptable. We note that the 2-D regularization methodology, on average, delivers smaller uncertainties than the 1-D methodology. The classical 1-D methodology, if used in the traditional way (layer...
The real part and the imaginary part of the complex refractive index vary little with height. Error bars are of the order of 5% for the real part (absolute error of 0.1) for the case of the 1-D regularization methodology. Errors are slightly lower in the case of the 2-D methodology. Uncertainties are approximately 100% for the imaginary part for both regularization methods. Again, we see that we obtain the largest uncertainties if we use the classical 1-D methodology with layer selection (traditional way).

The column-mean value of the single-scattering albedo at 532 nm is 0.94, and the mean error is ±0.05, which is approximately 5% relative error. A very similar mean value is found with the 2-D regularization methodology. The mean error is slightly lower compared to the 1-D methodology. As before, the largest uncertainties follow from the classical 1-D methodology with layer selection.

As pointed out in Section 1, we aim for an unsupervised data analysis. One flaw of our inversion methodology is that we certainly cannot retrieve the complete coarse mode fraction of the PSD because of the limitations of available measurement wavelengths. The maximum wavelength is 1064 nm, which restricts the retrieval to particle sizes of approximately 3–5 μm; see also [11].

In the present example of biomass-burning aerosol, we think that this upper particle size limit does not cause too much uncertainty in our retrieval. However, in cases like mineral dust, which is characterized by a significant number concentration of particles in the coarse mode fraction of the PSD, this restriction to 3–5 μm will be a major problem.

In this sense, our methodology can be mainly used to infer the fine mode fraction of the PSD. We define the fine mode fraction as that portion of the PSD for which particle radius is less than 1 μm; see, for instance, [20].

For this reason, we may use the ratio of particle effective radius in the fine mode fraction of the PSD to particle effective radius of the complete PSD (as retrieved by the inversion code) as a quality flag parameter. Figure 2, for example, shows that its ratio, on average, is larger than 0.6 throughout the profile in the case of 1-D regularization. We find values above 0.7 for the case of the 2-D regularization method.

In the ideal case of a value of 1, this ratio shows us that the retrieved PSD does not contain any particles with radius above 1 μm, and we can be certain that we do not lose a significant part of the PSD in our unsupervised retrieval. This value of 1, however, can be reached only theoretically. In practical application, the inversion code will always deliver a certain number of particles above 1 μm because of inversion uncertainties and measurement errors.

We point out that we still need to carry out simulation studies that show which value for this ratio is best suited as a flag parameter in the sense of an automated data analysis. In future developments of the inversion methodology, we will use this ratio with respect to number and/or surface-area and/or volume concentration as additional flag parameters.

4. Comparison to Aircraft Data

The aircraft data were taken at different flight levels along the western rim of the European continent on 22 and 23 July 2004. The biomass-burning plume was advected from North America to Europe during several days, and we assume that the plume was already well aged when it arrived over Europe. For this reason, we believe that the values of the particle intensive parameters (effective radius, real and imaginary part of the complex refractive index, and single-scattering albedo) did not change significantly between the time and location of the aircraft observations and the time of the lidar observations over Leipzig.

FLEXPART simulations show that the footprints for the aircraft and the lidar observations are rather similar for the observation times and locations of the two measurement platforms. This similarity indicates that lidar and aircraft likely observed a portion of the smoke plume that originated from the same source region. However, as the measurements are not collocated, we cannot expect a perfect agreement for the parameters tested in our study.

Figure 2 shows that the best agreement of the results from the two methodologies (airborne in situ observations and data inversion) is for effective radius. The agreement is better for the case of the 2-D inversion methodology than for the two ways that we applied the 1-D inversion methodology, i.e., in the classical way [3] and without an additional smoothing constraint [1]. Effective radius certainly is the most robust parameter in view of the retrieval uncertainties of the inversion.

We do not expect that the inversion results for the three extensive parameters, i.e., number, surface-area, and volume concentrations, agree well to the airborne observations because of the lack of collocation of the two instruments. Another reason for disagreement follows from a common problem if we want to compare results from remote sensing and in situ observations. Both methodologies may be sensitive, in terms of received measurement signal, to different particle size ranges. This problem will be discussed further below.

All three extensive parameters from the data inversion tend to be lower than the results from the airborne observations. Unfortunately, the aircraft measured only in three flight levels, which were relatively close together. There seems to be a height dependence of the parameters in these three flight levels. A maximum in volume and surface-area concentration appears around 5 km height. A similar maximum in the lidar-derived profiles exists a few hundred meters lower. Backward trajectory analysis (not shown here) indicates that the air mass descended by a few hundred meters over west-central
Europe. In this sense, we may conclude that our lidar inversion algorithm at least catches a similar signature of the extensive parameters. In view of the very sparse data set, this conclusion is speculative. It is obvious that there is strong need for airborne validation studies in which flight levels cover a sufficiently broad altitude range.

Figure 2 shows that the real part (another intensive parameter) from the aircraft measurements is rather close to the inversion results. The third intensive parameter is the imaginary part. The airborne observations result in higher values compared to the numbers that follow from the data inversion. On average, the 2-D inversion methodology delivers slightly better agreement than the 1-D inversion methodology.

The complex refractive index certainly is the parameter with the largest uncertainty in our comparison study. This parameter is difficult to derive from in situ observations. The inversion results are affected with rather high uncertainties. Furthermore, we have no information on how this parameter may change during transport time.

We need to keep in mind that the real part of naturally occurring aerosol particles has a comparably low variability from around 1.35 to approximately 1.7. The imaginary part usually varies between around 0 (nonabsorbing material) to approximately 0.1 (light-absorbing soot mixed with some nonabsorbing compounds). Our inversion retrievals usually have at least 5% uncertainty in the real part and 50% in the imaginary part, according to simulation studies carried out in the past 10 years. In this sense, we cannot expect any better agreement to the airborne measurements.

Figure 2 shows results for single-scattering albedo derived from the airborne data. We used the parameters for the PSDs and the complex refractive indices and we computed the single-scattering albedo at 532 nm. Results for single-scattering albedo derived at 440, 550, and 600 nm are presented by [23,34].

The data products from inversion lead to a higher single-scattering albedo compared to the results from aircraft. This result has to be expected in view of the lower imaginary parts that were derived with the inversion algorithm. The difference is approximately 0.06, which is still surprisingly low in view of the differences for the imaginary parts (almost a factor 2). We assume that this comparably low difference for the single-scattering albedo is caused by a compensation process. The disagreement for the imaginary part and the real part of the complex refractive index is compensated for by disagreement of the PSD.

Figure 3 shows examples of PSDs obtained from the 2-D inversion; the 1-D inversion shows very similar size distributions. The shape of the PSD cannot be derived with high accuracy due to the limitations of the number of optical data points, the limited range of measurement wavelengths, and lidar measurement uncertainties. Nevertheless, it is worthwhile comparing the PSDs to the in situ measurements. For instance, we expect that, regardless of the uncertainties from data inversion, the aircraft measurements should result in particle concentrations that are larger at smaller particle radii, as we shall explain further below. We present these PSDs for three flight levels of the aircraft.

In both methods (in situ measurements and inversion methodology), we find a rather similar shape of the PSDs. We see that, for two out of the three aircraft flight levels, the peak of the size distribution measured in situ is located at nearly the same particle radius as what the data inversion delivers. In the highest of the three flight levels the inversion methodology shows the maximum value of the PSD at a larger particle radius. The maximum volume concentrations of the PSDs (at the value of the mode radius) measured in situ are considerably higher than the peak values retrieved with the inversion method.

Differences between the PSDs from the two instrumentation platforms may arise for several reasons. Errors in data inversion may be one reason. The spatial distance of several hundred kilometers is another factor of uncertainty. We also need to keep in mind that the measurement platforms (lidar and aircraft instruments) are sensitive to different size ranges of the investigated PSDs.

The available measurement wavelengths from lidar do not allow us to obtain accurate information on particles with small radii. The minimum measurement wavelength of our lidar system is 355 nm. According to Mie-scattering theory, the strongest sensitivity of light-scattering occurs if particle size is approximately in the range of the sounding wavelength. Thus, we have to assume that the sensitivity of the emitted radiation at 355 nm with respect to particle size decreases below a particle radius of 100–150 nm.

It is impossible to give an exact number on this lower particle radius, as our inversion methodology
not only uses this measurement wavelength as input, but also 532 nm and 1064 nm. Furthermore, we use several constraints in our inversion methodology. We use a smoothness constraint, and a number (respectively volume) concentration of 0 needs to be reached at the lower and upper end of the retrieved PSD. This latter constraint is achieved by using triangles as base functions from which we reconstruct the investigated PSDs [3]. The use of such type of base function naturally leads to an extrapolation of the PSD at the lower and upper ends of the reconstructed particle radius range.

We assume that our methodology provides us with useful information on the PSD for particle radii above 50–100 nm, which, however, cannot be seen as a fixed number for each and every measurement case. This number range must be considered as a soft constraint, as it depends on the specific properties of the investigated PSD, e.g., effective radius and complex refractive index, and measurement errors.

Our assumption on the useful number range of 50–100 nm also rests upon the rather limited number of simulation studies in which we tried to estimate this lower size limit, e.g., [5]. Finally, this value of 50 nm was also used in an older study where we compared size distributions from aircraft to inversion results [22].

The comments that are made for the lower particle size range also hold for the upper radius range. According to Mie theory, we have to expect that the maximum sensitivity of the lidar return signal with respect to particle diameter is at around 1 μm. Keep in mind that the maximum measurement wavelength of our lidar system is 1064 nm. Reference [11] shows that, under most favorable conditions, effective radii of 2 μm can be derived. This puts the maximum size range of retrievable particle radii to less than 10 μm.

Summarizing the above comments, we need to compare the PSDs and, thus, effective radius and the integral parameters, for size ranges for which we believe that both instrument techniques are sensitive. Thus, we investigated the size parameters for different size ranges.

Table 1 shows the results of a sensitivity study in which we computed the parameters of the derived PSDs (shown in Fig. 3) for four different radius ranges, i.e., two different minimum values (50 and 100 nm) and two different maximum values (1 and 10 μm).

Number concentration from inversion is approximately 50% lower than the in situ measurements, regardless of the lower and upper limit of particle radius. The deviations between lidar data inversion and in situ measurements of surface-area concentration are approximately 20%–30%, and slightly less than 5% for volume concentration. The percentage difference between in situ and inversion results does not decrease significantly if we use a larger value (100 nm instead of 50 nm) for the lower integration limit. The effect is most pronounced for number concentration.

Regarding effective radius, the deviation between in situ and inversion results is approximately 20%. We do not find any significant dependence of the deviation with respect to the lower and upper integration limit. Regarding single-scattering albedo, the dependence on the lower and upper integration limits also is insignificant.

Naturally, number concentration changes significantly if the lower integration limit is increased. Number concentration obtained from the lidar data and from the in situ data decreases by nearly the same amount. In our opinion, this result shows that the choice of the lower integration limit cannot explain the observed deviations of the lidar and in situ derived data.

Regarding the upper integration limit, we do not see any significant changes for number and surface-area concentration and effective radius. Volume concentration from lidar and in situ measurements changes by less than 10%. We consider this change insignificant in view of the overall retrieval uncertainties of the two methods. We do not find any change for single-scattering albedo at 532 nm.

5. Summary and Outlook

We present a comparison study of our newly developed method of inversion with 2-D regularization. This method of 2-D regularization (or smoothing) can be used to infer whole sections of profiles of microphysical properties from the inversion of profiles of optical data acquired with a standard multiwavelength Raman lidar, i.e., backscatter coefficients are
measured at 355, 532, and 1064 nm, and extinction coefficients are measured at 355 and 532 nm.

PSDs were measured in situ aboard a research aircraft. From these size distributions, we infer particle effective radius and number, surface-area, and volume concentrations. The complex refractive index and single-scattering albedo were derived, too.

We investigated a case of an aged forest-fire smoke plume advected from Canada to Central Europe. For particle effective radius, which is an intensive property, we find very good agreement of the inversion results to the in situ data. Number, surface-area, and volume concentrations, which are extensive parameters, are for the most part lower, compared to the in situ data. These lower values of number, surface-area, and volume concentrations may be due to errors in our inversion methodology, or inhomogeneities in the pollution plume. The fact that the aircraft did not measure near the lidar site certainly is the biggest disadvantage of our comparison study. However, dilution processes may have caused a decrease of these extensive parameter while the plume traveled across Europe. In this sense, we may not even obtain the same values of the extensive parameters for the two observation sites.

Another intensive particle property compared in our study is the complex refractive index. The data inversion delivers systematically lower imaginary parts, compared to the in situ observations. Regarding the real part, we find similar values from inversion and in situ measurements.

Single-scattering albedo derived from our methodology is consistently larger than what we find from the in situ observations. The uncertainty levels of single-scattering albedo from the inversion methodology are less than 5%. Within the uncertainty levels, the results from both methodologies are just about the same.

The new methodology, in general, delivers inversion results with considerably less work effort. In addition, data processing speed is higher. We cannot draw a general conclusion on the applicability of the new methodology, as we need many more measurement cases of collocated airborne in situ and ground-based lidar observations. However, we believe that the new methodology can at least be used to infer particle effective radius. Any detailed validation study of this inversion methodology should preferably include aircraft observations at the lidar site.
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