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Zusammenfassung 

Radar mit synthetischer Apertur (SAR) ist eine seit vielen Jahren bewährte Methode zur 
Fernerkundung. SAR ist aufgrund seiner Fähigkeit, nahezu unabhängig von Lichtverhältnissen 
und Wetter eine hoch aufgelöste Abbildung der Erdoberfläche zu gewährleisten, zum vielseiti-
gen Einsatz in der Erdbeobachtung geeignet. Allerdings sind bisherige, „konventionelle“ SAR-
Systeme, die nur auf einer einzelnen Sende- sowie Empfangsantenne basieren, nicht in der Lage, 
die zunehmenden Anforderungen hinsichtlich verbesserter geometrischer Auflösung einherge-
hend mit vergrößerter abgebildeter Streifenbreite zu erfüllen. Um diese inhärente Systembe-
schränkung zu überwinden, wurden verschiedene neuartige Verfahren vorgeschlagen, die alle 
auf einer Mehrzahl von Empfangskanälen basieren. Dadurch werden gleichzeitig mehrere Signa-
le empfangen und somit im Vergleich zu konventionellen Systemen zusätzliche Informationen 
gesammelt, die es erlauben, einen breiten Streifen abzubilden und dabei gleichzeitig eine hohe 
geometrischer Auflösung zu gewährleisten (high-resolution wide-swath imaging). Die vorlie-
gende Arbeit fasst in einem ersten Schritt die vorgeschlagenen Systemarchitekturen und Konzep-
te zusammen, wobei der Schwerpunkt auf mehreren Kanälen in Flugrichtung („Azimut“) liegt. 
Danach wird ein innovativer Algorithmus vorgestellt, der geeignet ist, die von solchen Multi-
Kanal-Systemen empfangenen Daten zu prozessieren. Es folgt die umfassende Analyse dieses 
Multi-Kanal-Rekonstruktions-Algorithmus, beginnend mit einer theoretischen Untersuchung, 
wie die Systemleistung durch die Signalverarbeitung beeinflusst wird. In einem weiteren Schritt 
werden die Anwendbarkeit und das Potential des Algorithmus anhand von gemessenen Flug-
zeug-SAR-Daten sowie simulierten SAR-Daten verifiziert. Die Simulationsergebnisse werden 
im Rahmen eines vollständigen Systementwurfs für ein high-resolution wide-swath SAR präsen-
tiert, wobei der direkte Zusammenhang zwischen Systemarchitektur und Multi-Kanal-
Prozessierung verdeutlicht wird. Darauf aufbauend werden verschiedene neue Methoden zur 
Systemoptimierung vorgestellt und ihr Potential zur Erhöhung der Flexibilität sowie zur Verbes-
serung der Leistungsfähigkeit bewertet. In diesem Kontext werden die theoretische Beschreibung 
der Systemleistung auf die optimierten Verfahren erweitert und die Gültigkeit der hergeleiteten 
Zusammenhänge in Simulationen bestätigt. Der letzte Teil der Arbeit untersucht schließlich Sys-
teme mit mehreren Empfangskanälen, die in einem sogenannten „burst“ Modus wie beispiels-
weise TOPS (Terrain Observation with Progressive Scan) oder ScanSAR betrieben werden. 
Dieser neuartige Multi-Kanal-Betriebsmodus erlaubt, dass eine bisher nicht dagewesene Kombi-
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nation von sehr breitem Streifen mit hoher Auflösung mit kompakten Antennengrößen erreicht 
wird. Abschließend zeigt ein Ausblick das große Potential der behandelten Methoden und Algo-
rithmen im Hinblick auf ihre Anwendbarkeit in zukünftigen Systemen, wie etwa Reflektoranten-
nen mit feed arrays oder verteilte SAR-Systeme, bestehend aus mehreren kooperierenden Senso-
ren auf jeweils unabhängigen Satelliten. 



 

Abstract 

Synthetic Aperture Radar (SAR) is a well-established imaging technique for remote sensing. 
It enables versatile and detailed imagery of the Earth’s surface almost independently of light and 
weather conditions, such as clouds, fog, and rain. However, nowadays conventional SAR sys-
tems with a single transmit and receive antenna are not capable of fulfilling the increasing de-
mands for improved spatial resolution and wider swath coverage. To overcome these system-
inherent limitations, several new techniques have been proposed which employ multiple receive 
apertures to gather additional information along the synthetic aperture. This work reviews the 
proposed systems and techniques with particular emphasis on multiple channels in azimuth. Fur-
thermore, it introduces an innovative processing algorithm that is suited to cope with the chal-
lenges posed by multi-channel data. Comprehensive analysis of this novel “multi-channel recon-
struction algorithm” covers the theoretical investigation of its impact on system performance as 
well as its verification with measured and simulated data. The simulation results are given in the 
context of a complete high-resolution wide-swath SAR system design which highlights the intri-
cate relationship between the system architecture and the multi-channel azimuth processing algo-
rithm. Subsequently, the potential of different innovative optimization strategies to improve the 
system performance and increase the operational flexibility is demonstrated. Theoretical system 
performance analysis and description is extended to these approaches and verified in simulations. 
Furthermore, multi-channel systems operating in burst modes such as TOPS (Terrain Observa-
tion with Progressive Scan) and ScanSAR are investigated as a solution to new imaging modes 
enabling for compact antenna dimensions an unprecedented combination of an ultra-wide swath 
with reasonable geometric resolution in azimuth. Finally, future potentials are highlighted when 
applying the presented techniques to reflector-based antennas with multi-feed arrays or multi-
satellite configurations forming a sparse array of SAR sensors. 
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Δxj m separation between phase centers of receiver j and transmitter 

Δxstep m pulse-to-pulse shift of sample position in azimuth dimension 

Δxstep,tx m pulse-to-pulse shift of Tx aperture phase center in azimuth dimension 

ΔR m range cell migration (one-way) 

ΔR0,j m relative slant range offset (two-way) of receiver j from reference value 

ΔRcurv,j m differential range curvature (two-way) with respect to reference curvature 

Δφj rad phase mismatch for reconstruction of range compressed signal 

Δφτ,j rad phase mismatch for reconstruction of uncompressed signal 

εbw  ratio of Doppler system bandwidth to processed bandwidth 

Θ rad azimuth angle 

Θaz rad 3-dB power beamwidth of antenna pattern in azimuth dimension 

Θev rad 3-dB power beamwidth of antenna pattern in elevation dimension 
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Θi rad incident angle 

Θr rad radar look angle 

λ m carrier wavelength 

σ2 W power of white noise 

τ s pulse duration 

φ(t) rad point target azimuth phase modulation 

Φbf  SNR scaling factor of beamforming network 

Φbf,B  SNR scaling factor of beamforming network in burst mode operation 

Φbf,BD  SNR scaling factor of beamforming network after focusing 

Φbf,c  SNR scaling factor of cascaded beamforming network 

Superscripts and Subscripts 

0 denotes reference value or indicates center value 

a relates quantity to azimuth ambiguity 

az denotes azimuth dimension 

B relates quantity to burst mode operation 

Bxx relates quantity to bandwidth Bxx 

BD quantity after focusing with processed Doppler bandwidth BD 

bf relates quantity to beamforming network 

c relates quantity to cascaded networks 

co quantity after focusing (“compression”) 

el relates quantity to individual receiving element 

ev denotes elevation dimension 

g denotes ground range dimension 

i denotes incident geometry 

i relates quantity to receiver element i 

in relates quantity to input variable 

j relates quantity to receiver channel j 

k indicates a shift by k·PRF 

m denotes sub-band m 

max denotes maximum value 

min denotes minimum value 
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n relates quantity to noise signal 

N relates quantity to multi-channel system of N receivers 

opt denotes optimum value 

out relates quantity to output variable 

p indicates periodically continued quantity 

qa indicates quadratic approximation of quantity 

rg denotes (ground) range dimension 

rx relates quantity to receiver or receive aperture 

s relates quantity to wanted signal or denotes sensor 

sa denotes synthetic aperture 

sgl denotes singular value 

sp indicates spatially structured (noise) quantity 

tx relates quantity to transmitter or transmit aperture 

uni relates quantity to uniform sampling 

w indicates spectrally white (noise) quantity 

 



 

 

1 Introduction 

James C. Maxwell’s theoretical work on electromagnetic fields from 1864 established the 
fundamentals for the development of radio detection and ranging (radar) systems. Based on 
Maxwell’s and Michael Faraday’s scientific knowledge, in 1887 Heinrich H. Hertz experimen-
tally proved the propagation of electromagnetic waves through free space and their reflection by 
metallic and dielectric objects, enabling the future development of radar. In 1904, Christian 
Hülsmeyer demonstrated the primal radar system, the so-called “telemobiloscope”, which en-
abled the detection of ships and marked the beginning of radar history [1]. Through the next dec-
ades, the radar technique developed, leading to the first early warning radar systems at the end of 
the 1930s. During World War II, rapid development was ongoing, with a focus on military sys-
tems. After the war the first civilian applications arose in the field of air traffic control, but radar 
was still mainly used for object detection and not for imaging of the Earth’s surface. 

The Synthetic Aperture Radar (SAR) principle discovered by Wiley in the early 1950s [2][3] 
enabled NASA to put into operation the first spaceborne imaging radar in 1978 (cf. Fig. 1): the 
Seasat oceanographic satellite [4]. The SAR principle is based on a pulsed operation of the radar 
and benefits from the sensor’s motion over the scene, yielding the coherent reception of multiple 
echo pulses while the sensor illuminates a specific target. Processing results in an effective beam 
which is very narrow, permitting detailed imagery as e.g. a geometric resolution of 25 m in the 

 
Fig. 1. Strait of Georgia (Canada) imaged with a geometric resolution of 25 m by the first space-

borne SAR satellite Seasat ([5], © NASA/JPL). 
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case of Seasat [5]. In the following years, SAR was developed more extensively and numerous 
satellites for Earth observation were launched by the European Space Agency (ESA), the Japa-
nese Aerospace Exploration Agency (JAXA), the Canadian Space Agency (CSA), and, last but 
not least, NASA’s Jet Propulsion Laboratory (JPL). These satellites include ESA’s ERS-1/2 in 
1991 and 1995, respectively, and ENVISAT (2002), as well as JERS-1 launched by JAXA in 
1992, and the Canadian’s Radarsat-1 (1995). As well, NASA’s space shuttle has carried SAR 
sensors during the SIR-A and SIR-B missions in the 1980s, followed by SIR-C/X-SAR (1994) 
and the Shuttle Radar Topography Mission (SRTM) in 2000, the latter carried out in cooperation 
with the German Aerospace Center (DLR) and the Italian Space Agency (ASI) (cf. summary in 
Appendix A). In addition, several airborne platforms carrying SAR sensors have been developed 
and are in operation at the present time. 

Now, after more than 100 years of radar history [6], SAR is an established technique for re-
mote sensing of the Earth and other planets of our solar system, and progress is ongoing as nu-
merous missions are planned to be launched within the next decade and new airborne sensors are 
put into service. Radar remote sensing and especially SAR imagery have proven to be suited for 
a large number of very versatile applications such as disaster management, land and sea traffic 
observation, wide area surveillance, and environmental monitoring to name only a few. These 
applications can include a radiometric mapping of the area of interest for cartographic purposes 
as well as interferometric applications to provide information on terrain heights, change detec-
tion or moving object identification. Further, in contrast to optical sensors, all applications are 
ensured independently of weather and light conditions, as clouds, fog, and rain, have almost neg-
ligible effect on the propagation of the electromagnetic waves of the radar. 

1.1 State-of-the-Art: Synthetic Aperture Radar Remote Sensing 

The current state-of-the-art for spaceborne SAR is represented by a number of SAR sensors 
put into orbit very recently such as TerraSAR-X [7], COSMO-Skymed [8], and Radarsat-2 [9] 
which were launched in 2007 by Germany, Italy, and Canada, respectively. In addition, ALOS 
PalSAR [10], launched by Japan in 2006, is mentioned as an L-band representative. All these 
sensors are based on a phased array antenna and rely on transmit-receive (T/R) modules. As a 
consequence, the instruments offer sophisticated beamsteering capability by an analog real-time 
weighting of the phased array signals both on receive and on transmit, thus enabling advanced 
imaging modes such as spotlight [12], ScanSAR [13],[14] and TOPS [15]. 

Table 1 summarizes selected system parameters and performance figures for the above men-
tioned SAR sensors, to give an idea of their capabilities. Further, Fig. 2 to Fig. 5 illustrate the 
versatile use of spaceborne SAR imagery. They show TerraSAR-X images enabling agricultural 
monitoring in the Noerdlinger Ries (Swabia, Germany), ship detection and coastal surveillance 
in the Strait of Gibraltar, climate change detection by means of the forecast of glacier calving at 
the Larsen Ice Shelf (Antarctica), and the mapping of urban areas close to the pyramids of Gizeh 
(Egypt), respectively. 



1.1  State-of-the-Art: Synthetic Aperture Radar Remote Sensing 3
 

Sensor Launch Band Stripmap Spotlight/Fine Resolution ScanSAR/Wide Swath
   Resolution Swath Resolution Scene Resolution 

(looks) 
Swath 

TerraSAR-X Jun 07 X 3 m 30 km 1 m 
2 m 

5 x 5 km2 

5 x 10 km2 16 m 100 km 

COSMO-
Skymed Jun 07 X 3 m 40 km 1 m 10 x 10 km2 16 m 

30 m 
100 km 
200 km 

Radarsat-2 Dec 07 C 9 m 50 km 3 m 20 km 28 m (4) 
50 m (2) 

100 km 
300 km 

ALOS 
PalSAR Jan 06 L 5 m 70 km n/a n/a 100 m (4) 350 km 

Table 1. Parameters and performance of spaceborne state-of-the-art SAR sensors [7]-[11]. Figures 
for single polarization and single look, otherwise number of looks is given in brackets. 

 
Fig. 2. Noerdlinger Ries: Agricultural monitoring and harvest management with TerraSAR-X [7].

 

 
Fig. 3. TerraSAR-X image of the Strait of Gibraltar: Coastal surveillance and ship detection [7]. 
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Fig. 4. TerraSAR-X [7]: Detection and monitoring of climate changes of the Larsen Ice Shelf. 

 
Fig. 5. Mapping/cartography of urban areas: TerraSAR-X image of the pyramids of Gizeh [7]. 

 
As previously mentioned, all sensors allow for sophisticated beamsteering. Nevertheless, all 

beamforming and beamsteering is effectuated by an analog real-time weighting and combination 
of the antennas multiple receiving chains without storing the individual signals, thus depriving 
the sensor of the ability to apply “digital beamforming”, i.e. an a-posteriori digital multi-channel 
processing. Only Radarsat-2 allows for nominal two-channel reception [16], but solely for po-
larimetric applications and moving target indication and thus its digital beamforming capability 
is limited.1 

                                                                 
1TerraSAR-X is capable of being experimentally operated with an antenna split into two sub-
apertures (“dual-receive antenna mode”), which in principle also allows for basic digital multi-
channel processing [17]. Strictly speaking, TerraSAR-X and Radarsat-2 can be considered as “rudi-
mentary” multi-channel systems, but in terms of the requirements to future SAR missions this capa-
bility can only be regarded as a first step. 
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Table 1 clearly shows that all state-of-the-art sensors allow either for high resolution in com-
bination with a narrow swath or can ensure wide-swath coverage with coarse geometric resolu-
tion. As will be derived later in detail, this is caused by a limitation inherent to single-aperture 
SAR systems, which permits improvement in resolution only at the cost of a narrower swath and 
vice versa, as optimization of one of the two performance parameters inevitably results in a deg-
radation of the other [18], [19]. Fig. 6 visualizes the relation between swath width and resolution, 
making clear the trade-off between both parameters and indicating the upper bound for achiev-
able system performance by the gray-shaded area. It becomes obvious that SAR systems based 
on a single transmit and receive aperture, do not allow for high-resolution and wide-swath imag-
ing at the same time. 
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Fig. 6. Relation between swath width and level of detail defined by the (inverse) geometric resolu-
tion in conventional SAR systems. The gray-shaded area marks the limitation of achievable swath 
width and resolution as a given swath width cannot be imaged with an arbitrarily good resolution 

and vice versa. 

1.2 Motivation, Scope, and Structure of this Work 

As introduced before, SAR is a well-proven imaging technique for the observation of the 
Earth. However, “conventional” SAR sensors, i.e. systems based on a single transmit and receive 
aperture, are inherently limited as they cannot provide high geometric resolution and wide-swath 
coverage at the same time (cf. [18] and Fig. 6). Nevertheless, especially in recent years, Earth 
remote sensing applications increasingly demand sensors that are capable of continuous global 
coverage and, in addition, provide detailed imagery. Thus, conventional SAR is not capable of 
meeting the rising demands of future remote sensing missions, and innovative concepts are 
needed to ensure the imaging of a wide swath with high resolution. The most promising of these 
concepts employ multiple receive apertures and are listed in chronological order by [20]-[60].2 

                                                                 
2Chapter 3 provides a detailed overview on the different system concepts, methods and processing 
techniques. 
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This allows for the simultaneous reception by multiple channels, compared to conventional sys-
tems with only a single receiving channel. The basic idea is, hence, to use the multiple receivers 
to gather additional information and to benefit from this information to overcome the above re-
strictions of conventional SAR systems. In general, the multiple receivers can be either arranged 
in flight direction (“along-track”) [24], perpendicular to it (“cross-track”) [23], or in both dimen-
sions [25]. Accordingly, processing methods for signals in elevation dimension are introduced 
[29]-[33], [38], [51] as well as along-track multi-channel data are considered [35], [39]-[41], 
[45], [48]-[50], or both dimensions are combined, using a joint approach [26], [28], [34], or by 
exploiting the SAR geometry [20]-[22]. 

The present work focuses on sensors with multiple apertures in the along-track direction. In 
such systems, the spatial separation of the data gathered for a single transmit pulse is determined 
by the spacing between the different receivers, while the distance between two subsequent pulses 
is defined by the pulse repetition frequency (PRF) and the sensor velocity. In consequence, the 
PRF affects the spatial distribution of the gathered data (“samples”) for a fixed antenna length in 
azimuth [36], [37]. When conventional SAR algorithms are applied to such data, system analysis 
reveals that the performance varies depending on the spatial sample distribution and is hence 
sensitive to unavoidable variations of operational parameters like the applied PRF. This means 
that conventional SAR processing will fail, and thus novel methods of processing the received 
multi-channel data are required [52], [53]. So far, the problem of developing an algorithm which 
is suited to ensure full system performance independently of the applied system parameters has 
not yet been answered satisfactorily. 
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Fig. 7. Multi-channel SAR system in combination with innovative digital multi-channel processing 
overcomes the limitation of conventional SAR and allows for high-resolution wide-swath imaging. 

 

The scope of this work is to introduce and analyze an innovative processing algorithm for 
azimuth data of multi-channel SAR systems in order to allow for high-resolution wide-swath 
imaging albeit with a varying PRF [42]-[44]. This work presents the derivation and verification 
of the novel algorithm as well as its analytical description allowing for the prediction of system 
performance [46], [47]. A detailed analysis in the frame of a system design example demon-
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strates the capability to enable high-resolution wide-swath imagery and reveals the limitations of 
the algorithm which can be overcome by various innovative optimization strategies that are pre-
sented and analyzed in the second part of the work [52]-[57]. In a final step, the algorithm is ex-
tended to burst mode operation enabling a completely new class of SAR systems which is capa-
ble of imaging so far unprecedented ultra-wide swaths with reasonable geometric resolution 
[58]-[60], [65]. 

In summary, the present work provides an innovative and very flexible “toolbox” with re-
spect to multi-channel processing in azimuth. This includes the possibility of novel modes as 
well as introducing an exceptional flexibility and reconfigurability of SAR systems, thus ena-
bling hitherto unprecedented performance in combination with a dramatically increased area of 
application. In consequence, the innovative processing algorithm in azimuth opens a completely 
new field of SAR operation, which allows for flexibly answering the needs of future remote 
sensing requirements. Especially if embedded in the frame of advanced imaging concepts [61]-
[65], the presented azimuth processing methods show huge potential to become an indispensable 
component for the next decade of SAR. 

This dissertation is organized as follows. It begins with an introduction to the basic princi-
ples, relationships and constraints in conventional SAR systems to give a basic understanding of 
the topic and to stress the necessity for new SAR concepts (cf. Chapter 2). Then, Chapter 3 in-
troduces the idea of multi-channel reception as a possible solution to overcome the system-
inherent limitations of conventional approaches, followed by a detailed overview of the historical 
development of multi-channel SAR from its beginnings to state-of-the-art systems, concepts, and 
techniques. Focus is then turned to the azimuth dimension in Chapter 4, which presents a multi-
channel SAR signal model. Furthermore, the properties of the spatial sampling in azimuth spe-
cific to multi-channel systems are summarized in order to provide a better understanding of the 
signal processing analysis in azimuth. In Chapter 5, theory and the principle of the innovative 
digital beamforming algorithm in azimuth are presented, and the algorithm is incorporated in the 
classical space-time adaptive processing (STAP) framework. Then, the one-dimensional process-
ing approach is embedded in the two-dimensional SAR processing scheme. Further, a detailed 
theoretical analysis is carried out showing how signal, ambiguities and noise are affected by the 
digital processing network. This provides analytic expressions to estimate the respective parame-
ters in multi-channel SAR systems thus enabling a prediction of the system performance. 

A proof-of-concept in Chapter 6 demonstrates the applicability and potential of the presented 
algorithm to multi-channel data obtained with the German Aerospace Center’s airborne sensors 
E-SAR and F-SAR. 

Chapter 7 presents the design and performance analysis of an example system which enables 
the imaging of a swath width of 100 km with a resolution better than 1 m. Simulation results for 
various performance parameters in combination with a comparison to alternative azimuth proc-
essing techniques demonstrate the great potential of the multi-channel reconstruction algorithm. 
In addition, the results allow for verification of the theory derived in Chapter 5. At the same 
time, the analysis illustrates the intricate connection between mission performance requirements 
and system parameters and highlights the resulting limitations. 
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In a next step, system optimization is discussed in Chapter 8 with the goal of overcoming the 
aforementioned limitations by improving the performance and increasing the flexibility of multi-
channel SAR systems. At first, error sources are identified and innovative strategies are derived. 
Next, it is illustrated how an adaptation of the processed Doppler bandwidth and an adaptive 
management of the PRF in sparse array systems allow for an optimization of the system per-
formance. Then, optimization concepts concerning the transmit side, such as pattern tapering on 
transmit and an innovative strategy based on the patented adaptive pulse-to-pulse shift of the 
transmit antenna phase center [56], [57], are explained. Afterwards, focus is turned to the receive 
side, and a new concept based on a cascaded structure of processing networks is introduced and 
analyzed. In this context, the theoretical examination of signal power, residual errors, ambigui-
ties and scaling of the noise power is extended to the class of cascaded beamforming systems. 
The investigation of the cascaded beamforming technique is completed by a system performance 
analysis. In this framework, an analog representation of a cascaded network called “pre-
beamshaping on receive” as well as a digital pre-processing approach are presented, and their 
performance is evaluated. 

In a further step, the applicability of the multi-channel reconstruction algorithm to ScanSAR 
and TOPS-SAR is investigated and characteristic effects of multi-channel processing in burst 
mode systems are analyzed in Chapter 9. In this regard, a design example for such an innovative 
system concept is presented that enables the remote sensing of ultra-wide swaths of 400 km with 
a geometric resolution of 5 m. 

This dissertation closes with a discussion containing an outlook on further issues like sparse 
array systems (cf. Chapter 10). 



 

 

2 Conventional SAR Systems – Fundamentals and 
Constraints 

This chapter introduces the geometry and basic parameters of SAR and explains the charac-
teristic of SAR operation, followed by a derivation of the signal model of a single-aperture 
(“conventional”) system, where attention is drawn to azimuth dimension, as the work focuses on 
these aspects. Then, based on the derived model, the relationships between system parameters 
and performance figures are deduced, leading to the system-inherent limitation to provide de-
tailed (“high-resolution”) imagery and wide coverage (“wide-swath”) at the same time. For an 
in-depth analysis and a wider description of SAR, the reader is referred to e.g. [18] or [66]. 

2.1 Geometry and Principle 

 Synthetic Aperture Radar consists of side looking radar on a moving platform, being 
ground-based, air- or spaceborne. The radar is emitting pulses with a frequency denoted by PRF 
(Pulse Repetition Frequency). The pulses are then backscattered by the illuminated area on 
ground and coherently received and stored by the sensor. The data are downlinked to the ground 

Azimuth x

Wg

Slant Range

v s

Ground Range

R

Rg

Δt=1/PRF

hs

R0

L sa

 
Fig. 8. SAR geometry. Side-looking radar sensor moving along azimuth dimension x with velocity 
vs and transmitting pulses in slant range direction R with repetition frequency PRF. The antenna 
footprint covers a swath width Wg on ground and a length Lsa in azimuth (“synthetic aperture”). 
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where appropriate processing is performed in order to generate a map of the reflectivity of the 
ground, i.e. a radar “image” of the scene. 

Fig. 8 depicts the basic geometry of SAR. The sensor is traveling in a height hs with constant 
velocity vs and the direction of the sensor’s movement is called along-track or azimuth dimen-
sion, which is denoted by x. The radar look direction perpendicular to along-track is referred to 
as slant range dimension R. The projection of the slant range dimension on the Earth is indicated 
by the index g yielding the ground range Rg. The slant range depends on the angular direction in 
which the antenna beam is pointing. It is given by the radar look angle Θr, while the angle be-
tween the incident wave emitted by the radar and the normal of the surface is denominated inci-
dent angle Θi (cf. Fig. 9). Note that Θr and Θi are different in orbital SAR geometry, as depicted 
in the left part of Fig. 9. Only in flat Earth approximation and assuming the absence of terrain 
slope they become identical, as shown on the right part of Fig. 9. 
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Fig. 9. Crosscut showing range dimension with radar look angle Θr and incident angle Θi. The an-
tenna beam of angular width Θev illuminates a swath of width Wg on ground. Left shows the curved 

Earth surface while right depicts the flat-Earth approximation. 
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Fig. 10. Crosscut showing azimuth dimension with antenna beamwidth Θaz resulting in an 
illuminated area of length Lsa on ground. 
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The flat-Earth geometry provides a valid estimate for airborne sensors, but spaceborne con-
figurations require a modeling that better approximates the “round-like” shape of the Earth, be-
ing it by a simple spherical approximation or by a more accurate elliptical modeling of the 
Earth’s surface. For more details on the geometrical relationships in spaceborne scenarios, the 
reader is referred to [67] and [68]. 

The area on ground illuminated by the antenna is characterized by Θev and Θaz, respectively, 
representing the 3-dB beamwidth of the two-way antenna pattern in the respective dimension. 
Finally, Θev and Θaz lead to a swath of width Wg in ground range dimension and length Lsa (“syn-
thetic aperture length”) in azimuth dimension, respectively (cf. Fig. 9 and Fig. 10). 

 
The SAR principle is based on the movement of the sensor with respect to a specific target 

while emitting pulses. Consequently, the backscattered echoes of this target contribute to the 
received signal as long as the target is illuminated by the antenna. This illumination time and the 
corresponding length on ground are denoted by Tsa and Lsa, respectively, and will be referred to 
as “synthetic aperture” in the following. In terms of the received signal, the synthetic aperture is 
built by all the pulses which are backscattered and received coherently during the illumination 
time. 

The characteristic of the SAR configuration is the varying distance between the sensor and a 
specific target while the platform travels along the synthetic aperture. As mentioned, the sensor 
moves with constant velocity vs on a spherical flight track of height hs. Further, the relation be-
tween time t and along-track dimension is defined as x(t) := vs·t, i.e. x follows the sensor’s spheri-
cal flight path. Finally, without restriction of generality, the target position in azimuth on ground 
is assumed at x = 0 and the rotation of the Earth is neglected according to [68]. This leads to the 
following expression for the slant range distance R(t) between the sensor and the target, where 
RE is the mean Earth radius. 

( ) ( ) ( ) ( )2 2 s
E s E E s E E

E s

2 cos cos v tR t R h R R h R
R h

Θ
⎛ ⎞⋅

= + + − ⋅ + ⋅ ⋅ ⋅ ⎜ ⎟+⎝ ⎠
 (1)  

ΘE represents the angle between the straight lines from the geocenter to the sensor and the 
target, respectively, and corresponds to the difference between radar look angle and incident an-
gle.3 

E i rΘ Θ Θ= −  (2) 

Applying a Taylor expansion of second order to (1) yields the quadratic approximation of the 
signal path as follows, where vg describes the velocity of the antenna footprint on ground as de-
rived in detail in Appendix B.4 

                                                                 
3The equations are given in dependency on ΘE as this allows for a more compact notation. For the re-
formed expression in dependency on the incident angle Θi, the reader is referred to Appendix B. 
4It should be noted that the quadratic approximation allows for an easier interpretation, but might not 
be accurate enough for the later development. For a detailed analysis, refer to Appendix C. 
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 (3)  

One obtains a quadratic variation of the slant range distance between sensor and target, 
where R0 is the point of closest approach, which is obtained by inserting t = 0 into (1) according 
to the target position x = 0. 

( ) ( ) ( ) ( )2 2
0 0 E s E E s E E: 2 cosR R t R h R R h R Θ= = + + − ⋅ + ⋅ ⋅  (4)  

As already mentioned, the above expressions consider the orbital geometry that is valid for 
spaceborne configurations. If the orbital flight track can be approximated by a straight path, 
vg = vs can be assumed and (1) simplifies to the well-known expression for the slant range varia-
tion. 

( )
2

22 2s
0 0

0

( )
2
vR t R x t R t

R
= + ≈ + ⋅

⋅
 (5)  

2.2 SAR Signal Model 

The waveform of a single pulse transmitted by the SAR shall be given by utx(t). The pulse 
can be separated into the baseband signal utx,b(t) and a carrier defined by the wavelength λ, where 
c0 denotes the speed of light in vacuum and t gives the time: 

( ) ( ) 0
tx tx,b

cexp j 2πu t u t t
λ

⎡ ⎤= ⋅ ⋅ ⋅⎢ ⎥⎣ ⎦
 (6)  

Then, the signal urx(t) received from a point-like target at distance R(t) is defined by the de-
layed and attenuated transmit signal, where – for convenience – the complex coefficient b sum-
marizes free-space attenuation and further losses as well as the target’s phase and radar cross 
section. Further, the weighting by the joint Tx/Rx antenna pattern in azimuth is expressed by 
a(t). 

( ) ( ) ( )
rx tx

0

2
c
R t

u t b a t u t
⋅⎛ ⎞

= ⋅ ⋅ −⎜ ⎟
⎝ ⎠

 (7)  

After down-conversion, the received signal in baseband, u(t), is obtained: 

( ) ( ) ( ) ( )

( )

tx,b
0

:

2 2
exp j 2π

c
t

R t R t
u t b a t u t

ϕ

λ
=

⎡ ⎤
⎢ ⎥⋅ ⋅⎛ ⎞

= ⋅ ⋅ − ⋅ − ⋅⎢ ⎥⎜ ⎟
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⎣ ⎦
��	�


 (8)  

The signal u(t) can be separated into the transmitted baseband waveform utx,b(t) delayed ac-
cording to the two-way path R(t) from the sensor to the target and an additional phase term φ(t) 
that remains from the delayed and down-converted carrier as given by (8). 
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Firstly, attention is given to the received raw data signal and its two-dimensional arrange-
ment after storage in the memory of the radar system. Consider a transmitted chirp signal of du-
ration τ and an isolated point-like scatterer at azimuth position x0, reflecting the pulses during the 
illumination time Tsa. This means that for each azimuth position, an echo of extension τ is re-
ceived, which is stored according to the respective range delay time (“range time”) resulting 
from the actual distance between sensor and target. Taking further into account that echoed 
pulses are received in azimuth during the illumination time Tsa, yields the two-dimensional raw 
data array for a point target as shown below on the left. 
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Fig. 11. Two-dimensional SAR data array defined by range delay (“range time”) and azimuth (“t”). 
Raw data (left) and range compressed data (middle) and signal after range cell migration 

correction (right). 
 

In a next step, range compression is taken into account, but only treated shortly, as the pre-
sent work focuses on azimuth dimension. A detailed description can be found e.g. in [69]. This 
means that for each azimuth position the echo is convolved with a replica of the transmit pulse. 
As a result, nearly the complete energy of the pulse is concentrated on the locus according to the 
distance between target and sensor (cf. Fig. 11, middle). As it can be observed, the signal energy 
of a point-like target is supported from a range time interval governed by the slant range varia-
tion ΔR, which is in general larger than a single range resolution cell (“range bin”). Hence, the 
signal of a single target spans several pixels in range (“range cell migration”). This requires 
range cell migration correction (RCMC) [69] to align the echoes of a specific target in a single 
range bin (cf. Fig. 11, right), thus enabling an isolated one-dimensional consideration of the azi-
muth signal. 

 
In the following, focus is turned to the signal variation in azimuth dimension. One recog-

nizes that the remaining phase term is independent from the waveform of the transmitted signal 
utx,b(t) and varies only over azimuth according to the varying distance between sensor and target 
causing a phase modulation. This azimuth modulation of the signal is represented by the function 
hs(t) which gives the azimuth response for a point-like target situated at azimuth position x = 0 
(cf. (9)). 

( )s
4πexp j ( )h t R t
λ

⎡ ⎤= − ⋅ ⋅⎢ ⎥⎣ ⎦
 (9)  
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Assuming a scene reflectivity us(t), the received SAR signal is given by the correlation of 
us(t) with the impulse response function hs(t), taking into account the azimuth pattern a(t) [70]. 
In Doppler frequency domain, this correlation can be carried out by a multiplication of the re-
spective Fourier transforms Us(f), Hs(f), and A(f). Note that the joint antenna Tx/Rx pattern in 
azimuth A(f) also represents the azimuth signal envelope. The obtained SAR signal is then given 
by u(t) and U(f), respectively, as indicated by the following block diagram: 

 
s( )U f

( )A f ( )sH f( )sH f
( )U f

 
Fig. 12. Azimuth block diagram of SAR signal acquisition. The scene characterized by its 

reflectivity Us(f) is filtered by the “SAR channel” defined by the impulse response function Hs(f) 
and the signal envelope A(f), leading to the SAR signal U(f). 

 

Having a closer look on the phase term φ(t) describing the modulation in azimuth, it is rec-
ognized that φ(t) is determined by constant system parameters and the slant range R(t). In conse-
quence, φ(t) can also be expressed using quadratic approximation according to (3), allowing for a 
separation of the modulation into a constant phase term defined by R0 and a quadratic part de-
scribing the phase variation depending on azimuth time t. 

( ) ( ) g s 2
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4π 4π
2
v v

t R t R t
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ϕ
λ λ

⋅⎛ ⎞
= − ≈ − ⋅ + ⋅⎜ ⎟⋅⎝ ⎠

 (10)  

A visualization of the range history of a point-like target and the related phase versus azi-
muth time t is given in Fig. 13, where Tsa defines the time corresponding to the length of the syn-
thetic aperture. As it facilitates understanding the derivation of the basic principles, the signal 
envelope in azimuth is estimated by the generic case of a rectangular shaped pattern in the fol-
lowing. This means that the envelope of the signal is approximated to be equal to 0 outside the 
antenna footprint given by Θaz and equal to 1 within. 

 

t

R(
t) Tsa

R0

 

tφ(
t)

Tsa

 
Fig. 13. Left: Range variation R(t) between sensor and target. Right: Resulting phase modulation. 

 

The phase modulation of the target response over the synthetic aperture can be interpreted as 
a frequency variation, the so called Doppler frequency f that is defined in (11). 

( ) ( )1
2π

f t t
t
ϕ∂= ⋅

∂
 (11)  
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Under the above assumption of quadratic approximation, evaluation of (11) yields a linear 
Doppler frequency characteristic of the target as given in (12) and depicted in Fig. 14 on the left. 

( ) g s

0

2 v v
f t t

Rλ
⋅ ⋅

≈ − ⋅
⋅

 (12)  

Inserting (12) into (10), and representing hs(t) in terms of f(t), yields the characteristic chirp 
of the azimuth signal as follows in (13). It is visualized in Fig. 14 on the right. 

( ) ( )s exp j 2πh t f t t≈ ⋅ ⋅ ⋅⎡ ⎤⎣ ⎦  (13)  
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Fig. 14. Characteristic of Doppler frequency f (after demodulation) vs. azimuth time t (left) and 

corresponding real part of chirp signal in azimuth after down-conversion (right). 
 

The bandwidth Baz of this azimuth modulation is determined by the length of the synthetic 
aperture Lsa or equivalently the maximum illumination time Tsa = Lsa/vg. Note that the relation is 
given by the footprint velocity on ground, vg, as this defines how long the target is illuminated. 

g ssa sa
az sa

0

2
2 2

v vT TB f f T
Rλ

⋅ ⋅⎛ ⎞ ⎛ ⎞= − − = ⋅⎜ ⎟ ⎜ ⎟ ⋅⎝ ⎠ ⎝ ⎠
 (14)  

As a rule of thumb, the length of the synthetic aperture Lsa is set equal to the extension of the 
antenna footprint on ground in azimuth dimension. In real patterns, the footprint is defined by the 
half power antenna beamwidth Θaz. For small angles, Θaz is approximated by (15), where laz 
represents the antenna length in azimuth. Then, the antenna angle Θaz scaled with the slant range 
distance R0 yields Lsa and Tsa, respectively (cf. (16)). 

az
azl
λΘ ≈  (15)  

sa 0
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⋅
 (16)  

Inserting (16) in (14), one obtains the basic relationship between antenna dimension and re-
ceived Doppler bandwidth. 
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This means that the signal bandwidth in azimuth is only determined by the antenna size and 
the geometry, where a small antenna in azimuth illuminates a large area on ground entailing a 
high Doppler bandwidth and vice versa. 

In the following, the signals obtained by two different antennas are regarded, taking into ac-
count the processing to show the impact on the geometric resolution of the SAR image. There-
fore, a large and a small antenna are considered. As shown on the left part of Fig. 15, the large 
antenna results in a short synthetic aperture Tsa,1 and entails a small Doppler bandwidth Baz. In 
contrast, the small antenna leads to a long illumination time Tsa,2 and, correspondingly, a large 
Doppler bandwidth of the signal, as given on the right part of Fig. 15. 
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Fig. 15. Modulation of azimuth signal (top) and resulting point target impulse response (middle) 
after focusing. The left part considers a short and the right part a long illumination time Tsa. The 
3 dB width of the mainlobe defines the geometric resolution δaz which becomes the narrower the 

longer Tsa is (bottom). 
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Processing of the received chirp to focus the signal in azimuth is then done by correlation 
with an expected impulse response (“matched filter”), i.e. the function of the focusing filter is 
chosen to hs*(-t), where * denotes the complex conjugate.5 This basically corresponds to a com-
pensation of the phase of each sample followed by a summation of the respective samples. 

For the considered generic case of a rectangular shaped pattern, one obtains a sin(x)/x shaped 
function as an impulse response for a point-like target (cf. Fig. 15, bottom). Further, the geomet-
ric resolution in azimuth – defined by the 3 dB beamwidth of the mainlobe and denoted by δaz – 
becomes the better, the higher the bandwidth of the chirp signal is. 

In consequence, the geometric resolution in azimuth is inversely proportional to the corre-
sponding antenna dimension.6 For the used approximation of a rectangular pattern, the resolution 
is related to Doppler bandwidth as given in (18). Using the equality of (17), the Doppler band-
width can be replaced by the corresponding antenna dimension in azimuth, yielding the well-
known relation between geometric resolution in azimuth and aperture size [66]. 

g g az az
az

az s

0.89 0.89
2 2

v v l l
B v

δ ≈ ⋅ ≈ ⋅ ⋅ ≈  (18)  

Note that the factor 0.89 relates the half power beamwidth and the integration time for the 
special case of rectangular patterns and assumed a full resolution SAR. If the antenna pattern is 
no longer approximated by rectangles, this factor varies slightly, but the basic relation between 
resolution and Doppler bandwidth remains valid. Further, a reduction of the processed band-
width, i.e. BD < PRF, results in a coarsened resolution. In any case, half of the antenna length 
provides a first rough estimate for the geometric resolution in azimuth. In general, the resolution 
is above this value as can be seen at the example of TerraSAR-X, where an antenna of 4.8 m 
leads to a resolution of 3 m. 

2.3 Pulsed Signal Acquisition 

After the general considerations discussed above, the pulsed operation of the radar is taken 
into account and its impact on the system performance is derived. In particular, ambiguous re-
turns in azimuth and range dimension are considered and how they are related to system geome-
try and PRF. 

2.3.1 Azimuth Ambiguities 

As mentioned, the pulses are transmitted – and then received – with a repetition frequency of 
PRF. This is equivalent to a sampling of the azimuth signal by this frequency and, consequently, 
discrete-time signal theory is to be considered. This requires for the PRF a value greater or equal 

                                                                 
5Further, h(t) = h(-t) due to symmetry. Hence, the filter function can equivalently be chosen to h*(t). 
6This considers a full resolution SAR, i.e. the complete Doppler bandwidth within the antenna foot-
print is focused. In other words, the bandwidth of the filter function hs

*(-t) is equal to the acquired 
signal bandwidth. Of course, the bandwidth of hs

*(-t) can be set to a smaller value. 
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to the Doppler bandwidth Baz (cf. (17)), to fulfill the Nyquist-Shannon sampling theorem [71]. If 
the Nyquist-Shannon theorem is violated by a too low PRF (so-called “sub-sampling”), ambigu-
ous targets will occur in the SAR image. 

At first, PRF > Baz is assumed and, hence, the azimuth signal is properly sampled. This 
means that each frequency component is “displayed” correctly after the sampling. The respective 
case is depicted exemplarily on the right side of Fig. 16, showing the chirp signal after sampling 
(top), its Doppler frequency characteristic (middle) and the impulse response after focusing (bot-
tom). 
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Fig. 16. Azimuth modulation of a point-like target (top), corresponding Doppler frequency charac-

teristic after sampling (middle), and impulse response after focusing (bottom). Left: Under-
sampling with PRF1 < Baz. Backfolding of frequencies |f | > PRF1/2 into the Doppler band [-

PRF1/2, PRF1/2], leading to ambiguities in the focused image. Right: Sampling with PRF2 > PRF1 
according to Nyquist: The ambiguous returns are avoided. 
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In contrast, for the case where PRF < Baz holds true, the signal is sub-sampled and as a result 
frequencies f with |f| > PRF/2 are no longer displayed correctly, but reduced by integer multiples 
of the PRF, i.e. a frequency f = 0.8·PRF will be displaced after sampling to f-PRF = 0.2·PRF. 
This leads to a backfolding of the Doppler spectrum (“aliasing”), that is spectral parts of the sig-
nal outside the band [-PRF/2, PRF/2] are falsely considered as the echoes of different targets and 
give rise to ambiguous targets in azimuth in the SAR image. An example for such a sub-sampled 
signal is shown on the left part of Fig. 16, where the top shows the sub-sampled chirp, followed 
by the back-folded Doppler frequency characteristic (middle), finally resulting in ambiguous 
returns after focusing (bottom). 

As a conclusion, the required resolution does not only require a certain antenna length to il-
luminate an appropriately large Doppler bandwidth, but also a sufficiently high PRF to unambi-
guously sample this bandwidth. This means that (18) can be extended as follows: 

g g gaz
az

s az

0.89 0.89 0.89
2

v v vl
v B PRF

δ ≈ ⋅ ⋅ ≈ ⋅ ≥ ⋅  (19)  

In consequence, antenna dimension in azimuth and PRF have to be coordinated to ensure the 
required resolution while avoiding azimuth ambiguities. Thus, for a given antenna length, a 
minimum PRF is required to sufficiently suppress azimuth ambiguities. Vice versa, a certain 
PRF needs a minimum antenna length to keep azimuth ambiguous returns at a tolerable level. 

In other words, resolution and ambiguity suppression in azimuth impose a lower bound on 
the system PRF, and the higher it is, the better the achievable azimuth resolution becomes and 
the smaller ambiguous returns will be. Unfortunately, a high PRF causes problems in range di-
mension as will be explained in the following section. 

2.3.2 Range Ambiguities 

Switching to the slant range dimension, one recognizes that the echoes of different transmit 
pulses might be received simultaneously if the two-way slant range distances between the re-
spective ambiguous targets correspond to integer multiples of the interpulse period. Accounting 
for the round-trip by a factor “1/2”, the slant range distance between these so-called range-
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Fig. 17. Relation between range-ambiguous returns and swath width on ground. A low PRF1 re-
sults in a large separation of the ambiguous returns allowing for a wide swath Wg,1 (left), while a 

high PRF2 leads to closer ambiguous returns entailing a narrow swath Wg,2 (right). 
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ambiguous targets is given by 1/2·c0/PRF (cf. Fig. 17, dashed red lines). In a next step, this dis-
tance can be translated into an angular separation, which determines the illumination by the an-
tenna pattern in elevation and consequently the power of the ambiguous return. Hence, avoiding 
these returns requires adapting antenna height and PRF in a way that no range ambiguities occur 
within the antenna footprint in range. Effectively, this corresponds to a limitation of the imaged 
swath on ground, as a low PRF results in a large angular separation of the ambiguity and allows 
for a small antenna height enabling the illumination of a wide swath (cf. Fig. 17, left), while for a 
high PRF the ambiguous returns get closer requiring a higher antenna to guarantee a sufficient 
suppression which results in a smaller swath (cf. Fig. 17, right) [18]. 

 

This means that the higher the PRF the smaller the swath width becomes and vice versa. The 
relation between the maximum imaged swath on ground, Wg, and the system parameters is given 
in (20) where Θi represents the incident angle. The equation gives an upper bound of the swath 
that can be imaged for a given PRF. 

( )
0
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2 sin

W
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<
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 (20)  

Equivalently, (20) can be reformed easily to give an upper bound for the PRF in dependency 
on a predetermined swath width. 

2.4 Constraints 

As shown, a good azimuth resolution requires a short antenna of length laz to illuminate a 
long synthetic aperture which results in high Doppler bandwidth Baz. This calls for a high PRF to 
sample the Doppler spectrum according to the Nyquist criterion (cf. (19)). In contrast, a low PRF 
is favorable to unambiguously image a wide swath on ground (Wg) that is illuminated by a small 
antenna in elevation of height hev (cf. (20) and Fig. 17). 

To obtain a figure of merit for the SAR image, the size of the imaged area and its level of de-
tail, i.e. geometric resolution, are considered. Consequently, the swath width and the reciprocal 
resolution are combined by dividing (20) by (19), leading to a figure representing the number of 
imaged cells. Obviously, a system is the better the more cells are imaged, i.e. the higher the 
value of this figure is. This yields expression (21) which is only determined by the system ge-
ometry, but independent of adjustable system parameters. 
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 (21)  

Equation (21) can be reformed to the well-known minimum antenna area constraint [18], if 
the considerations start from a given PRF which entails a minimum antenna dimension in azi-
muth to limit the Doppler spectrum as well as a minimum antenna height to avoid range ambi-
guities.7 The combination of these two constraints results in a minimum area Aant for the antenna. 

                                                                 
7As mentioned, this is valid for the assumed full resolution SAR. A relaxation – without solving the 
inherent constraint – can be achieved at the cost of a performance loss [19]. 
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Equivalently to the figure of merit in (21), Aant is given by the geometry and cannot be adjusted 
by system parameters (cf. (22)). 
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λ⋅ ⋅ ⋅ ⋅ Θ
= ⋅ >  (22)  

This means, the SAR system parameters are subject to a trade-off, as the resolution can only 
be enhanced at the cost of a decreased swath width or vice versa. In other words, in conventional 
SAR systems the unambiguous swath width and the achievable azimuth resolution pose contra-
dicting requirements on system design, and consequently SAR systems allow only for a conces-
sion between resolution and swath-width. This is illustrated in Fig. 18 where the middle shows a 
compromise between swath width and azimuth resolution. If the system is optimized for a high 
resolution, the antenna length in azimuth decreases while increasing the PRF. The higher PRF 
requires a larger antenna height in elevation and entails a decreased swath (cf. Fig. 18, left). If 
the focus is turned to an enlarged swath, the antenna height has to be decreased. This rises the 
necessity for a decreased PRF, which requires an increased azimuth dimension of the antenna 
(cf. Fig. 18, right). 
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Fig. 18. Left: System designed for high-resolution imaging. Middle: Stripmap mode with a trade-off

between resolution and coverage. Right: Focus on wide-swath imaging. 
 

Alternative SAR imaging modes push this trade-off only further into one direction or another 
without resolving the underlying system-inherent constraint: the Spotlight mode yields a high 
azimuth resolution, but no sufficient coverage [12], while burst modes as ScanSAR [13],[14] and 
TOPS-SAR [15] map a wide swath but provide only a coarse resolution in azimuth dimension. 
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Fig. 19. Spotlight mode: Increased illumination 
time (i.e. extended synthetic aperture) by beam 

steering in azimuth dimension. 

Fig. 20. Burst mode (ScanSAR): Increased im-
aged swath by sensing multiple sub-swaths of 

coarsened resolution each. 
 

The increased resolution in Spotlight mode is achieved by steering the antenna footprint 
against flight direction to keep a defined area on ground illuminated as long as possible. This 
leads to an increased Doppler bandwidth of the received signal, but the switch of the antenna 
footprint from the outermost steering angles results in blind areas of the swath that are not im-
aged (cf. Fig. 19). In contrast, in burst modes operation the antenna footprint is continuously 
switched between multiple sub-swathes. As a result, the overall swath width consists of all sub-
swaths, but is at the cost of a reduced illumination time per sub-swath leading to the coarsened 
azimuth resolution. A system operating in ScanSAR as an example for such a burst mode is de-
picted in Fig. 20. 



 

 

3 Multi-Channel SAR – An Overview 

As indicated in the introduction, increasing demands are arising to radar remote sensing, es-
pecially regarding the high image quality in combination with a continuous and frequent cover-
age of the Earth. The preceding chapter derived the system-inherent limitation of single-aperture 
SAR with respect to high-resolution wide-swath imaging, which prevent these “conventional” 
systems from satisfying the standards which will be requested in the future (cf. Section 2.4). In 
consequence, new system concepts are needed to fulfill the rising demands made to future SAR. 

This chapter presents the basic idea of multi-channel SAR and how these systems are suited 
to “answer” the challenges of next generation radar remote sensing. In this context, Section 3.1 
introduces the principle of employing multiple distinct apertures on receive to gather additional 
information thus enabling enhanced geometrical resolution in azimuth and/or an enlarged swath. 
The following sections give a compendium of the different concepts and processing strategies for 
the various multi-channel configurations. This comprises approaches based on multiple receivers 
in elevation as well as in azimuth which are sometimes combined with an appropriate process-
ing.8 In this context, Section 3.2 starts with a short overview of the historical development. Then, 
Sections 3.3 and 3.4 briefly present the principle and underlying idea of each of the suggested 
individual system concepts and processing techniques, respectively. The chapter is completed by 
describing alternative concepts that are no longer based on classical side-looking SAR geometry 
(cf. Section 3.5). Note that a detailed presentation of all techniques and concepts is beyond the 
scope of this work, but more information can be found in the corresponding references. 

3.1 Multiple Aperture Reception 

Numerous innovative concepts are presented to enable high-resolution wide-swath imaging 
whereof the most promising employ a single transmit antenna in combination with multiple 
channels on receive. This means that these systems have a receiving antenna which is split into 
multiple sub-apertures with independent receiver chains that are interpreted as individual chan-
nels. A similar technique is the distribution of the receiver apertures on multiple platforms that 

                                                                 
8Note that this chapter presents the state-of-the-art of concepts and ideas, while Section 1.1 referred 
to existing systems that are already being operated. 
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are grouped to a formation of space- or airborne sensors leading to a multistatic SAR. Either on a 
single platform or distributed, all apertures illuminate the same area on the ground. Conse-
quently, it is common to all of these methods that the backscattered signal is received simultane-
ously by multiple apertures, which are mutually displaced in azimuth and/or in elevation dimen-
sion. The different receive aperture positions introduce spatial diversity in the received echoes. 
Effectively, this corresponds to the reception of multiple signals. Compared to a conventional 
system – which receives only a single signal – the multi-aperture system architecture allows for 
gathering additional data. This supplementary information permits to overcome the aforemen-
tioned inherent limitations of conventional SAR systems. 

The basic concept of a multi-channel SAR system is illustrated in Fig. 21: The system con-
sists of N receiver chains, each interpreted as an individual channel. The received sub-aperture 
signals are down-converted and then combined in an additional digital signal processing stage, 
which shall be generally denoted by “Digital Beamforming”. Depending on the respective ap-
proach, the applied processing ranges from a simple temporal interleaving of the channels to a 
real-time beamsteering or even to an a posteriori digital processing of the previously stored and 
digitized data.9 Independently of the applied beamforming, a single output signal is obtained 
which combines – in the optimum case – the information of all the input signals. In the follow-
ing, classic monostatic SAR algorithms are applied to focus the signal. 
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Fig. 21. Multi-channel system block diagram. Each aperture is interpreted as an individual chan-

nel whose signals are mixed, digitized and combined in an additional signal processing stage (“Digi-
tal Beamforming”). 

3.2 Overview of Historical Developments 

Although of course not really separable, the development can be roughly divided into earlier 
approaches, which focus on the system concept and give a general idea, followed by more spe-

                                                                 
9It should be noted that some of the suggested techniques do not imperatively require digital process-
ing, as e.g. the SCORE algorithm [29] could also realized by analog phase shifters. Nevertheless, 
digital processing is possible and reasonable in all of the presented methods and concepts. 



3.2  Overview of Historical Developments 25
 

cific and increasingly sophisticated techniques, which are based on the principles of the systems 
presented before but focus on the processing of the multi-channel signals and require more com-
plex system configurations in general. A further distinction can be made between systems that 
rely on “classical” side-looking and pulsed SAR systems and alternative approaches that strike 
different paths to overcome the challenge of high-resolution wide-swath SAR imaging. 

Concerning classical side-looking multi-channel SAR systems, the development started in 
1991 with proposing a planar array antenna in elevation to suppress range-ambiguous returns 
[23] and the idea of splitting the antenna in azimuth direction to reduce azimuth ambiguities [24] 
followed by the combination of both [25]. Then, at the end of the 90s, the complexity of the sys-
tems increased and interest turned to more sophisticated processing strategies enabling so-called 
“software-defined radars”, where the multi-channel SAR signal is processed in azimuth, eleva-
tion or both dimensions [27]-[55]. In addition, innovative concepts relying on reflector antennas 
with feed arrays were discussed, which allow for digital processing in elevation [30], [62] as well 
as in azimuth dimension [61]. 

Starting in 2001, [29] and [31] present an innovative processing approach in elevation di-
mension. The so-called HRWS (High-Resolution Wide-Swath) SAR system is built on an array 
antenna consisting of multiple elements in elevation that allow on receive for a real-time scan-
ning of a narrow beam in order to follow the echo of the transmitted signal on ground. This en-
ables the suppression of range-ambiguous returns and ensures a high antenna gain. Follow-on 
investigations can e.g. be found in [33] and [38]. 

Regarding the azimuth dimension, [36], [40], and [48] specify dedicated algorithms for 
multi-channel SAR processing. The approach presented in [40] and further elaborated in [45] 
introduces a phase correction that is applied to the raw data to resample the signal in azimuth, 
while the technique presented in [36] proposes an algorithm based on a generalization of the 
sampling theorem that allows for the unambiguous recovery of the azimuth spectrum from mul-
tiple aliased sub-aperture signals. The method is elaborated in several follow-on papers [42]-
[44], [46], [47], [52], [55] and later extended to burst mode operation [58]-[60], [65]. Finally, 
[48]-[50] bring up another space-time approach for application in small satellite constellations 
forming a sparse array. The basic idea is to minimize the combined power of white and colored 
noise by a trade-off between a spatial filtering of the azimuth signal to suppress Doppler ambi-
guities – which corresponds to the method presented in [36] – and a matched filter. 

Besides, alternative concepts that do not directly build on conventional SAR have been pro-
posed. One idea is based on steering multiple beams to different azimuth directions and assign-
ing each of the corresponding footprints to a different slant range, as proposed by the multi-beam 
concepts of [20] and [21] and the squinted SAR configuration described by [22]. Further, a very 
general approach based on a multi-satellite constellation forming a sparsely distributed radar 
sensor is developed and an optimum way of processing in the space-time domain is derived in 
[26], [28], and [34]. Last but not least, [35] and [41] present the “SAR train” consisting of a 
multi-satellite constellation that is distributed in along-track direction and uses a spread spectrum 
waveform for transmission. 
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3.3 First System Concepts 

Although system concepts and processing techniques are not always clearly separable, the 
present section focuses on the early developments of multi-channel systems while Section 3.4 
summarizes different processing methods. 

3.3.1 Multiple Apertures in Elevation 

In 1991, Griffiths and Mancini [23] proposed a system consist-
ing of an array antenna split in elevation (cf. Fig. 22). The overall 
dimension of this antenna is smaller than implied by the minimum 
antenna area constraint for SAR systems yielding a broad beam in 
elevation dimension that covers a wide swath on ground but at the 
same time gives rise to range-ambiguous echoes. The basic idea is 
now to apply the processing in terms of an appropriate weighting 
and combination of the signals received by the different apertures. 
This allows for suppressing range ambiguities by adaptively steer-
ing nulls in the antenna pattern in elevation to the directions of the 
ambiguous returns. Consequently, a widened swath is obtained. In a 
monostatic system the swath may become no longer contiguous as 
blind ranges are introduced when the receiver is switched off dur-
ing transmission. Such restrictions could be overcome by bistatic 
radar systems allowing for simultaneous transmission and reception 
[37] and hence, short compact antennas could be used for high-
resolution SAR systems with continuous wide area coverage. 

3.3.2 Displaced Phase Center Antenna in Azimuth 

A different approach was proposed in 1992 in [24]. The so-
called Displaced Phase Center Antenna (DPCA) technique is based 
on dividing the receive antenna in along-track direction into multi-
ple sub-apertures (cf. Fig. 23), each receiving, down-converting and 
digitizing the radar echo. Hence, for every transmitted pulse the 
system receives multiple pulses in the along-track direction. This 
means that additional samples are gathered, thus increasing the ef-
fective sampling rate on receive according to the number of sub-
apertures. As a result, either the resolution can be improved while 
the swath width remains constant, or the PRF can be reduced with-
out rising azimuth ambiguities or impairing the resolution, by this 
enabling a wider swath. In consequence, the system benefits from 
the whole antenna length regarding azimuth ambiguity suppression 
while azimuth resolution is determined by the dimension of a single 
sub-aperture, thus decoupling the hitherto restrictions for high-

Beamforming
in Elevation

 

Fig. 22. Adaptive null-
steering in elevation to sup-
press range ambiguous re-

turns. 

Displaced 
Phase Centers
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Fig. 23. Multiple phase 
centers in azimuth to re-

duce azimuth ambiguities. 
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resolution wide-swath imaging, as will be discussed in detail in Section 4.1. Note that this tech-
nique proposes to recover the azimuth signal by simply interleaving the samples of the different 
receiving channels without any further processing. As will be shown in Chapter 4, this imposes a 
stringent timing requirement on the system regarding the relation between sensor velocity, PRF 
and antenna length. These parameters have to be adjusted in order to obtain a signal that is 
equivalently sampled as a single-aperture signal of the same effective sampling rate. Unfortu-
nately, this constraint will be unavoidably violated, as a system cannot be operated with only a 
single PRF. As a result, the sample positions deviate from the ideal positions entailing a de-
graded performance. 

3.3.3 Quad Array Antenna 

Beamforming
in Elevation

& DPCA

Fig. 24. Combination of 
adaptive null-steering in 
elevation and multiple 

phase centers in azimuth. 

The Quad Array approach presented in [25] is based on an an-
tenna split into two rows and two columns yielding a four-element
array as shown in Fig. 24. Basically this concept can be understood
as a combination of the two approaches presented before as the dis-
placed sub-apertures in azimuth are complemented by multiple sub-
apertures in elevation. This idea combines the advantages of gather-
ing additional samples in azimuth to suppress azimuth ambiguities
and simultaneously enabling an enlarged swath for a fixed PRF as
resulting range ambiguities are suppressed by an adequate null-
steering of the antenna pattern in elevation. As already mentioned
above, the proposed system in elevation will result in an imaged
swath with blind ranges that are introduced when the receiver has to
be switched off for transmission. Further, as mentioned in the sec-
tion on the DPCA method, the system underlies the stringent timing
constraint to ensure a uniform spatial distribution of the gathered
samples in azimuth dimension. 

3.4 Processing Strategies 

Subsequently, attention is turned from the system concepts to the further development of the 
processing strategies of a multi-channel SAR signal, both in elevation and in azimuth. Depend-
ing on the available data rate and data storage capacities, the processing is either to be conducted 
directly in real-time on board of the sensor or can be carried out on ground using the stored sig-
nal. While the on-board processing offers the possibility to combine the signals of a large num-
ber of individual receiver channels, a prior storage of the signals allows for a complete a-
posteriori and consequently very flexible and reconfigurable processing. 

Although the techniques are derived and developed either for a single-platform system or 
multi-satellite systems, it should be noted that the algorithms are in general applicable to both 
approaches, though entailing different challenges. 
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3.4.1 Scan-on-Receive in Elevation (SCORE) 

The High-Resolution Wide-Swath SAR (HRWS SAR) system 
introduced in [29] and established in several follow-on publica-
tions [31], [33], [38] is based on an array antenna split into a num-
ber of azimuth panels, each sub-divided into multiple elements in 
elevation (cf. Fig. 25). This allows for combining multi-channel 
sampling in azimuth with a time-variant beamsteering approach in 
elevation. In the suggested system, particular attention is only 
turned to the elevation dimension while in azimuth the different 
channels are only interleaved without any processing. 

The processing concept combines the echoes from the sub-
apertures in elevation in a way to form a narrow beam in elevation 
which “scans” the ground in real-time in order to follow the re-
flected radar pulse as it travels on the ground. This “scan-on-
receive in elevation” (SCORE) enables the coverage of a wide 
swath by using a large receiver aperture with high gain. Hence the 
system is capable of compensating the unavoidably poor gain of a 
passive large area illuminator and to provide a sufficient suppres-
sion of range-ambiguous returns. However, this technique requires 

knowledge of the observed terrain topography, because otherwise a mispointing of the narrow 
elevation beam may occur, resulting in severe gain loss [64]. Another important issue is the lack 
of any azimuth processing strategy. Although relying on an array antenna in azimuth, the gath-
ered samples in azimuth are only interleaved and no further processing is applied entailing a de-
graded performance if the system is operated with a non-optimum PRF. The application of an 
appropriate processing algorithm – as will be proposed in Chapter 5 – can solve this problem. 

Specific aspects of the HRWS system concept have been investigated in detail in several fol-
low-on studies [51], [52]. 

3.4.2 Multi-Channel Reconstruction Algorithm in Azimuth 

This processing concept of the multi-channel azimuth signal was first proposed in [36]. It is 
based on a generalization of the sampling theorem, which states that a signal spectrum can be 
unambiguously reconstructed if the Shannon-Nyquist theorem is fulfilled in average without 
requiring equally spaced samples in space-time [72], [73]. The technique describes the signal 
acquisition of a multi-channel SAR system by a system of linear filters. The corresponding set of 
linear equations then enables to determine a set of weighting functions which allow for the un-
ambiguous recovery of the formerly aliased azimuth spectrum. It will be derived and investi-
gated in detail in Chapter 5. Together with [40] – and apart from [26] which treats the subject of 
non-uniform sampling in a general way – this concept was the first to address the inconveniences 
arising from non-uniformly spaced samples in azimuth dimension. But in contrast to [40], it al-
lows for effectively solving the problem of azimuth ambiguities as will be seen from the system 
performance calculations (cf. Chapter 7). 

  

Beamsteering
in Elevation

for High Gain

Fig. 25. Real-time beam 
scanning in elevation to sup-
press range ambiguities and 

provide high gain. 
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3.4.3 Multi-Channel Phase Correction in Azimuth 

First presented in [40] and elaborated in [45], this method is based on an analysis of the 
multi-channel signal’s phase compared to the phase of a monostatic and uniformly sampled sig-
nal. This yields a Doppler frequency dependent phase difference between the multi-channel sig-
nals and the monostatic signal. Hence, by applying an appropriate phase correction to the data of 
each individual channel, the phase of the multi-channel signal is adjusted in a way such that the 
resulting phase corresponds to the monostatic and uniformly sampled signal. 

3.4.4 Minimum Variance Distortionless Beamformer 

Another space-time approach for application in small satellite constellations forming a 
sparse array is brought up in [48]-[50]. Similar to classical STAP (Space-Time Adaptive Proc-
essing) approaches, the basic idea is to consider azimuth ambiguous energy as colored noise and 
then adapt the processing to minimize the combined power of white and colored noise by a 
trade-off between a spatial filtering of the azimuth signal to suppress azimuth ambiguities and a 
matched filter to optimize the SNR with respect to white noise. The azimuth ambiguities are sup-
pressed by the adaptive adjustment of the weighting coefficients of the single azimuth apertures 
to steer the nulls in the resulting joint antenna pattern to the angles corresponding to the ambigu-
ous Doppler frequencies.10 This approach for ambiguity suppression is combined with a matched 
filter, basically yielding the minimum variance distortionless beamformer as e.g. presented in 
[74] or [75]. 

In comparison to a mere ambiguity suppression, such a combined method yields an im-
proved SNR at the cost of a degraded ambiguity suppression, which can be afforded if the ambi-
guities remain within the noise floor. Nevertheless, this requires the correct estimation of the 
ratio of ambiguous to white-noise power, and consequently this method is no longer data inde-
pendent. 

3.5 Alternative Approaches 

To complete the overview of systems aiming at high-resolution wide-swath SAR imaging, it 
is necessary to mention two early approaches from 1979 and 1983 based on a SAR in “multiple 
beam” operation [20]-[22] that builds on an array antenna in a squinted configuration and two 
further multi-satellite concepts and their processing strategies. Different from the ones presented 
above, the subsequent methods are not based on classical side-looking SAR sensors with pulsed 
operation. 

                                                                 
10As it will be shown in Appendix D, this adaptive null-steering is under certain approximations in-
cluded in the multi-channel reconstruction algorithm introduced in 3.4.2 and described in detail in 
Chapter 5. 
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3.5.1 Multiple Beam SAR 

In contrast to classical SAR systems, the multiple beam 
SAR approach [22] is not strictly side-looking as the sensor is 
squinted around the axis perpendicular to the ground as indicated 
in Fig. 26. The squinted geometry is combined with a receiving 
antenna split into multiple sub-apertures in azimuth that allow 
for beamforming. 

An appropriate coherent – either analog or digital – combi-
nation of the individual sub-apertures’ signals enables to form 
multiple antenna beams. The respective footprints are deter-
mined by the overall antenna dimensions in azimuth and eleva-
tion which lead, respectively, to an illuminated area on ground 
much smaller than the wished swath. The squinted configuration 
of the antenna ensures that each of the formed sub-beams illu-
minates an area of different ground range distance, yielding – 
after stringing together the sub-beams – wide-swath coverage. In 
other words, the footprint of each beam steered to a different 
squint angle corresponds to a different sub-swath of the overall 

imaged region. As the elevation dimension of the antenna is large compared to the imaged swath, 
range ambiguities are well suppressed thus allowing for a PRF high enough to suppress azimuth 
ambiguities. However, a problem of this approach is the coarsened resolution and impaired per-
formance arising from the high squint angles that are needed. For details refer to [22]. 

A similar approach was introduced by Jain in 1979 [21]. The proposed SAR is also based on 
a multi-beam approach with each beam illuminating a separate range and azimuth footprint. In 
contrast to the method described above, multiple receive apertures are neither explicitly men-
tioned to be required nor excluded. Further, [21] proposes a slightly different illumination in a 
way that for a specific pulse the echoes from different beams are received at different interpulse 
periods. This results in an increased swath, but includes blind ranges corresponding to the times 
where the antenna transmits, according to 3.3.1. 

Squinted SAR 
Illumination & 
Narrow Beams 

on Receive 

Fig. 26. Squinted SAR con-
figuration with narrow beams 

to image a wide swath. 
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3.5.2 Spread Spectrum Waveforms 

A further technique is presented in [35] and [41]. The “SAR 
train” consists of multiple individual satellites that are distrib-
uted in along-track direction and whose signals are combined 
coherently to improve the system performance. In this context, 
a fully active system is addressed as well as the special case of a 
single transmitter system in combination with multiple receiv-
ers. In a first step, pulsed operation with no specific processing 
of the individual signals is suggested. Thus a fixed relation be-
tween sensor positions, velocity, and PRF is required to ensure 
a uniform distribution of the received samples in azimuth. This 
imposes a stringent requirement on the accuracy of the individ-
ual satellite positions, as any violation entails non-equally 
spaced samples leading to severely degraded ambiguity sup-
pression (cf. Chapter 4). As a new approach, continuous spread 
spectrum waveforms are suggested instead of transmitting 

“conventionally” pulsed waveforms. As indicated in Fig. 27, mutually uncorrelated pseudo-noise 
(PN) codes are emitted, which allow for relaxing the stringent timing constraint, as the ambigu-
ous energy is no longer locally concentrated in peaks but spread. In the case of unrepeated PN 
code, this yields a constant pedestal of ambiguous energy spread over all image pixels, while for 
a repeatedly transmitted PN sequence, a comb-like distribution is obtained according to the se-
quence length. Finally, this technique ensures a coherent summation of the signal while the am-
biguous parts only add incoherently. This yields improved ambiguity suppression in case of a 
non-optimum satellite spacing and, as explicitly pointed out in [35], even for distributed targets. 

3.5.3 Sparse Array SAR Constellations 

A more general approach is proposed in [26] and further 
investigated in a couple of follow-up publications as e.g. [28] 
and [34]. The concept considers an arbitrarily distributed 
spaceborne array of radar satellites that do not necessarily 
build a formation that is aligned in along-track dimension (cf. 
Fig. 28). The satellites are then regarded as a sparse array of 
antennas that, in addition to range-Doppler data, collect also 
angle-of-arrival information. This additional independent 
information enables wide-swath imaging with enhanced reso-
lution. The processing of the irregularly spaced and sparsely 
distributed samples of the array then requires a space-time 
minimum mean-squared error (MMSE, i.e. Wiener) estimator 
as traditional approaches like matched filtering typically do 
not yield adequate imaging results. 

 

Spread 
Spectrum 

Waveforms

 
Fig. 27. “SAR train” emitting 
spread spectrum waveforms. 

Sparsely Distributed 
SAR Satellites  

Fig. 28. Sparse array configura-
tion of multiple satellites. 
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4 Multi-Channel SAR in Azimuth 

In the following, the focus is turned to the azimuth signal of multi-channel SAR as the work 
concentrates on these aspects. Firstly, this chapter introduces the principle of multiple signal re-
ception in azimuth dimension and elaborates how this allows for overcoming the restrictions of 
single-aperture SAR architectures. Then, Section 4.2 derives the multi-channel impulse response 
in azimuth and shows the relation to single-aperture SAR. This is followed by Section 4.3, which 
recalls and derives basic relationships between the sensor geometry and system parameters and 
how this determines the spatial distribution of the acquired signal (“spatial sampling”). 

4.1 Multi-Channel Reception in Azimuth 

 

Multi-channel SAR systems in azimuth have a single transmit aperture and a receiving an-
tenna that is subdivided into N individual apertures in azimuth dimension (cf. Fig. 29, left). Each 
of the receive apertures and the transmit antenna illuminate the same area on ground. Conse-
quently, for each transmitted pulse such a sensor receives a number of N pulses at mutually dis-
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Fig. 29. Left: Multi-channel azimuth system enabling high-resolution wide-swath imaging. Right: 
Azimuth samples gathered by a single-aperture system (top) and increased sampling rate obtained 
for the same PRF with multiple receive apertures (bottom). The spacing of the gathered samples is 

given by half of the Rx phase center distance as will be derived in Section 4.3. 
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placed positions as illustrated in the right part of Fig. 29. This means that additional samples are 
gathered along the synthetic aperture and as a result, the effective sampling rate of the azimuth 
signal is increased to N·PRF while the transmit PRF remains unaltered. Recalling the limitation 
of conventional systems, this means that (20) remains valid regarding the range-ambiguous re-
turns, but the necessary minimum PRF to fulfill the Nyquist criterion decreases by a factor of N 
according to (23). 

Compared to a mono-aperture system, transmit PRF and effective sampling rate are “de-
coupled” by a factor of N. Consequently, for the same PRF an N-times higher Doppler band-
width can be sampled allowing for an improved geometric resolution while keeping the range 
ambiguities constant. Or, alternatively, the PRF can be reduced by 1/N without an increase of 
azimuth ambiguities and degradation of the resolution while increasing the unambiguous slant 
range by a factor of N thus enabling the imaging of a wider swath. 

Analogously to the figure of merit for conventional systems (cf. Section 2.4), (23) in combi-
nation with (18) allows for deriving the figure of merit for a multi-channel system, which is re-
laxed by a factor of N: 

 
As will be explained in detail in the following sections, the spatial distribution of the gath-

ered samples has to be accounted for and the above presented “decoupling” by a factor of N is 
only valid without restrictions for a specific relation between antenna dimensions and PRF. In 
any other case, an additional processing step is required in order to achieve a coherent combina-
tion of the N sub-sampled and hence aliased channels to a single output signal sampled with 
N·PRF and free of aliasing. Due to restrictions imposed by the timing, it is in general not possi-
ble to operate a SAR system with only a single PRF as for example certain PRF values would 
require temporally coinciding transmission and reception, which is not possible. Consequently, 
the application of an appropriate digital processing network is mandatory for the successful op-
eration of a multi-channel SAR system and thus the multi-channel system block diagram modi-
fies to Fig. 30: Each of the N receiver channels’ signals is mixed, digitized and stored. Then, a 
posteriori, digital processing (“Multi-Channel Azimuth Processing”) is carried out by a joint spa-
tiotemporal processing of the recorded sub-aperture signals, before classic monostatic SAR algo-
rithms are applied to focus the signal. In terms of the joint antenna pattern resulting from the 
weighted combination of the individual channels, this can be interpreted as the formation of nar-
row “virtual” – i.e. digitally formed – beams that are used to gain supplementary information 
about the direction of arrival of the backscattered signals (Fig. 30, right). As all processing is 
done a posteriori, multiple arbitrary beams can be formed one after another. In simple words, the 
azimuth processing aims at combining N input channels – each sub-sampled with PRF and ali-
ased – to a single output channel of N·PRF that is free of aliasing. 
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Fig. 30. Multi-channel azimuth system with formation of different narrow beams (right) and cor-

responding system block diagram (left): Each aperture is interpreted as an individual channel 
whose signals are digitized and stored before they are combined coherently a posteriori in a digital 

signal processing stage. 
 

A suited multi-channel processing algorithm, which allows for relaxing the imposed con-
straints on system design and operation will be presented and analyzed starting from Chapter 5. 

4.2 Multi-Channel Impulse Response and Quadratic 
Approximation 

In conventional mono-aperture SAR, the varying path length and the resulting phase modu-
lation of the signal (cf. (1) and (9), respectively) are determined by twice the distance between 
sensor and target (cf. Fig. 31, left). In a multi-channel configuration, transmitter and receiver are 
separated and consequently the way from the transmitter to the target and the way back are dif-
ferent and the spacing between the transmit (Tx) and receive (Rx) aperture has to be taken into 
account (cf. Fig. 31, right). 
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Fig. 31. Transition from the monostatic path length (left) to the multi-channel path, where the re-

ceive path changes to Rj(t) as the Tx-Rx spacing given by Δxj has to be considered (right). 
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As mentioned, focus is on azimuth dimension. Consequently, along-track separations be-
tween transmitter and receiver will be considered and the impact on the signal model will be 
derived in analogy to the monostatic signal model of Chapter 2. 

For a given receiver j separated by Δxj in azimuth from the transmitter, the azimuth response 
hs,j(t) for a point-like target at azimuth position x = 0, minimum slant range R0 and for a carrier 
wavelength λ is described by (25). The phase of hs,j(t) is determined by the lengths of transmit 
and respective receive path j which are given by R(t) and Rj(t), respectively. 

( ) ( ) ( )( )s,
2πexp jj jh t R t R t
λ

⎡ ⎤= − ⋅ +⎢ ⎥⎣ ⎦
 (25)  

With the assumption of the same radius for both the transmit and receive aperture track, the 
relation between R(t) and Rj(t) is defined as follows: 

( )
s

Δ j
j

x
R t R t

v
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 (26)  

In a next step, the joint Tx/Rxj antenna patterns in azimuth defined by aj(t) are taken into ac-
count. The respective Fourier transforms are given by Aj(f), where f denotes Doppler frequency. 
As a homogeneous scene of reflectivity us(t) and Us(f), respectively, is assumed, the azimuth fre-
quency envelope of the SAR signal at channel j is also given by Aj(f). This leads to the following 
expression for a multi-channel SAR system, where Hs,j(f) represents the Fourier pair of the im-
pulse response function hs,j(t), and Uj(f) describes the received SAR signal at channel j. 

( ) ( ) ( ) ( )s j s,j jU f U f A f H f= ⋅ ⋅  (27)  

Transferred to a block diagram, one obtains: 
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Fig. 32. Block diagram of a multi-channel SAR where the filter function Hs,j(f) and the azimuth 

signal envelope Aj(f) characterize the respective channel j in Doppler domain, leading to a SAR sig-
nal Uj(f). The “input” signal Us(f) gives the scene reflectivity. 

 

Taylor expansion of both paths from (25) to the order of two yields the quadratic approxima-
tion of the multi-channel impulse response function in azimuth. 
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Comparing (28) to the approximated monostatic impulse response hs(t) defined by (12) and 
(13), one recognizes that the multi-channel point target response evolves from the monostatic 
response hs(t) by  

1. a constant phase shift Δφj = -π·vg·Δxj
2/(2·vs·λ·R0) and  

2. a time delay Δtj = Δxj/(2·vs). 

As a result, the multi-channel impulse response function in azimuth can be rewritten as:11 

( ) ( ) j
s, s

j
j jh t h t t e ϕ⋅Δ≅ − Δ ⋅  (29)  

In Doppler frequency domain, this relation between monostatic impulse response Hs(f) and 
the multi-channel response of channel j, Hs,j(f), is described by a simple multiplication with the 
filter Hj(f), where Hs(f) and Hj(f) are the Fourier pairs of hs(t) and hs,j(t), respectively (cf. (30)). 

( ) ( ) ( )s, sj jH f H f H f≈ ⋅  (30)  

The multi-channel response can hence be separated into the influence of the multi-channel 
system described by Hj(f) and the conventional SAR impulse response given by Hs(f). Transfer-
ring (29) to Doppler frequency domain, Hj(f) consists of the constant phase Δφj and a phase ramp 
corresponding to the shift by Δtj in time domain. 
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 (31)  

Accordingly, a single branch of the block diagram simplifies as follows: 
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Fig. 33. Block diagram of branch j after quadratic approximation. The impulse response function 
Hs,j(f) is expanded into the monostatic impulse response function Hs(f) and a “channel function” 

Hj(f). 
 

                                                                 
11Although the quadratic approximation of (28) is not always applicable without restrictions, the de-
rived expression (29) which relates mono- and multistatic range histories by a time shift and a con-
stant phase is valid in all considered scenarios. For a detailed discussion refer to Appendix C. 
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Further, for single-platform systems, the same azimuth characteristic can be assumed for 
each channel j and consequently Aj(f) simplifies to A(f) and its time domain representation a(t). 
Recalling Fig. 12, filtering of the scene with A(f)·Hs(f) yielded the monostatic SAR signal in 
Doppler domain, U(f), with its time domain representation u(t). Hence, the description of a con-
ventional SAR – given by A(f), Hs(f) and U(f) – is decoupled from the characterization of the 
multi-channel system defined by Hj(f). Finally, this yields the block diagram shown subse-
quently.  
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Fig. 34. Block diagram of a multi-channel SAR interpreted as a monostatic SAR system followed 
by a set of N linear filter functions Hj(f). In Doppler frequency domain, each Hj(f) represents the 

relationship between the monostatic SAR signal U(f) and the respective multi-channel SAR signal 
Uj(f). 

 

Analytically, this means that the multi-channel SAR signal of channel j – denoted by Uj(f) 
and uj(t) – is related to U(f) and u(t) by Hj(f) according to (32) and its time domain representation 
hj(t), respectively. 

( ) ( ) ( )j jU f H f U f= ⋅  (32) 

4.3 Spatial Sampling 

In order to provide a better understanding, the present section recalls and derives the basic 
relationships of multi-channel systems regarding the spatial positions in along-track (“azimuth”) 
dimension of the gathered information (“spatial sampling”). The relation between transmit and 
receive aperture position and the location of the corresponding sample is derived and the de-
pendencies on system parameters are given. Finally, special sampling scenarios for a train of 
pulses are presented. 

4.3.1 Effective Phase Center, Virtual Sample Position and Spatial Sampling 

The phase center of an antenna or aperture represents the “effective” position of the transmit-
ted or received signal and it is in general situated in the center of area of the aperture. In conven-
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tional systems usually the same antenna is used for transmission and reception and consequently 
the phase center of both are the same. As mentioned in the preceding sections, in a multi-channel 
system a single transmit antenna is combined with a number of receiving channels and hence, in 
general, the positions of transmitter and receiver do not coincide. As derived above, the impulse 
response function of such a system evolves from a monostatic one by a time shift corresponding 
to half the spacing between transmitter and receiver and a constant additional phase (cf. (29)). 
Hence, these systems of spatially separated transmit and receive apertures can be approximated 
by a virtual system where both coincide and lie midway between the transmitter and respective 
receive aperture and a constant phase term is added. This position is called “effective phase cen-
ter” and represents the spatial position of the received signal of the respective transmitter-
receiver pair. As derived in Section 4.2, this interpretation of the effective phase center is based 
on a Taylor expansion of the path length from the transmitter to the target and back to the re-
ceiver. It should be kept in mind that the validity of the effective phase center approximation 
midway between transmitter and receiver depends on the accuracy of the Taylor expansion to 
describe the path length. This approximation is very good in single-platform systems, but it 
might become invalid for very large separations between transmit and receive antenna. 
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Fig. 35. Position of transmit (Tx) and multiple receive apertures (Rxj) in azimuth direction x and 
corresponding effective phase center giving the spatial sample position. The sample position is de-

termined by the distance Δxj between Tx and respective receiver Rxj. Right shows a single-platform 
system while left gives a multi-satellite configuration. 

 

The positions of the effective phase centers in azimuth of a single-platform system with ex-
emplary 3 receivers – denoted from Rx1 to Rx3 – are shown in the right part of Fig. 35. In this 
case the spacing of the samples is equal to half of the receive aperture spacing Δx, which corre-
sponds also to the size of a single receive aperture. Note, that all adjacent samples are spaced 
equally as all adjacent receive apertures show the same distance. In contrast, in a sparse array 
system the offset between adjacent receivers is no longer constant and consequently the resulting 



40 4  Multi-Channel SAR in Azimuth
 

 

sample positions are distributed in azimuth with non-equal spacing, which is determined by the 
different distances Δxj of the respective receiver j to the transmitter (Tx) (cf. Fig. 35, left). 

Consider now the system moving with constant velocity vs and the transmitter emitting a 
train of pulses with a pulse repetition frequency PRF. Then the spatial distribution of samples 
(“spatial sampling”) as shown in Fig. 36 is obtained. For every transmitted pulse, N signals are 
received whose positions in azimuth are determined by the positions of the receivers with respect 
to the transmitting aperture and consequently the distances of the samples received for a single 
pulse are defined by the spacing between the receiving apertures. Further, the system travels in 
along-track the distance of vs/PRF between successive transmit pulses and as a consequence the 
spacing of subsequent samples corresponding to a specific receive aperture is determined by the 
system parameters vs and PRF. Note, that for a sparse array configuration a receiver-spacing lar-
ger than the distance between subsequent pulses might cause spatially adjacent samples which 
neither originate from adjacent receivers nor from the echo of the same transmit pulse (cf. Fig. 
36, left). In the following, the relation between spatial sampling and the system parameters as 
aperture position, sensor velocity and PRF is derived and the most relevant cases are presented. 
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Fig. 36. Spatial sampling for three subsequent pulses transmitted at t-1 (dotted red), t0 (solid black) 

and t1 (dashed blue) for a single-aperture system (right) and a multi-satellite system (left). The inter-
sample spacing for a single transmit pulse is determined by the aperture distance Δx while the dis-

tance between samples of subsequent pulses is given by the sensor velocity vs and the PRF. 

4.3.2 Uniform Sampling 

The optimum case is given by a scenario where all gathered samples are distributed uni-
formly along the synthetic aperture. In the general case of a sparse array of receive apertures, this 
means that the distance between adjacent receivers has to result in a phase center distance of 
1/N-th of the distance between subsequent pulses given by vs/PRF. Hence, to ensure equally 
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spaced samples for a given PRF in a multi-satellite configuration moving with vs, the following 
conditions for the along-track displacement of the receive apertures to the transmit aperture, Δxj, 
j ∈  {2,...,N} relative to the offset Δx1 of receiver 1 have to be fulfilled: 

s
1

2 1     ;   j j j
v jx x k k

PRF N
⋅ −⎛ ⎞Δ − Δ = + ∈⎜ ⎟

⎝ ⎠
Z  (33)  

The integer kj accounts for the fact that spatially neighbored samples might originate from 
temporally different transmit pulses. One recognizes that in general (33) possibly cannot be ful-
filled for all receivers j at the same time and hence there might be no optimum PRF ensuring 
uniformly distributed samples. For a single-platform system with an array antenna, the along-
track displacement between adjacent sub-apertures is constant and denoted by Δx and all kj of 
(33) become zero. Consequently, (33) simplifies to: 

s2 vx
PRF N

⋅
Δ =

⋅
 (34)  

Taking into account that the overall antenna length in azimuth laz is made up of N apertures, 
each of length Δx, the optimum PRF can be directly derived from system parameters according 
to (35). Equation (35) imposes a stringent requirement on the system as it states that to ensure 
equal spacing between all the samples in azimuth the PRF has to be chosen such that the SAR 
platform moves just one half of its antenna length laz between subsequent radar pulses. This op-
timum PRF will be referred to as “uniform” PRFuni as it fulfills the timing requirement for uni-
formly spaced samples in azimuth (“uniform sampling”). 

s s
uni

az

2 2
Δ
v vPRF

N x l
⋅ ⋅

= =
⋅

 (35)  

A uniformly sampled data array represents the optimum case as it yields a data array equiva-
lent to that of a single-aperture (“monostatic”) system operated with N·PRF and hence conven-
tional SAR algorithms can be applied to process the multi-channel SAR data. In reverse, any 
deviation from the relations of (33) and (35), respectively, will result in a non-equally sampled 
data array along the synthetic aperture (“non-uniform sampling”) that is no longer equivalent to a 
monostatic signal and cannot be processed by conventional monostatic algorithms without per-
formance degradation. This means that classic multi-channel systems where the antenna is split 
in azimuth dimension either are subject to stringent operational requirements or need appropriate 
pre-processing algorithms to correct for perturbations caused by non-uniformly spaced samples. 
In general, timing constraints do not allow for operating a system with a single PRF thus requir-
ing suitable digital processing algorithms to the multi-channel signals (cf. Chapter 5). 

4.3.3 Special Sampling Scenarios 

To complete this section, two more special sampling scenarios are shortly presented. Firstly, 
certain PRF values may result in an interleaving of samples originating from different transmit 
pulses in a way such that again all samples are spaced equally, yielding a “uniform sampling of 
higher order” (cf. Fig. 37, left). In contrast to (33) this means that not with the subsequent pulse 
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but only after k pulses the first sample of the array has traveled half of the antenna length yield-
ing other possible PRF values of uniform sampling that are denoted by PRFuni,k and given by 
(36) a). Further, in this case it is required that no samples are located at the same azimuth posi-
tion as ensured by the inequality for k given in (36) b), which excludes those values where sam-
ples coincide spatially. 

s
uni, uni

2
Δk
vPRF k k PRF

N x
⋅

= ⋅ = ⋅
⋅

 a) 

p Nk
m
⋅

≠  where {1,..., 1}; ,m N p k∈ − ∈`  b) 

(36)  

 

A second case to be mentioned arises when samples of different transmit pulses received by 
apertures j and i coincide spatially as sketched in Fig. 37 on the right. This condition is defined 
generally in (37), where p and q denote the number of pulses after which the samples of channel 
i and j coincide, respectively. Equation (37) simplifies to (38) for a single-platform system yield-
ing the respective PRFsgl specified by m and n. Note that the spatial sampling in this case passes 
into uniform sampling if one of the coinciding channels is “switched off” and only a reduced 
number of channels is considered. In the example given in Fig. 37 this would mean skipping the 
samples corresponding to receiver 3, thus yielding a uniformly sampled system with a reduced 
number of N = 2 receive apertures. 

ΔΔ ; where ,
2 2

ji s s

c c

xx v vp q p q
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5 Multi-Channel Azimuth Processing: 
Reconstruction Algorithm 

As presented in Chapter 3, most of the suggested systems so far propose to simply operate a 
multi-channel antenna in azimuth by interleaving the samples of the different receiving channels 
without further specific processing steps [16], [24], [25], [31]. As further elaborated in Chapter 
4, this requires a stringent timing according to (35) to be fulfilled, in order to obtain a signal that 
is equivalent to a monostatic signal of N times the PRF. In any other case the sample positions 
deviate from the ideal positions, but they are treated as if the signal was sampled uniformly 
which leads to a degradation of the system performance (increased ambiguities, coarsened reso-
lution, etc.) as it will be discussed in this chapter. In this case, further processing of the signal is 
required before conventional monostatic SAR algorithms are applied to focus the signal. 

The present chapter is dedicated to a technique called Multi-Channel Reconstruction Algo-
rithm that is suited to process multi-channel signals in azimuth. This algorithm is built on a gen-
eralized sampling theorem according to [72] and [73], and its first application to SAR data was 
proposed in [36]. The technique is based on solving a system of linear equations to unambigu-
ously recover the formerly aliased azimuth spectrum even in case of non-uniformly spaced data 
samples. This means that constant performance of the multi-channel system is ensured also for 
non-optimum PRF values violating the timing requirement. This chapter starts with a detailed 
derivation of the algorithm and an illustrative approach to its principle in Sections 5.1 and 5.2, 
followed by regarding the proposed algorithm in the framework of STAP processing in Section 
5.3. In a next step, the one-dimensional azimuth reconstruction is embedded in a two-
dimensional processing scheme, proving its applicability for regular SAR processing (cf. Section 
5.4). This is followed by an investigation of the algorithm’s impact on signal power, residual 
ambiguous energy, and noise power, yielding analytic expressions for the azimuth ambiguity-to-
signal ratio (AASRN) and variations of the signal-to-noise ratio (Φbf) in multi-channel systems (cf. 
Sections, 5.5-5.7). Based on the result for the SNR variation induced by the multi-channel proc-
essing, the well-known expression for the Noise Equivalent Sigma Zero (NESZ) is extended to 
multi-channel SAR systems (cf. Section 5.8). 

It should be noted that the algorithm has great potential for any multi-channel SAR system, 
be it a sparse array consisting of multiple distributed satellites or a single-platform system rely-
ing on the displaced phase center technique, like the high-resolution wide-swath (HRWS) SAR 
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[31] or the dual receive antenna approach with TerraSAR-X [17] or Radarsat-2 [16]. In the fol-
lowing, focus is turned a single-platform system; basic considerations on the characteristics of 
distributed systems are given in Section 5.4 and in the outlook in Chapter 10. 

5.1 Theoretical Background 

As introduced in Section 2.3, the SAR echoes obtained from the subsequently transmitted 
chirp pulses are interpreted as a discrete-time azimuth signal that is sampled with a frequency 
given by the PRF. According to the sampling theorem formulated by Nyquist and Shannon [71], 
this allows for a maximum azimuth (“Doppler”) bandwidth of PRF that can be recovered from 
the discrete-time data without loss of information. The sampling theorem can be illustratively 
interpreted by having a look at the signal spectra. According to signal theory, sampling with a 
frequency of PRF leads to a spectrum that consists of the periodic repetition of the original spec-
trum with a period defined by the sampling frequency. Consequently, only signal bandwidths 
BD,i smaller than the sampling frequency result in a discrete-time Fourier transform of the signal 
where the individual spectra do not overlap and the original spectrum can be recovered by low-
pass filtering (cf. Fig. 38, top). If BD,i exceeds the PRF, sampling leads to an overlap of the spec-
tra (cf. Fig. 38, bottom) making it impossible to separate the original spectrum from its repeti-
tion. As a result, information is lost. For a thorough discussion of discrete-time signals and proc-
essing, refer to e.g. [76]. 
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Fig. 38. Illustration of Shannon-Nyquist sampling theorem. Top: A “properly” sampled signal 

spectrum (BD,1 ≤ PRF) which can be recovered as the discrete-time spectra can still be discerned. 
Bottom: Sub-sampled signal (BD,2 > PRF) whose periodically continued spectra partly overlap (cf. 

red lightning) in discrete-time domain and can hence not be recovered without loss of information.
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The multi-channel reconstruction algorithm that will be derived in the following is founded 
on a generalization of the “classical” sampling theorem described in short words above. Accord-
ing to this generalization, N independent representations of a signal, each sub-sampled at 1/N of 
the signal’s Nyquist frequency, allow for the unambiguous “reconstruction” of the original signal 
from the aliased Doppler spectra of the N representations. This means that any band-limited sig-
nal U(f) is uniquely determined in terms of the responses Hj(f) of N linear systems with input 
U(f) each, resulting in an output signal Uj(f), sampled at 1/N-th of the Nyquist frequency. The 
functions Hj(f) may be chosen in a quite general way, but not arbitrarily [72], [73]. In simple 
words, this means that it is sufficient to fulfill the Nyquist sampling rate in average, i.e. a suffi-
cient number of samples per time is enough, independent from their spatial distribution as long 
as the samples do not coincide in space. 
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sampled channels by filters Pj(f). Bottom (zoom): Each Pj(f) consists of N bandpass filters Pjm(f) 

valid on a sub-band of width PRF. 
 

Transferred to a multi-channel SAR system and applied to the system model originally in-
troduced in Fig. 34 and extended to Fig. 39, U(f) gives the equivalent monostatic SAR signal. 
The functions Hj(f) represent the channel between the transmitter and each receiver j with respect 
to the monostatic impulse response yielding the multi-channel SAR signals Uj(f) according to 
(32). Note that in principle the complete multi-channel SAR signal model including the two-way 
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patterns of the respective channels can be used for reconstruction. This means that the channel 
functions Aj(f)·Hs,j(f), which relate Us(f) and its representations Uj(f) according to (27), are used 
to calculate the reconstruction filters. In this case, not the SAR signal U(f) but the scene reflec-
tivity Us(f) is directly obtained, i.e. the focusing is already included in the reconstruction. For 
reasons of simplicity, only the quadratically approximated system model of Fig. 39 will be con-
sidered in the following. 

After reception, each signal is sampled in azimuth by PRF and hence the maximum signal 
bandwidth is N·PRF according to the effective sampling rate. A compact characterization of the 
whole system is then given by the system matrix H(f), that contains all channel representations 
Hj(f) shifted by integer multiples of the PRF according to (39). 
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Then, as shown in [73], the inversion of H(f) yields a matrix P(f) that contains in its rows N 
functions Pj(f) that are decomposed by the columns in N functions Pjm(f). Each Pjm(f) is defined 
on a sub-band m of width PRF around a center frequency f0,m = (-N/2 + m-1/2)·PRF (cf. Fig. 39, 
bottom). The corresponding interval is denoted by Im: 

0, 1 ,
2 2 2m m

PRF N NI f m PRF m PRF⎡ ⎤⎛ ⎞ ⎛ ⎞= ± = − + − ⋅ − + ⋅⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦
  ;  1,...,m N=  (40)  

Consequently, all Im make up the complete Doppler spectrum of the system and, accordingly, 
all Pjm(f) make up Pj(f), where each function Pj(f) represents the filter for the multi-channel proc-
essing of channel j. 
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Note that in the considered case the matrix H(f) is invertible as long as samples of different 
receive apertures do not coincide spatially. By investigating the properties of Pjm(f), it is ob-
served that the absolute value within each of the sub-bands Im is not varying with Doppler fre-
quency, i.e. the following holds true. 

( ) const.jmP f =  (42)  

The aliased frequencies in the Doppler spectra of the individual channels are then suppressed 
and consequently the original signal U(f) is recovered by filtering each channel j with its appro-
priate “reconstruction” filter Pj(f) and subsequent coherent combination of all weighted receiver 
channels (cf. Fig. 39). To complete Fig. 39, the conventional monostatic SAR focusing filter 
Pjm(f) is included. Note that the reconstruction filter functions Pj(f) vary for a given system with 
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the PRF, i.e. Pj(f, PRF) would be a more accurate notation. Nevertheless, for reasons of a suc-
cinct notation the explicit expression will be omitted, while keeping in mind the dependency on 
the PRF. 

5.2 Illustration of Principle 

In this section, an illustrative approach to explain the principle and limitations of the multi-
channel reconstruction algorithm is given. Consider a system as shown in Fig. 39 with exem-
plary N = 2 apertures and U(f) describing a monostatic SAR signal, while Uj(f) = Hj(f)·U(f) repre-
sents the received SAR signal at aperture j. At first, assume U(f) limited to [-PRF, PRF]. Then, 
Fig. 40 on the left shows the spectrum of the band-limited signal “seen” at the receiver j before 
sampling (top) and its periodic continuation after sampling with PRF (middle) yielding Uj,p(f), 
given in (43). For convenience the notation Ujk(f) = Uj(f+k·PRF) is introduced, where the index k 
indicates a shift by k·PRF in Doppler frequency domain. 

( ) ( ) ( ) ( ) ( ),pj j jk j
k k k

U f U f k PRF U f U f k PRF H f k PRF
∞ ∞ ∞

=−∞ =−∞ =−∞

= + ⋅ = = + ⋅ ⋅ + ⋅∑ ∑ ∑  (43)  

As can be observed, for any frequency, the sub-sampled and aliased signal consists of not 
more than two (in general N) shifted and superimposed spectra, as not more than one spectrum 
(in general N-1 spectra) of the periodic continuation overlaps with the original spectrum. Hence, 
the spectra U1(f) and U2(f) can be weighted and combined in such a way, that the component of 
the original spectrum is recovered, while the shifted component is cancelled. With Pjm(f) denot-
ing the reconstruction filter for receiver j on the interval Im (cf. Fig. 39), this requires the follow-
ing equations to hold in the interval I1 (cf. Fig. 40, middle, left): 
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 (44)  

The first equation of the system in (44) recovers the original spectrum while the second 
equation forces the cancellation of the aliased parts caused by the back-folded/shifted spectra. 
The cancellation is done by adjusting the phases of the Pjm(f) in a way to eliminate the ambigu-
ous spectral components. As explained in Appendix D, this corresponds to steering nulls in the 
joint antenna pattern to the direction of the azimuth ambiguous returns. The magnitude of the 
filters Pjm is set to ensure a recovery of the original magnitude of the signal spectrum. Of course, 
different scaling factors can be chosen, but will not affect the performance of the system. 

By setting up the corresponding equations for the other interval, one obtains: 
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In order to combine the equations of all intervals in one linear system, they have to be ex-
pressed for the same interval. Without loss of generality, I1 is chosen as the reference interval for 
solving the linear system. Consequently, the relationships of (45) are shifted to I1, yielding: 
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The combination of (44) and (46) in matrix notation then yields the linear system introduced 
in (39) and (41): 

( ) ( ) ( ) ( )f f f f⋅ = ⇔ = -1H P 1 P H  (47)  
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Fig. 40. Spectrum of signal at receiver j before (top) and after (middle) sampling with PRF and 
after reconstruction (bottom) taking into account all receivers. Left side shows a signal band-

limited to [-PRF, PRF] that is correctly recovered while the signal bandwidth on the right side ex-
ceeds [-PRF, PRF] and is superimposed by erroneous contributions ek. 
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In a next step, a scenario is analyzed, where the bandwidth of the signal exceeds N·PRF. For 
N = 2, an example for the spectrum of such a signal is given in Fig. 40 on the right, before (top) 
and after (middle) sampling. In contrast to the former case, it is observed that for each frequency 
the sampled signal Uj,p(f) consists of up to three contributions, as the spectra of the periodic con-
tinuation may overlap. For the general case, this means that more than N spectra may coincide at 
a certain Doppler frequency. From the mathematical point of view this results in a linear system 
of equations that is under-determined and consequently the original spectrum in general cannot 
be reconstructed exactly. As it was shown in the theoretical approach presented in [46], a com-
plete suppression of the contributions from the shifted spectra is not achieved, due to the fact that 
the filters Pj(f) are determined as if the signal bandwidth was limited to ±N·PRF/2. Hence only 
the ambiguous energy within the band [-N·PRF/2, N·PRF/2] of the original signal is cancelled by 
the reconstruction. All energy outside this band is not well suppressed and finally gives rise to 
ambiguities in the reconstructed signal as will be derived in the following section. How the am-
biguous energy can be reduced, e.g. by selecting appropriate sub-bands or weighting of the azi-
muth spectrum during the reconstruction, will be discussed in Chapter 8. 

5.3 Multi-Channel Reconstruction in the Framework of STAP 

According to [74], a multi-channel beamforming system consisting of N channels is consid-
ered. Each channel i is described by its input signal si, noise component ni and weighting func-
tion ai that are summarized by s = [s1, …, sN]T, n = [n1, …, nN]T and a = [a1, …  aN]T, respectively. 
The output y of the system can then be described by the sum of two scalar products, which repre-
sent the weighted and summed input signals and noise components, respectively: 

T Ty a s a n= ⋅ + ⋅  (48) 

Further, if an incident plane wave is assumed and quasi-parallel approximation is applied, 
each si can be related to s1 by a phase term that accounts for the azimuth angle-dependent path 
difference between receivers i and 1. Hence, s simplifies to a steering vector, where Θ gives the 
azimuth angle and Δxi denotes the distance of receiver i to receiver 1. Without loss of generality 
Δx1 = 0 is assumed leading to (49). 

( ) ( )2π 2π1, exp j sin Δ ,..., exp j sin Δ
T

i Ns x xΘ Θ
λ λ

⎡ ⎤⎡ ⎤ ⎡ ⎤= ⋅ ⋅⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎣ ⎦
 (49)  

If colored noise n is assumed, the optimum beamforming weights a to minimize the noise 
power are defined as follows [74]: 

1
*

0

sa
k

− ⋅
=

R  (50)  

Where * denotes the complex conjugate, k0 represents a normalization factor and R describes 
the noise covariance matrix that consists of the covariance matrix Rsp of the spatially structured 
noise nsp and the unity matrix I representing the white noise nw of power σ2: 
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In the special case when interpreting the ambiguous Doppler frequencies as a jammer arriv-
ing from the respective azimuth angle and further assuming that no white noise is present, i.e. 
σ = 0, it was shown that (52) holds true, if k0 is chosen to ensure unitary gain and the dependency 
on the azimuth angle Θ is replaced by Doppler frequency f [77]. 

( ) ( ) ( ) ( ) ( ) ( )
11
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0 0
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a f f
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−− ⋅⋅
= = =sp *RR

P  (52) 

Where matrix P(f) represents the reconstruction filter functions derived in Section 5.1, but 
neglecting the constant phase terms Δφj according to (29). Hence, the – simplified – P(f) contains 
in its i-th line the weighting function ai and thus offers an alternative way of deriving the opti-
mum beamformer to suppress azimuth ambiguities that are interpreted as jammers in the STAP 
context. 

In conclusion, the multi-channel reconstruction represents the optimum solution to suppress 
azimuth ambiguities of a band-limited signal, while the STAP solution additionally incorporates 
a matched filter component and thus minimizes the joint power of both azimuth ambiguities and 
white noise. However, the STAP approach requires knowledge or estimation of the ratio between 
noise and ambiguous power, while the multi-channel reconstruction is data independent. 

5.4 Two-Dimensional Reconstruction and Processing 

So far, the unambiguous reconstruction of the azimuth signal has been investigated. In the 
present section, the two-dimensional data reconstruction is analyzed with regard to the impact of 
range cell migration [43]. In this context, basically two aspects deserve consideration. Firstly, 
possible differences between the channels’ range histories have to be taken into account, and, 
secondly, the impact of range migration on the reconstruction per se is analyzed. 

5.4.1 Multi-Channel Range Cell Migration 

As discussed in Section 2.2, the range history of a point-like target migrates over several 
range resolution cells, thus spanning a range from R0 to R0 + ΔR. In addition, in multi-channel 
systems the situation becomes more complicated as the same target is “seen” under different 
minimum slant range distances and with varying range curvatures, depending on the respective 
distance to the transmit aperture. As a result, the range cell migration might be different for each 
receive aperture as illustrated below. 
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Fig. 41. Multi-channel range cell migration: Depending on the receiver position, the same target 
shows different range histories. Left shows the relative two-way slant range offset ΔR0,j for three 

receivers while right illustrates the varying curvature vs. Doppler frequency resulting in an offset 
ΔRcurv,j (two-way, each curve normalized to its respective R0). 

 

The unambiguous azimuth signal is obtained by separately reconstructing each range bin, i.e. 
each line of the data array. This means that in a first step it has to be ensured that the contribu-
tions from a specific target in range-Doppler domain are co-registered to the same “reference” 
range bin in all receivers’ signal memories. In this regard, firstly, a large receiver spacing might 
result in a large relative range offset ΔR0,j, which exceeds the range resolution, thus requiring a 
range shift to correct for. Secondly, the differential range curvature ΔRcurv,j might also be in the 
order of a range resolution cell. As a consequence, the echo of a specific target is stored in dif-
ferent range bins according to the respective receiver’s position, thus precluding correct recon-
struction. It should be noted that ΔR0,j as well as ΔRcurv,j consider the two-way path difference, as 
this is relevant for the different delay times. 

The variation in slant range can be directly derived from the effective phase center defini-
tion, which includes the addition of a constant phase (cf. Section 4.2). This phase originates from 
the above discussed differences regarding the minimum slant range of the range history. Hence, 
the constant phase term from (31) defines – in quadratic approximation – the phase resulting 
from the modified slant range, leading for the two-way distance to the analytic expression as 
follows. 
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0,
s 04

j
j

v x
R

v R
Δ

Δ = ⋅
⋅

 (53)  

In order to evaluate the impact of the different range cell migrations, one single-platform 
system and one distributed constellation are analyzed for L-band as well as X-band and a slant 
range of 735 km. In this context the maximum receiver separation describes the largest distance 
with respect to a reference receiver at the transmitter position. As the range curvature depends 
also on the illumination time, a value is chosen which ensures an azimuth resolution in the order 
of 1 m. Further, for the following considerations a range resolution in the same order is assumed. 
The relative range offsets and differences in range curvature obtained are investigated in detail in 
Appendix C. The respective results are summarized in the subsequent table which also contains 
the reconstruction phase errors from the analysis following in Section 5.4.2. 
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Single-platform System Multi-platform System 
Parameter 

X-Band L-Band X-Band L-Band 

Maximum receiver separation 10 m 500 m 

Differential range curvature ΔRcurv,j (two-way) < 10-8 m < 10-6 m < 10-5 m < 10-3 m 

Relative range offset ΔR0,j (two-way) < 10-4 m < 0.1 m 
Maximum Range Migration ΔRj < 50 m < 2700 m < 50 m  < 2700 m 

Δφτ,j (uncompressed, τ = 10µs) < 10-2 ° < 10-3 ° < 5 ° < 1.5 ° 

Δφj (range compressed) < 10-4 ° < 10-3 ° < 0.1 ° < 0.6 ° 

Table 2. Range migration in multi-channel SAR and resulting reconstruction filter mismatch. 

Regarding the differential range curvatures, Table 2 shows for both systems and bands an er-
ror far below the range resolution and consequently this effect can be neglected. This is good 
news, as a correction of the curvature could only be carried out in Doppler frequency domain. 
Hence, on the one hand the full – i.e. unaliased – Doppler spectrum would be required, but on 
the other hand correction would be necessary prior to reconstruction, which is a contradiction in 
terms. 

Concerning the relative range offset, a negligible value is encountered in single-platform 
systems, but a sparse array constellation might require compensation. For each channel, the re-
spective offset is a constant value independent on Doppler frequency but with slight variation in 
dependency of the slant range according to (53). As the differential curvature is minor, this 
means that all range histories obtained at a certain R0 can be aligned correctly by a constant shift 
of the received pulse in range time domain. As a pixel-wise shift cannot ensure correctly aligned 
range histories over the complete range migration, the alignment has to be performed by a phase 
ramp in range frequency domain yielding a time shift according to ΔR0,j. This leaves the azimuth 
phase unchanged thus not affecting the following azimuth processing steps. For example, the 
shift can be directly incorporated in the range compression by using an appropriately shifted rep-
lica, which has to be adapted to the respective R0 to ensure exact solution. In a brute force ap-
proach, this would mean that for each slant range the compression is performed separately. As 
this entails huge computational load and as the variation of ΔR0,j over R0 is slow, one could think 
of a range compression in sections. An investigation of optimized correction algorithms is be-
yond the scope of this work as the focus of the research is directed to single-platform systems. 

5.4.2 Reconstruction Filter Mismatch 

In a second step, the reconstruction filter functions Pj(f) are taken into account, which are 
adapted to the respective slant range R0. As a preliminary step, the filters’ dependency on R0 is 
derived. As can be seen from (39) in combination with (31), the system matrix H can be decom-
posed into a matrix H’ multiplied by a diagonal matrix D whose elements represent the depend-
ency on R0. The diagonal elements at position (j,j) are given as follows: 
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Thus, according to basic matrix algebra the matrix P is made up of the inverse from H’ mul-
tiplied by D-1 which simply consists of the inverse diagonal elements. As a result, the depend-
ency of each channel j on R0 is characterized as follows:  
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 (55)  

As the range history spans several range bins, a signal obtained for a target at R0 will be 
partly reconstructed by filters calculated for R0 + ΔRj. Thus, range migration introduces a mis-
match between the signal and the reconstruction. As differential range curvature can be ne-
glected and the relative range offset is assumed to be corrected, this mismatch is only determined 
by the maximum range migration ΔRj of channel j from the range history from R0. Note that in 
this context the one-way slant range is relevant. 
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 (56)  

This result enables to convert the range migration of Table 2 in respective phase errors, 
where Δφj refers to the compressed pulse, while Δφτ, j considers the uncompressed pulse. Here, a 
pulse length τ = 10 μs is assumed and correspondingly the maximum range mismatch is increased 
by τ · c0 = 3 km. Both possibilities are analyzed, as in principle the aliased data of each channel 
can either be range compressed before reconstruction, or afterwards. Nevertheless, the obtained 
values (cf. Table 2) allow for the conclusion that the phase errors are negligible for range com-
pressed data but have to be considered for uncompressed data gathered by multi-platform sys-
tems with large receiver separations. Consequently, from the reconstruction point of view, range 
compression prior to reconstruction is favorable, as the extension of the target echo is reduced by 
the pulse length and the effective ΔR will be smaller. 

5.4.3 Two-Dimensional Multi-Channel Reconstruction 

In summary, in single-platform systems the different range histories and the errors intro-
duced by applying the azimuth reconstruction subsequently for each range line are negligible. 
Thus a direct application of the one-dimensional multi-channel reconstruction algorithm in a 
two-dimensional processing approach is possible to such systems without further correction 
steps. In multi-platform constellations, a large receiver separation might lead to non-negligible 
slant range offset. This requires compensation which can be achieved by an appropriate range 
shift of the data which can e.g. be incorporated in the range compression. After correction, multi-
channel reconstruction can be applied with minor errors similar to single-platform systems. 

As a conclusion, this allows for stating that the isolated one-dimensional consideration of the 
multi-channel reconstruction represents a valid approximation for the application of the algo-
rithm to two-dimensional data, according to the following processing flow: After range compres-



54 5  Multi-Channel Azimuth Processing: Reconstruction Algorithm
 

 

sion and – if necessary – applying a shift to each channel’s data, line-by-line reconstruction is 
carried out. After complete reconstruction of all range bins, conventional SAR processing fol-
lows, i.e. single channel range cell migration correction is performed, and, finally, monostatic 
azimuth focusing results in the SAR image [43]. 

5.5 Signal Power 

In the following, the signal power is defined as the mean energy of the unambiguous azimuth 
signal, which is limited by the system bandwidth in azimuth IS = N·PRF and potentially further 
confined by the processed Doppler bandwidth BD ≤ IS. It should be noted that in the following 
“power” is used to describe the average energy of the signals, where – regarding the following 
calculations of azimuth ambiguous energy or SNR– it is equivalent to calculate the averaged en-
ergy either as a mean value per frequency (and time), or averaging per sample. 

To determine the signal power, at first the output signal power of the reconstruction network 
is determined. Remember that the filters Pj(f) are chosen such that the equivalent mono-aperture 
signal, U(f), is reconstructed unambiguously. Recall furthermore that the spectral weighting of 
U(f) depends only on the joint pattern of the transmitter and a single receiver element. This 
means that, basically, a signal is obtained, which is not dependent on the reconstruction filters. 
According to (44), the original signal with respect to a single channel is reconstructed and con-
sequently the power is kept constant compared to the input signal power of a single channel ps,el. 
Then, assuming in average an emitted power ptx,av, the received signal power ps is determined by 
the mean squared value of U(f) limited to the system bandwidth in azimuth IS = [-N·PRF/2, 
N·PRF/2] (cf. (57)). The possible PRF dependency of ptx,av will be discussed below. 

( ) ( )
2

s tx,av s,el
S

E rect
⎡ ⎤⎛ ⎞⎢ ⎥= ⋅ ⋅ =⎜ ⎟
⎢ ⎥⎝ ⎠⎣ ⎦

fp p PRF U f p
I

 (57)  

The spectral limitation to IS is expressed by the rectangular window function rect(f/IS) and 
the calculation of the mean value is indicated by the operator E[·].12 

If the signal is focused with a defined bandwidth BD, only this part of IS is used for the com-
pression. This can be understood as an additional lowpass filtering of the signal that has to be 
included in (57). One obtains (58), giving ps,BD that describes the signal power after focusing 
with BD, where the mean value is calculated on the original interval IS. Further, a “white” scene 
is assumed, i.e. |U(f)| can be described by the signal envelope A(f) which corresponds to the two-
way antenna pattern in azimuth. The constant CUA does not affect the power; it just relates U(f) 
and A(f) in a way to ensure the correct unity of A(f) with respect to ps,BD. 

                                                                 
12For deterministic signals as U(f) the mathematical operator E[·] is identical to an integration over 
the frequency interval IS, normalized by its width N·PRF or the respective number of samples. For 
stochastic processes E[·] represents the expectation value. As in both cases E[·] gives a measure of 
the power, the same operator symbol is used to provide a consistent notation. 
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In other words, the signal power is obtained by integrating the area corresponding to BD un-
der the squared signal envelope as illustrated in Fig. 42 below. In general, azimuth antenna di-
mensions and processed Doppler bandwidth are adjusted such that most of the energy within the 
antenna pattern is located within BD, allowing for the rather rough approximation as follows: 

Ds s,≈ Bp p  (59)  
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Fig. 42. Power spectral density (Doppler) of white scene defined by the azimuth signal envelope 

A(f). Signal power is given by the area corresponding to the processed Doppler bandwidth BD (red) 
and the maximum antenna gain Gmax. 

 

The signal envelope A(f) can be expanded into A0(f), which represents the normalized 
weighting of the Doppler spectrum by the joint Tx/Rx azimuth antenna pattern, and the maxi-
mum power gain Gmax as follows: 

( ) ( )max 0A f G A f= ⋅  (60)  

The signal power can then be determined by considering this maximum power gain Gmax and 
the decay of A0(f) which attenuates the recorded signal [78]. Assuming a normalized rectangular 
filter of bandwidth BD for focusing in azimuth, this decay is characterized by the azimuth loss 
factor Laz that describes the loss of signal energy compared to a rectangular signal envelope: 
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(61)  

Note that (61) gives the mean energy within the focused SAR signal and is valid for point-
like targets as well as when considering the SAR signal of a “white” scene. In contrast, in the 
special case when only the peak power of the impulse response of a point-like target is evaluated, 
the compression of the signal has to be considered which corresponds to an in-phase summation 
before squaring the result to calculate the power. This means that the above loss changes to an 
“azimuth compression loss” Laz,co that is defined by (62). 
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(62)  

Finally, the discrete-time character of the azimuth signals has to be taken into account. Basi-
cally, this means that the above integrals change to a summation over the samples within the 
respective interval. Consequently, the azimuth signal power is determined by the number of sam-
ples and their power. Regarding the number of pulses, the PRF in combination with the azimuth 
integration time – or the corresponding bandwidth BD in Doppler domain – is of importance. In 
consequence, the larger BD or the higher the PRF, the more azimuth samples are summed up. 
The power of each azimuth sample is defined as the peak of the range compressed pulse, which 
is governed by the transmitted energy and, hence, directly proportional to the transmit pulse’s 
peak power and duration. This means that in a system operated with constant transmit peak 
power and duty cycle, the average transmit power ptx,av is also constant and independent of the 
PRF. Consequently, the resulting power after focusing is also constant, as e.g. the decreasing 
power of each sample due to a higher PRF is compensated by the fact that more samples are 
gathered within the integration time and then combined during azimuth compression. In contrast, 
if a constant pulse length is assumed, the transmitted power per sample remains constant, result-
ing in an increased signal power per time, which is directly proportional to the PRF. In this case, 
strict notation would be ptx,av(PRF). For reasons of succinct notation, the possible dependency of 
ptx,av on the PRF will not be given explicitly, but mentioned where necessary. In summary, the 
transmission “strategy” has to be considered, when evaluating the signal power. 

Keeping in mind the above derivation of the signal power, the following Sections 5.6 and 5.7 
analyze the azimuth ambiguous energy and the scaling of the noise power, respectively, allowing 
for a deduction of performance parameters as azimuth ambiguity-to-signal ratio (AASRN) and 
signal-to-noise ratio (SNR), respectively. 

5.6 Residual Reconstruction Error and Azimuth Ambiguities: 
AASRN

As discussed in Section 5.2 and illustrated in Fig. 40, energy outside the band  
IS = [-N·PRF/2, N·PRF/2] of the original signal spectrum is not cancelled by the algorithm and 
disturbs the unambiguous reconstruction of the multi-channel SAR signal. After focusing, this 
will give rise to azimuth ambiguities in the SAR image. 

This section derives in two steps the residual spectral “error” that remains from these aliased 
parts after the system of reconstruction filters. The first step deduces the ambiguous contribu-
tions of the signal depending on the azimuth antenna patterns and the applied PRF. In a second 
step, the weighting of this ambiguous parts by the reconstruction filter functions Pj(f) is derived, 
which are governed by the overall system configuration. As both residual ambiguous power and 
signal power are directly depending on the emitted signal power, the factor ptx,av in (57) will can-
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cel out when calculating the ambiguity-to-signal ratio. Hence, ptx,av will not be mentioned explic-
itly in the following derivation. 

At the beginning, it is of interest, to which frequency f the ambiguous parts of U(f), i.e. the 
portions outside the original frequency band IS = [-N·PRF/2, N·PRF/2], are folded back by the 
sampling. First of all, the sampled signal at receiver j according to (43) is considered, and focus 
is turned to the k-th continuation of the original spectrum given by Uj(f+k·PRF) = Ujk(f). 
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Fig. 43. Spectrum of Ujk(f) with ambiguous parts marked in red. The relevant contributions are 

situated within the system band IS (green), which is confined by the gray shaded areas. 
 

As shown in Fig. 43, the spectrum Ujk(f) is located around the center frequency f0,k = -k·PRF, 
and consequently the ambiguous contributions are situated at frequencies fa,k that deviate more 
than ± N·PRF/2 from f0,k, as expressed by the following equation: 

a, 0, a,2 2k k k
N PRF N PRFf f f k PRF⋅ ⋅

− > ⇔ + ⋅ >  (63)  

Further, only contributions situated after sampling within the system band IS are relevant, 
i.e.: 

a, 2k
N PRFf ⋅

<  (64)  

Combining these two constraints yields the following expressions for the Doppler frequen-
cies where the ambiguous parts are located. The first case, considering k > 0, is illustrated by the 
dashed red area in Fig. 43. 

a,2 2k
N NPRF k PRF f PRF− ⋅ < <  0k >  (65)  

a,2 2k
N NPRF f PRF k PRF− < < − − ⋅  0k <  (66)  

Consequently, depending on k, spectral sub-bands Im containing frequencies according to the 
above equations are not cancelled by the reconstruction algorithm and have to be considered 
when determining the remaining ambiguous signals. Assuming a symmetrical pattern, i.e. 
A(f) = A(-f), the problem is symmetrical. Hence, it is sufficient to concentrate only on k > 0, i.e. 
the scenario described by (65). In this case, sub-bands Im up from index m0 = max{N-k+1,1} con-
tribute to the residual ambiguities. 
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Fig. 44. Top: Weighting of ambiguous contributions on each interval Im by the respective 

processing filter Pjm(f). Summation over all receiver channels j and stringing together all intervals 
m yields the residual ambiguous energy ek (bottom). 

 

In a next step, the processing of the signal is considered. This means that it is taken into ac-
count how the frequency dependent weighting by the filters Pj(f) affects the ambiguous parts of 
Ujk(f) (cf. Fig. 44). As discussed before, the system band IS is split into N intervals Im on which 
the filters Pjm(f) are defined, respectively. In order to calculate the residual ambiguities, all sub-
bands Im where the signal is not properly reconstructed have to be included. One obtains ek,j(f) 
that represents the ambiguous error of the k-th back folded spectrum in channel j, where Uj(f) is 
expressed by the monostatic SAR signal U(f) multiplied by the respective Hj(f) (cf. (67)). Again, 
index k indicates a shift from f to f + k·PRF due to the sampling and the signal is confined to the 
sub-band Im by a rectangular window of width PRF around the center frequency f0,m represented 
by rect((f-f0,m)/PRF). 
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(67)  

Then, contributions from all receiver channels j are added. This yields ek(f) that describes the 
spectrum of the remaining output error due to aliasing of the input signal caused by the k-th back 
folded spectrum (cf. (68), Fig. 40 bottom right, and Fig. 44). Note that for ek(f) choosing the 
minimum index m0 = 1 does not lead to wrong results, as it would only consider additionally the 
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spectral parts located within IS and hence the respective contributions would become zero due to 
the inverse filtering by Pjm(f) and summation over all channels j. 
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The complete ambiguous spectrum due to aliasing is obtained by summation of all individual 
ambiguous contributions after reconstruction, ek, yielding eΣ(f) in (69), where the factor 2 ac-
counts for both signs of k. 
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Equation (69) can be divided into the characteristics of the azimuth signal and the overall 
configuration. The azimuth signal spectrum Uk(f) is defined by size and tapering of the transmit 
antenna and the single receive aperture, while the double sum of (69) is defined by the products 
Hjk(f)·Pjm(f ) that depend on the relative positions of all apertures and system parameters like sen-
sor velocity and PRF. 

The mean squared amplitude of eΣ(f) represents the azimuth ambiguous power. Relating it to 
the signal power ps of (57) results in an equivalent azimuth ambiguity-to-signal ratio for multi-
channel SAR systems. This parameter is denoted by AASRN and – in contrast to the AASR of con-
ventional systems – it takes into account the weighting and coherent combination of the individ-
ual channels by the beamforming network. 
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So far, the AASRN was calculated for the complete Doppler bandwidth given by N·PRF. In a 
next step, the respective processed Doppler bandwidth BD and the associated lowpass filtering 
are included, yielding an AASRN expression for the image. Therefore eΣ(f) is band-limited to BD 
by a rectangular window function rect(f/BD) before the ambiguous power is calculated, finally 
yielding the expression for the azimuth ambiguity-to-signal ratio in multi-channel systems: 
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The numerator of (71) quantifies the ambiguous energy within the focused SAR image, ac-
counting for the applied multi-channel processing. 

If one is interested in the “appearance” of the ambiguous energy within the image – i.e. the 
peak powers of the respective ambiguities – the focusing filter has to be additionally considered. 
Hence, in order to determine the response of the residual ambiguity of order k in the image, 
Ue,k(f), the respective ambiguous contribution ek(f) of (68) has to be focused by the used SAR 
processor that was defined as Pmf(f) (cf. Fig. 39). 

( ) ( ) ( ), mfe k kU f e f P f= ⋅  (72)  
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Inverse Fourier transformation of Ue,k(f) yields the time domain response of the ambiguity of 
order k and allows for evaluating the maximum ambiguous peak power remaining in the image. 

5.7 SNR Scaling in Digital Beamforming Networks: Φbf 

The reconstruction algorithm aims at recovering the unambiguous Doppler spectrum by sup-
pressing the ambiguous frequency components. In terms of the group antenna characteristic that 
results from the weighting coefficients of the beamforming algorithm, this corresponds to plac-
ing nulls at angles where ambiguous Doppler frequencies are situated. Further, one observes that 
only for uniform sampling the maximum in the group characteristic is steered at the Doppler 
frequency that is to be recovered. For increasing non-uniformity, the maximum drifts away from 
that angle resulting in a decreased gain and, hence, a loss of the signal energy. This is compen-
sated for by a later scaling of the signal which lifts up the noise floor, thus degrading the SNR. 

The present section investigates this influence of the digital beamforming network on signal 
and noise power and derives a parameter that characterizes the impact of a network of digital 
filters on the SNR. As under certain conditions the SNR is improved by the processing, the term 
“noise figure” is abandoned and replaced by “SNR scaling” in beamforming networks which is 
denoted by Φbf to avoid confusion with existing terminology. According to Fig. 45, Φbf is a 
measure for the variation of the SNR in the data due to the processing and considers the full 
available Doppler bandwidth. In contrast, Φbf,BD refers to a Doppler bandwidth limited to BD, by 
this taking additionally into account the focusing with this bandwidth. Consequently, Φbf,BD gives 
a measure for the image. 
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Fig. 45. Azimuth processing block diagram giving the SNR scaling factors before (Φbf) and after 

focusing (Φbf,BD) of the SAR image. 

As depicted in the block diagram of Fig. 45, the multi-channel SAR system is considered as 
a linear system of N channels. Fig. 46 shows the system model of channel j with an input signal 
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uj(tr,t) and additive receiver noise components nj,B(tr,t), where tr and t describe range (fast) and 
azimuth (slow) time, respectively, and m and k represent the corresponding discrete-time vari-
ables. Further, fr and f denote the frequency variables in range and azimuth, respectively. 
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Fig. 46. System model for a single channel of the multi-channel system. After reception of Uj(fr,f), 
receiver noise is added. Then the RF signal is amplified, digitized, and range compressed before 

filtering and coherent combination of all channels. 
 

The corresponding spectra are given by Uj(fr, f) and nj,B(fr, f) which define the input signal 
power, ps,el,j, and noise power, pn,el,j, respectively. Relating the two variables results in the input 
signal-to-noise ratio SNRel,j (cf. Fig. 45), where B indicates the analog system bandwidth.13 
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 (73)  

The received signal is amplified in the low noise amplifier (LNA) that is characterized by the 
power gain Gj, and noise figure, Fj, which represent equivalent parameters summarizing the 
complete analog RF chain [79]. In a similar way, all thermal noise is summarized by the equiva-
lent noise sources nj,B(fr, f), which are assumed mutually uncorrelated between the channels. Af-
ter amplification the signal is sampled in range with a rate of fs. In addition, the pulsed operation 
corresponds to a sampling-rate in azimuth of PRF, yielding a sub-sampled and consequently 
aliased time-discrete signal. The quantization error induced by the sampling is modeled as an 
additive noise source nq,j and assumed to be uniformly distributed and spectrally white as pro-
posed in [76]. Further, the granular error is assumed dominant and consequently no SNR loss 
caused by clipping is encountered. 

 
                                                                 
13In this context the expectation/mean value is determined over both dimensions, i.e. a double inte-
gral/sum normalized to the respective intervals/pixels is to be performed. 
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Then, as illustrated by the component “RC” in Fig. 46, range compression and range cell mi-
gration correction is carried out, where, for convenience, a chirp bandwidth Brg is assumed. For a 
point-like target, this allows for assuming the complete signal energy to be concentrated in a 
single pixel in range, by this accounting for pulse length and transmit power. The overall thermal 
noise power is governed by the system bandwidth B and possibly reduced by filtering with 
Brg ≤ B inherent to range compression. In the end, this results in a noise component with a power 
according to Brg per (fast and also slow) time domain sample. Thus, a one-dimensional consid-
eration limited to only the azimuth signal will not affect the SNR and, hence, the following inves-
tigations will neglect range dimension, as indicated by the dashed vertical line in Fig. 46. Up 
from this point, the signal is denoted by Uj(f) and the noise by nj,B(f), allowing to express the 
respective powers as follows in (74) and (75).14 As discussed in Section 5.5, the average emitted 
signal power ptx,av includes a possible dependency on the PRF. With regard to the noise, its con-
tribution per sample does not depend on the PRF. This means, within a fixed time interval the 
noise energy will increase with the PRF according to the increased number of samples. As a re-
sult, the noise power defined as energy per time will vary in direct proportion to the PRF. 
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 (75)  

 
The signal of each channel j is then digitally filtered by a Doppler frequency dependent filter 

Pj(f) that is defined on a bandwidth of N·PRF. Finally, the outputs uout,j[k] of all N branches are 
combined coherently yielding the output signal uout[k] (cf. Fig. 46). As the system is linear and 
only additive noise sources are considered, signal and noise power can be analyzed separately, 
when investigating the influence of the reconstruction network on the SNR. For reasons of sim-
plicity, considerations are carried out in frequency domain, designated by f. After sampling, only 
Doppler frequency is considered, as reconstruction by the filters Pj(f) is carried out in Doppler 
domain. 

In the following, it will be derived how the beamforming network affects the input noise 
power. In a first step, the noise component of a single channel j is considered directly after sam-
pling. This noise is made up of the sum of thermal noise and noise introduced by quantization, 
which are given by j jG F⋅ ·nj(f) and nq,j(f), respectively. In a next step, the influence of the pe-
riodic continuation of the signals on the noise power has to be regarded. According to Fig. 40, 
the original noise spectrum of width PRF with its original amplitude is continued N times to 
cover the Doppler band of N·PRF. This means that nj(f) is continued to nj,p(f) and consequently – 

                                                                 
14The corresponding intervals to determine the expectation/mean value are reduced accordingly to 
one dimension, yielding the expression for ps,el,j as already derived in Section 5.5. 
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as the mean is determined with respect to IS – the noise power is increased by a factor of N.15 
Then, filtering the noise with Pj(f) and coherent summation of all channels j results in the overall 
noise in the reconstructed data that is denoted by n(f) and given in (76). 
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The respective noise power pn is then defined by the mean square value of n(f) given by (77). 
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As nq,j and nj are uncorrelated [76], the overall noise power pn simplifies to the sum of the 
noise powers induced by thermal receiver noise components pn,rx,j and the quantization pn,q. Fur-
ther assuming mutually uncorrelated nj, the squared sum representing the receiver noise power in 
(77) simplifies to the sum of squared values: 
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(78)  

Equation (78) quantifies the noise power in the multi-channel data after application of a 
processing network represented by the filter functions Pj(f). 

In the following, (78) is simplified by making reasonable assumptions and applying mutual 
relations between the parameters. The power of nj(f) can be expressed by the power at the point 
of reception pn,el,j, i.e. the power of nj,B(f) according to (73), as the sampling changes only the 
power spectral density of the noise without affecting the noise power itself. For convenience, 
Brg = B is chosen. Taking further into account the factor N that links the powers of nj(f) and its 
periodic continuation nj,p(f) as explained above, yields the following expression. 
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 (79)  

Finally, all sub-aperture elements j are assumed to be identical, such that for all elements the 
same characteristics for Gj, Fj, and thermal noise of same power pn,el,j are expected. Further, the 
assumption of spectrally white receiver noise, i.e. nj(f) = nj, allows for separating the noise power 
and its spectral weighting given by the Pj(f), yielding the following expression for the system’s 
output noise power pn that consists of a thermal component pn,rx and the quantization noise power 
pn,q. 

                                                                 
15The signal is affected the same way, but the filters Pj(f) are chosen to keep the signal power con-
stant (cf. (57)) and hence account for this scaling. Of course, the periodic continuation could just as 
well be effectuated to keep the signal and noise power constant. As a result the factor N in (79) would 
become unnecessary, but the filters Pj(f) would change with the result that the factor N would then be 
included in these new filters. In any case, the value of Φbf according to (83) remains unaltered. 
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(80)  

Due to the mutual correlation of the quantization errors in the channels j, the scaling of the 
error by the network can be stronger than the amplification of the thermal noise. In the follow-
ing, the number of bits is expected to be chosen such that the quantization noise in the output 
signal will be negligible compared to the thermal noise. This means that the overall noise is ap-
proximated by pn,rx, which is defined by the input noise power and an amplification factor deter-
mined by the reconstruction filter network according to (80). 

In a next step, the influence of the reconstruction network on the signal power is recalled (cf. 
Section 5.5). Taking into account the power gain G of the LNA, the signal power after recon-
struction, ps, is given by the scaled input signal power ps,el according to (81). 

s s,elp p G= ⋅  (81)  

 
Combining (80) and (81), the scaling of the SNR is expressed by (82), where Fig. 45 illus-

trates the SNRel and SNRout, respectively. It quantifies the variation of the SNR induced by the 
filter functions Pj(f) of the multi-channel processing network [46]. 
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Note that – in addition to the PRF dependent reconstruction filters – both signal and noise 
power may also depend on the PRF. This possible variation of SNRel with varying PRF should 
be kept in mind in the following. 

 
In a next step, the above derived expression for the SNR scaling is normalized in order to 

concentrate on the influence of the processing network. This means that (82) is related to the 
value obtained for the reference scenario, which is represented by a multi-channel system with-
out applying any processing, i.e. a PRF leading to uniform sampling. In this case the signals of 
all channels are simply interleaved and the magnitude of the processing filters is constant for all j 
and the complete interval IS, as |Pj(f)| = 1/N. Considering the SNR per sample, this entails a sig-
nal-to-noise ratio decreased by F, while regarding the average sample energy per time, a signal 
power increased by a factor of N is obtained while the noise power rises by a factor of F·N. Alto-
gether, both perceptions yield a SNRout worsened by 1/F with respect to the input SNRel, which is 
confirmed by inserting |Pj(f)| = 1/N in (82).16 

                                                                 
16It should be noted that SNRout refers to a signal sampled at an effective sampling rate of N-fold the 
sampling of the input signal. Appendix E gives a detailed overview on the SNR in mono- and multi-
channel systems with special focus on the influence of the effective sampling rate. 
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Consequently, to concentrate on the effect of the beamforming network, (82) is normalized 
to the value of F achieved for uniform sampling. One finally obtains Φbf as a measure for the 
variation of the SNR caused by the multi-channel processing (“beamforming”) network: 
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As a remark, it should be recalled that the reconstruction filter functions depend on the PRF, 
and consequently Φbf also varies with the PRF. This is stressed by the definition of (83) that ex-
plicitly shows this dependency. Again, in order to provide a succinct notation in the following, 
the notation Φbf will be used while neglecting the explicit mention of the PRF. Further, also 
SNRel might vary with the PRF, be it caused by signal or noise power. Such a variation is not 
included in Φbf, although it is of importance for the system NESZ as it will be discussed in the 
following section. Fig. 45 illustrates the SNR scaling factors and the respective SNR values. 

Appendix F presents two further ways of calculating the SNR scaling factor. The first ap-
proach is based on matrix theory and derives Φbf as a sum of eigenvalues by using the Hilbert-
Schmidt norm, while the second method expresses the scaling of the noise power by harmonic 
functions as presented by [80]. 

In a further step, the focusing of the data is taken into account to describe the noise power in 
the image denoted by pn,BD. Based on the assumption of white receiver noise, the power spectral 
density of the noise decreases with increasing PRF while the noise power remains constant [81]. 
Hence, to derive an expression for the noise power that remains in the image, the noise power 
spectral density – defined by noise power and PRF – in combination with a lowpass filter of 
bandwidth BD has to be considered after the signals are filtered by the Pj(f). This yields (84) for 
the noise power after focusing, which is derived from (80) extended by the rectangular window 
rect(f/BD) limiting the Doppler spectrum. 
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The dependency on the PRF cannot be seen explicitly, but it follows implicitly from the re-
striction of the filters Pj(f) to BD and the definition of the Pj(f) on a bandwidth of N·PRF over 
which the mean value is calculated. Hence an increasing PRF in combination with a constant BD 
means a decreasing spectral part – with respect to N·PRF – that contributes to the noise power in 
the image. In the following, this will be referred to as gain by oversampling. Relating the noise 
power given by (84) to the signal power calculated according to (58), one finally obtains the SNR 
scaling factor after focusing. Φbf,BD quantifies the variation of the SNR in the SAR image induced 
by the multi-channel processing and allows thus for estimating the performance of a given sys-
tem configuration. 
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In contrast to (83), the exact SNR scaling factor with respect to the image, Φbf,BD, cannot be 
given explicitly, as the relation between input and output signal power depends on the shape of 
U(f) in combination with BD as defined in (58). If the rough approximation of (59) is applicable 
then (85) can be modified as shown below: 

( )
D

2

bf,
1 D

E rectΦ
=

⎡ ⎤⎛ ⎞
≈ ⋅ ⋅⎢ ⎥⎜ ⎟

⎝ ⎠⎣ ⎦
∑

N

B j
j

fN P f
B

 (86)  

Note that (85) and (86) incorporate the above mentioned “gain” by oversampling, but do not 
account for a variation of the SNRel with the PRF. In the case of a constant duty cycle, an in-
creased PRF entails an increased noise power which results from the increased number of sam-
ples per time, each with a constant noise component independently of the PRF. In other words, 
SNRel degrades with 1/PRF while the oversampling for a constant BD increases with PRF. Alto-
gether, the SNRout remains constant independently of the PRF.17 In contrast, a constant pulse 
length ensures a constant SNRel as the signal power varies with the PRF equivalently to the noise 
power. In this case, the SNRout is improved for an increasing PRF according to the effectively 
higher signal power which is emitted. In conclusion, a derivation of the NESZ requires not only 
Φbf,BD but has additionally to consider SNRel. 

 
As a closing remark it should be noted that receiver noise power and ambiguous power (cf. 

Section 5.6) are mutually independent, and thus the resulting interfering power in the data and 
the image can be simply determined by addition of the respective expressions. 

5.8 Noise Equivalent Sigma Zero (NESZ) in Multi-Channel SAR 

                                                                 
17As a simple example, consider a monostatic system operated with constant duty cycle at PRF0 and 
2·PRF0, respectively, while keeping the processed bandwidth BD constant. This means, with increas-
ing PRF a decreasing energy per emitted pulse is compensated by more pulses per time and vice 
versa. Thus, the signal power remains constant. Regarding the noise, the doubled PRF results in fil-
tering twice the amount of input noise power, i.e. an oversampling gain of 3 dB. In turn, the number 
of samples per time has doubled, while the noise component per sample remained constant, yielding 
an input noise power increased by 3 dB. Altogether, the gain by oversampling is directly compen-
sated by the increased noise power and the overall SNR remains the same, independently of the PRF. 

Finally, the well-known expression for the NESZ in SAR [18], [82] is recalled and adapted to a 
multi-channel system. To start, consider a transmitted peak power Ptx which instantaneously il-
luminates an area defined by the size R0·Θaz representing the azimuth extension of the antenna 
footprint and by c0·τ/sin(Θi), according to the uncompressed pulse length projected on the 
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ground. Further, Grx,j(Θaz,Θi) and Gtx(Θaz,Θi) characterize the gain of a single receive aperture 
and the transmit antenna, respectively, and the ground reflectivity is represented by the normal-
ized radar cross section σ0. Finally, L accounts for all power losses (ohmic, system, atmospheric, 
etc.), yielding Ps to quantify the received signal power from a single pulse reflected by the in-
stantaneously illuminated area on ground.  
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Then, the focused number of pulses in azimuth, Naz, and range, Nrg, according to (88) are 
taken into account. The corresponding resolution cell on ground δaz·δrg in dependency of sam-
pling rate Brg and pulse duration τ is given in (89), where the factor εbw ≤ 1 accounts for resolu-
tions in azimuth above the minimum achievable value. Last but not least, a scene of distributed 
scatterers is assumed, thus imposing the velocity vs to relate Tsa and Lsa with regard to the re-
ceived signal power, while vg would be appropriate for point-like targets [83]. vs is chosen to 
provide a lower bound for the signal power, i.e. the worse case is considered in the following. 
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In a next step, (87) is multiplied with (88) while adapting the instantaneously illuminated 
area on ground according to (89). This eliminates the dependency of the gain factors on Θaz, but 
requires accounting for the azimuth loss by Laz according to Section 5.5. As a result for the signal 
power after focusing, one obtains (90), where PRF·τ represents the duty cycle. 
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Note that the effective sampling to determine the overall number of focused pulses is given 
by N·PRF, while the duty cycle contains only PRF·τ. In consequence, an increased signal power 
by a factor of N with respect to a mono-aperture system is obtained.18 This factor could be com-
bined with Grx,j(Θi) to an equivalent receiver gain Grx(Θi), which shows the same maximum gain 
as it would be calculated for the complete antenna area instead of a single-aperture area. How-
ever, the notation N·Grx,j(Θi) will be used in the following to explicitly express the dependency 
on the number of effective receiving channels and to keep in mind that the angular dependency is 
ruled by the pattern of a single receive aperture. 

Next, the thermal noise power is taken into account and quantified by k·T·Brg(Θi), where k 
gives Boltzmann’s constant and T the system’s equivalent noise temperature. Further, the de-

                                                                 
18For a brief overview on the SNR dependency on the effective sampling rate in multi- and mono-
aperture systems, refer to Appendix E. 
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pendency of the chirp bandwidth Brg on Θi is assumed to ensure a constant range resolution for 
all incident angles. The description of the noise is completed by the receiver noise figure F. 

In a last step, the expression for the SNR is extended by the SNR scaling factor of the recon-
struction filter network Φbf,BD (cf. Section 5.7) which comprises a possible gain by oversampling, 
but does not account for the changed input SNRel with the PRF. As Φbf,BD is normalized to 
PRFuni, an additional compensation factor ΦNESZ = PRF/PRFuni is required. Effectively, this con-
siders the noise power at PRF with respect to PRFuni according to the changed number of sam-
ples. 

Finally, this leads to the following expression for the image NESZ of a multi-channel SAR 
system, taking into account the possible effect of a digital processing. 

( ) ( ) ( )
( ) ( )

D

3 3
0 i s i rg i bf , NESZ az

3
tx tx i rx, i 0

256 π sin k
c

Θ Θ Θ
Θ Θ λ τ

⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅
=

⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅
B

j

R v T B Φ Φ L F L
NESZ

P G N G PRF
 (91)  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 

 

6 Demonstration With Airborne Measured Data 

After the theoretical derivation and analysis of the multi-channel reconstruction algorithm in 
Chapter 5, the present chapter verifies the applicability of the algorithm to measured multi-
channel SAR data. This proof-of-concept is carried out with C-band data acquired by the E-SAR 
sensor [84] (cf. Section 6.1) and with X-band data obtained with F-SAR [85] [86] (cf. Section 
6.2), both carried by the German Aerospace Center’s airplane Do228. In the first case, the multi-
channel C-band data were synthesized from originally mono-aperture data and only used for a 
first demonstration. In contrast, the X-band data are “real” multi-channel data obtained by two 
parallel channels of the F-SAR system. These data are subject to more detailed investigations in 
Section 6.2 which successfully demonstrate the unambiguous recovery of aliased channels for 
point-like targets as well as for distributed targets. 

Note that in general in airborne SAR data, the processed Doppler bandwidth is much smaller 
than the bandwidth resulting from the azimuth beamwidth in order to allow for presumming. As 
a result the achieved resolution is clearly larger than the antenna’s azimuth dimension. Neverthe-
less, the applied PRF is driven by this antenna dimension and is in the range of ~1-5 kHz while a 
typical geometric resolution in azimuth of ~0.5 m requires – depending on the airplane’s velocity 
– a processed Doppler bandwidth in the order of a few hundred Hertz. This means that the rela-
tion between PRF and processed Doppler bandwidth provides a high oversampling and does not 
entail noticeable azimuth ambiguities. In order to “generate” data which allow for the suppres-
sion of azimuth ambiguities, these have to be artificially introduced before. Thus, the data is 1) 
bandpass filtered and then 2) decimated in such a way that one obtains two aliased input chan-
nels which lead after multi-channel reconstruction to a single output channel which is effectively 
sampled according to the Shannon-Nyquist sampling theorem. 

6.1 Reconstruction of E-SAR Measured Data 

In a first proof-of-principle, the derived multi-channel reconstruction algorithm is applied to 
measured SAR data acquired by the E-SAR system [42]. Since there is no simultaneous multi-
channel reception possible with E-SAR, monostatic and already range compressed data are used 
to synthesize multi-channel data in the following example. As mentioned above, bandpass filter-
ing and decimation of the data are accomplished to obtain two appropriately sub-sampled chan-
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nels which can then be unambiguously reconstructed and focused, leading to a SAR image #1 as 
depicted in the block diagram provided in the left part of Fig. 47. As a reference, a single, sub-
sampled channel according to the right part of Fig. 47 will be focused and the resulting SAR 
image #2 compared to the reconstructed SAR image #1. Table 3 summarizes the relevant pa-
rameters. 

 
Parameter Symbol Value 

Carrier wavelength λ 0.0565 m (C-Band) 
Sensor height above ground hs 1155 m 
Sensor velocity over ground vs 72 m/s 
Synthesized number of channels N 2 
Operated transmit PRF  PRFop 952 Hz 
Effective transmit PRF (after decimation) PRF 47.6 Hz 
Processed Doppler bandwidth BD 70 Hz 

Table 3. Relevant E-SAR parameters. 
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Fig. 47. Left: Formation of two ambiguous channels by bandpass filtering, followed by sub-

sampling by taking every 20th azimuth sample of the original data. Right: Single, sub-sampled 
channel as reference. 

Firstly, the data’s original Doppler bandwidth of PRFop is reduced to a bandwidth 
B = PRFop /10 by an ideal bandpass filter in order to obtain data over-sampled by a factor of 10 
(cf. Fig. 47). From these data, two individual channels are “generated” by taking every 20th sam-
ple of the original data for each channel. This results in two sub-sampled and hence ambiguous 
inputs, while the combination of both channels yields in average a sufficiently high effective 



6.1  Reconstruction of E-SAR Measured Data 71
 

PRF to unambiguously sample the signal bandwidth. To obtain maximum non-uniform sam-
pling, adjacent samples of the original data set were chosen to form the channels while uniform 
sampling would have required an offset of 10 samples (cf. Fig. 48). 

 

Ch1 Ch1

Ch2 Ch2

x x x x x xxx x x x xxxxx xx x xx x x xx xx

20 samples

20 samplesCh1Ch1 Ch1Ch1

Ch2Ch2 Ch2Ch2

x x x x x xxx x x x xxxxx xx x xx x x xx xx

20 samples

20 samples
 

Fig. 48. Samples in azimuth dimension x. The two channels denoted by “Ch1” (red) and “Ch2” 
(green) are made up by adjacent samples while for each channel every 20th sample is taken. 

 

The required reconstruction filters are calculated according to Section 5.1. For the consid-
ered case of strong non-uniform sampling, magnitude and phase of the two filter functions P1(f) 
and P2(f) are illustrated below: 

 

  

  
Fig. 49. Non-uniform sampling: Magnitude (top) and phase (bottom) of the reconstruction filter 

functions for channel 1 (P1(f), left) and channel 2 (P2(f), right). 
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As can be observed, a magnitude of ~3.2 is obtained (Fig. 49, top), and the phase (Fig. 49, 
bottom) shows a linear characteristic within the respective sub-intervals I1 and I2, but a large 
jump between the intervals. Especially the phase characteristics defined in intervals exemplify 
that the reconstruction algorithm is more than a mere time shift of the received signals, as this 
would entail a continuous characteristic of the phase. 

In order to demonstrate the effect of the non-uniform sampling, the subsequent Fig. 50 de-
picts the respective filter functions if the sampling were uniform. As derived, in the optimum 
case the magnitude of the filter functions is 1/N = 0.5. This means that white noise is magnified 
with a value of 3.2 instead of 0.5 in the optimum case, which illustrates the scaling of the noise 
power in the case of non-uniform sampling as discussed in Section 5.7. Further, the phase of the 
filters for optimum sampling show a constant slope, as the reconstruction simplifies to a time 
shift according to interleaving the samples and – in contrast to the non-optimum case – no jumps 
between the sub-intervals occur. 

 

  

  
Fig. 50. Optimum sampling: Magnitude (top) and phase (bottom) of the reconstruction filter func-

tions for channel 1 (P1(f), left) and channel 2 (P2(f), right). 

 
After multi-channel reconstruction, i.e. the filtering of each channel with its respective Pj(f) 

according to Fig. 49 and coherent summation of the resulting output signals, the monostatic SAR 
processing follows. Fig. 51 compares the obtained SAR image for the reconstruction of two 
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channels with maximum non-uniform sampling (left,) with the result of a single ambiguous 
channel (right, SAR image #2). One observes that the non-uniformly sampled signals of the two 
sub-sampled channels are unambiguously reconstructed and finally lead to a SAR image free of 
aliasing [42]. 
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Fig. 51. SAR image after unambiguous reconstruction of non-uniform sampling (left) and ambigu-

ous image as obtained for a single channel (right). 

 
In this case the reconstructed image is identical to the reference case given by the monostatic 

equivalent image, i.e. a uniformly sampled scenario of the same effective PRF. Such an optimum 
performance is achieved, because the data were not real multi-channel data and, consequently, 
the “two” channels had identical characteristics and no mutually independent noise components 
were present. The – disturbing – influence of different channel characteristics is demonstrated in 
the following example, which is based on real multi-channel data. 

6.2 Reconstruction of F-SAR Measured Data 

In contrast to Section 6.1 where a pseudo-multi-channel signal was generated from originally 
mono-aperture data, the present section deals with a real multi-channel data set obtained by the 
X-band multi-channel system of the new F-SAR sensor. F-SAR is the successor of E-SAR and is 
also carried by the Do228 airplane of the German Aerospace Center (DLR). The system had its 
primal successful flight in November 2006 and the first campaign was conducted in February 
2007 over Memmingen in southern Bavaria. At X-band, the F-SAR system allows for the simul-
taneous reception of two channels which provide the multi-channel data for the following inves-
tigations [87]. The relevant key parameters of the acquisition are summarized in Table 4. De-
tailed information on the F-SAR system can be found on the webpage of the German Aerospace 
Center [85] and in [86]. 
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Parameter Symbol Value 

Carrier wavelength λ 0.031 m (X-Band) 
Sensor velocity vs 90 m/s 
Sensor height above ground hs 2150 m 
Antenna length in azimuth daz,rx 0.2 m 
Number of channels N 2 
Antenna separation in azimuth Δx 0.2 m 
Operated transmit PRF PRFop 2500 Hz 
Effective transmit PRF (after decimation) PRF 312.5 Hz 
Optimum transmit PRF PRFuni 450 Hz 
Processed Doppler bandwidth BD 365 Hz 
Doppler centroid of SAR processor fc 130 Hz 

Table 4. Relevant F-SAR parameters for demonstration of multi-channel reconstruction using two 
channels in X-band. 

6.2.1 System Setup 

In order to demonstrate the applicability of the reconstruction algorithm to real multi-channel 
data, two simultaneously received X-band channels are taken that were acquired during the 
Memmingen 2007 campaign. 
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Fig. 52. F-SAR block diagram for the three investigated scenarios. A Nyquist-sampled monostatic 
reference (left) and the obtained SAR Image #1 is compared to a sub-sampled single channel (mid-
dle) yielding SAR Image #2, and the reconstruction of two aliased channels (right) leading to SAR 

Image #3. 
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In a preliminary processing stage, motion compensation is applied to the range compressed 
data set of each channel. Further, before multi-channel processing – and similar to the approach 
presented in Section 6.1 – the data of each channel is bandpass filtered to limit the Doppler fre-
quency to the band Baz = [-312.5 Hz, 312.5 Hz] (cf. Fig. 52). This is done to allow for a decima-
tion of the data in a next step with the intention to obtain a sampling of the data with a PRF in 
the same order of magnitude as the processed Doppler bandwidth. As explained above, this is 
necessary to reduce the high oversampling of the data with respect to the processed Doppler 
bandwidth. In the following, three different data-sets according to Fig. 52 are generated, focused 
and the resulting SAR images compared. 

Firstly, a single channel, which is Nyquist-sampled with a PRF of 625 Hz, is generated to 
provide a unaliased reference signal. Secondly, a single channel is considered, which is sub-
sampled by 312.5 Hz, which corresponds to half of the Nyquist frequency. Last but not least, two 
aliased channels in azimuth dimension are created and reconstructed. According to Fig. 52, this 
is achieved by decimating each of the channels with a PRF of 312.5 Hz, and consequently repre-
sents a strong sub-sampling. This means that each of the channels is aliased while the combina-
tion of both channels yields in average a sampling that fulfils the Nyquist rate. Considering the 
spacing of the antennas, one obtains effective phase centers that are separated by Δx/2=0.1 m 
while the platform velocity of 90 m/s in combination with the PRF yields a distance of ~0.29 m 
between two subsequent samples of the same channel. This means that samples of the two chan-
nels are spaced by 0.19 m and 0.1 m, respectively, while a separation of ~0.15 m would mean a 
uniformly sampled data array for the used system PRF. Vice versa; a PRF of 450 Hz represents 
the optimum case for uniform sampling. Thus, a clearly non-uniform spatial sampling in azimuth 
is acquired. The two channels are then processed by the aforementioned multi-channel recon-
struction algorithm and combined coherently, yielding a reconstructed SAR signal, which is ef-
fectively sampled with a rate of 625 Hz. Note that this corresponds to the same effective sam-
pling in azimuth as the reference scenario mentioned at first. 

Then, all signals are focused by a conventional monostatic SAR processor with a Doppler 
bandwidth of 365 Hz. As the antenna showed a squint angle of ~1.3°, the processed bandwidth is 
centered on the corresponding Doppler centroid of 130 Hz. 

Finally, this allows to compare the obtained SAR images, where the single channel sampled 
according to Nyquist with 625 Hz data corresponds to the optimum scenario (SAR image #1), 
while the image of a single channel sub-sampled with 312.5 Hz data represents the worst case 
(SAR image #2). The image for the reconstructed data (SAR image #3) then allows for demon-
strating the performance improvement of the reconstructed image with respect to the worst case, 
while showing, on the other hand, the further “potential” for improvement defined by the re-
maining discrepancies to the image quality of the reference signal.  

For the given system of two receivers the analytic expression of the reconstruction filter 
functions can be derived – according to Section 5.1 – as follows, where Δxj describes the offset 
of the respective receiver to the transmit aperture. As only the relative distance between the re-
ceivers is of importance, one of the Δxj can in principle be set arbitrarily. According to Table 1, 
Δx1 = 0 and Δx2 = Δx is chosen. 
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6.2.2 Processing Results 

The resulting SAR images are given in Fig. 53. They show a small scene around a point-like 
target represented by a corner reflector on the runway that is marked by a rectangle (middle) and 
the zoomed slice of the point target’s azimuth impulse response (right) for all three scenarios, i.e. 
the Nyquist-sampled single channel (top), the sub-sampled single channel (middle) and the proc-
essed and combined multi-channel data (bottom). The residual ambiguities of the corner reflector 
are marked with circles in the SAR images and the respective peak values are given in the left 
column of Fig. 53. Note that the azimuth cut shows a region in the order of the geometric resolu-
tion, and consequently the azimuth ambiguities cannot be seen in the given zoom. 

The reference scenario does not show any ambiguities and achieves a resolution of 0.31 m 
(cf. Fig. 53, top). As expected, the sub-sampled channel in the middle of Fig. 53 contains strong 
azimuth ambiguities and shows much worse image quality. The residual azimuth ambiguities of  
-12.8 and -14.0 dB, respectively, are highlighted by circles and the azimuth resolution degrades 
to 0.40 m. Finally, the coherent combination of both sub-sampled channels yields a clearly im-
proved SAR image, as shown in Fig. 53, bottom. Numerically, the peaks of the azimuth ambigui-
ties are reduced from -12.8 dB and -14.0 dB in case of the single channel to -26.3 dB and  
-25.0 dB, respectively, when applying the multi-channel reconstruction. Besides, the geometric 
resolution in azimuth is improved from 0.40 m to 0.31 m which is equal to the resolution of the 
reference scenario, shown on top. Further, it is obvious that the azimuth impulse responses in 
Fig. 53 do not show the expected sin(x)/x behavior due to residual motion errors [88]. These mo-
tion errors entail phase errors in the data which lead already to an imperfect focusing of the sin-
gle channels and increase residual ambiguities in the combination of both channels. 
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Fig. 53. SAR image (left) and zoomed azimuth cut of the point target marked by the rectangle 
(right). The 1st order azimuth ambiguities of the point target are highlighted by the circles and their 
respective peak values are given on the very left column. Top: a Nyquist-sampled single channel as 
a reference. Middle: a single, sub-sampled channel. Bottom: the combination of two sub-sampled 

channels after multi-channel processing. 

In a next step, for each of the channels the phase of the mentioned point-like target is ana-
lyzed and compared to the expected phase. In this way, the remaining phase error is estimated 
and a respective correction is applied to the complete data of each channel. Note that this phase 
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compensation does not only remove residual motion errors but performs also a correction of a 
possibly misestimated slant range. Fig. 54 shows the results for this “autofocused” SAR data.19 
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Fig. 54. After autofocus: SAR image (left) and zoomed azimuth cut of the point target marked by 
the rectangle (right). The 1st order azimuth ambiguities of the point target are highlighted by the 

circles and their respective peak values are given on the very left column. Top: a Nyquist-sampled 
single channel as a reference. Middle: a single, sub-sampled channel. Bottom: the combination of 

two sub-sampled channels after multi-channel processing. 
 

                                                                 
19Of course, this corrects only the specific phase errors for the slant range of the point target, but is no 
valid autofocus for the complete image. 
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One observes that the impulse responses of all scenarios are now sinc-like shaped entailing a 
clearly improved azimuth resolution down to 0.23 m in the reference case as well as in the multi-
channel scenario. Further, the suppression of the azimuth ambiguities by the multi-channel proc-
essing is also clearly improved: While the phase correction does hardly affect the peak ambiguity 
levels in the case of a single, sub-sampled channel (Fig. 54, middle), the remaining ambiguous 
returns in the multi-channel case decreased by more than 10 dB and 7 dB down to -37.9 dB and  
-32.3 dB, respectively (Fig. 54, bottom). For all three scenarios a close-up of the point target and 
one of its ambiguities marked by a rectangle can be seen in the subsequent Fig. 55. 

 

   

 

 
Fig. 55. Close-up of Fig. 54: Point target and ambiguity of reference image (left), sub-sampled chan-
nel (middle) and multi-channel reconstruction result (right). The surface and contours plots show a 
zoom (white box) on the respective normalized ambiguity for all scenarios. The improved suppres-

sion due to multi-channel reconstruction can be clearly seen. 
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While the reference image does not show any ambiguity (left column), ambiguities are ob-
served for the single sub-sampled channel (middle column) and the coherent combination of two 
channels (right column). In order to better illustrate the improvement, a surface (middle row) and 
a contour (bottom row) plot of the ambiguity are shown for each of the considered scenarios. 
Compared to the reference image without ambiguity (left), a strong ambiguous return is intro-
duced by the sub-sampling (middle). Application of the multi-channel processing then yields a 
clearly enhanced suppression as can be observed by comparison of Fig. 55, middle and right. 

Regarding range dimension, the clearly larger extension of the point target compared to azi-
muth can be seen, which results from the different geometric resolutions of ~1.7 m and ~0.3 m in 
range and azimuth, respectively. Furthermore, Fig. 55 shows that the point target is not perfectly 
focused in range dimension. This is caused by the range compression with a reference chirp of 
linear frequency slope which does not account for higher order terms in the frequency modula-
tion. Due to the experimental status of the multi-channel F-SAR system at the time of the acqui-
sition, no replica was available which could improve the range focusing. As the dissertation con-
centrates on azimuth, this issue is not further investigated. 

 
To complete this section, a distributed target represented by a vegetated area is investigated. 

The area is marked by a yellow dotted polygon and is located above the area of low reflectivity 
which shows the runway (cf. Fig. 56). As can be observed from the sub-sampled channel’s im-
age, the ambiguity of the vegetated area is situated on the runway (dashed polygon, Fig. 56, mid-
dle). Again, the multi-channel processing yields a clear suppression of the ambiguous energy as 
illustrated by Fig. 56, right. 

 

   

Fig. 56. Zoom into upper left of Fig. 54. The dotted polygon shows vegetation as an example of a 
distributed target and its ambiguity in the case of a single sub-sampled channel (middle, dashed 
polygon). The ambiguity does not show for the reference image (left) and disappears after multi-

channel reconstruction (right). 

 

Quantitatively, a test area is defined which is bounded by the white rectangle and represents 
the region where the ambiguity is situated (cf. Fig. 56). The mean energy per sample within this 

Mean sample energy: 1.00 Mean sample energy 1.41 Mean sample energy: 1.00 
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area is then calculated and normalized to the value obtained for the reference image. This analy-
sis reveals – as expected – a value increased by a factor of 1.41 for the sub-sampled image with 
respect to the reference image where the runway area is not overlaid by the ambiguous energy. In 
the case of the coherent combination, the value decreases to the reference of 1.00, thus proving 
the effective cancellation of ambiguous energy within this area. 

As a conclusion, it can be stated that the multi-channel reconstruction algorithm provides an 
effective way to process multi-channel data as it allows for a clearly improved suppression of 
azimuth ambiguities and for recovering of the unaliased Doppler spectrum also in case of non-
optimum PRF values entailing strong non-uniform sampling. The recovery of the unaliased Dop-
pler spectrum can be further improved by a correction of the remaining phase errors of the chan-
nels, as the application of autofocus leads to a much better suppression of the residual ambigui-
ties. This implies that further calibration and balancing of the two channels bears the potential 
for additional improvement of the image quality, especially regarding the level of residual ambi-
guities, which should disappear in the optimum case. 
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7 System Design Example 

Chapter 5 derived the multi-channel reconstruction algorithm and Chapter 6 proved its appli-
cability to measured multi-channel data. As a next step, the present chapter turns focus to a com-
plete design example for a multi-channel SAR system that is suited to image a wide swath of 
100 km with a high geometric resolution of 1 m. By deriving the system parameters step by step, 
the design example demonstrates the intricate connection between mission requirements and 
system parameters in multi-channel SAR systems (cf. Sections 7.1, 7.2). Then the designed sys-
tem is evaluated by the implemented performance estimator, which enables a point target analy-
sis of multi-channel SAR data. The simulation results demonstrate the capability to perform 
high-resolution wide-swath imaging (cf. Section 7.4). Within this frame, the theoretically derived 
expressions regarding azimuth ambiguous energy suppression (cf. Section 5.6) and SNR scaling 
(cf. Section 5.7) are verified by a comparison to the simulated data. 

7.1 Requirements and Timing  

In the following, an X-band high-resolution wide-swath SAR system is designed to image an 
incident angle range from 20° up to 55° with a swath width of 100 km and a geometric resolution 
of 1 m. The basic mission performance requirements are summarized in Table 5. 

 
Parameter Symbol Value 

Carrier wavelength λ 0.031 m 
Orbit height hs 500 km – 700 km 
Coverage (incident angle) Θi 20° – 55° 
Swath width on ground Wg ≥ 100 km 
Geometric resolution in azimuth and range dimension δaz, δrg ≤ 1 m 

Table 5. Mission performance requirements. 

Firstly, a detailed timing analysis is performed for a scenario suitable to cover the required 
incident angle range with six swaths of 100 km each. Based on a duty cycle of 15% and with a 
variable overlap of adjacent swaths of 10-20 %, an orbit height of 580 km ±10 km proves to be 
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suitable. The chosen orbit height entails a sensor velocity of 7560 m/s and a footprint velocity on 
ground of ~ 6950 m/s. The respective timing diagram is shown in Fig. 57 on the left, where the 
swaths of 100 km each are marked in blue and numbered according to their location from near to 
far range.20 In the considered case, the sensor is prevented from receiving by the interference of 
both the transmit event and the nadir echo. Hence, possible receiving windows which are long 
enough for a 100 km swath (blue) have to “fit” in between the transmitted pulses (green) and the 
nadir returns (red). The detailed relation between swaths and incident angles is given in the left 
columns of Table 6. 

 

1

2

3

4
5

6

Fig. 57. Timing analysis for orbit height of 580 km ±10 km and incident angle range from 20-55°. 
Left: Coverage by 6 distinct swaths, each of width 100 km, taking nadir echo (red) and interference 
of transmit events (green) into account. Right: Multi-channel system with nadir echo assumed to be 
suppressed by digital beamforming in elevation, allowing for swaths centered on arbitrary angles of 

incidence, which are indicated by the orange line. 

 
Swath Θi Brg(Θi,min) dev,tx Gtx,max PRF Φbf 

1 20.0° – 29.0° 439 MHz 0.19 m 38.7 dB 1340 Hz -0.92 dB 
2 27.5° – 35.6° 325 MHz 0.22 m 39.4 dB 1250 Hz  0.06 dB 
3 34.9° – 41.9° 262 MHz 0.26 m 40.1 dB 1350 Hz -0.96 dB 
4 40.9° – 47.0° 229 MHz 0.30 m 40.7 dB 1260 Hz -0.12 dB 
5 46.4° – 51.7° 207 MHz 0.36 m 41.5 dB 1330 Hz -0.86 dB 
6 50.3° – 55.0° 195 MHz 0.41 m 42.1 dB 1260 Hz -0.12 dB 

Table 6. Swaths and respective parameters. 

In addition to this, a second system is designed, where the beamforming capability in eleva-
tion is assumed to be sufficient for suppressing the nadir echo [89]. Consequently, reception is 
only restricted by the transmit events, while – in contrast to Fig. 57 on the left – the (red) nadir 

                                                                 
20The small mutual shift of swaths of same reference number is due to the variable overlap of adja-
cent swaths. 
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returns can be neglected, yielding the timing diagram in Fig. 57 on the right. The nadir suppres-
sion allows clearly for a more flexible receiving window positioning and thus relaxes the de-
pendency of a specific swath on a certain PRF. In this case the coverage requirement is modified 
from distinctly located swaths to swaths centered on an arbitrary angle of incidence. 

The timing shows further that for the nominal orbit height a PRF range from 1250 Hz up to 
1350 Hz is sufficient to ensure the coverage of all six swaths (cf. Fig. 57, left). If the height devi-
ates by 10 km, the minimum PRF decreases to ~1240 Hz. In the case where the nadir is sup-
pressed, the same minimum PRF of 1240 Hz is chosen. To allow for the imaging of an arbitrarily 
centered swath, the suitable PRF decreases with increasing incident angle as indicated by the 
orange line representing the swath’s center (cf. Fig. 57, right). When reaching the minimum PRF 
of 1250 Hz, a “jump” to a PRF of 1470 Hz becomes necessary to guarantee continuous coverage 
(cf. Fig. 57, dotted orange line). Consequently a PRF range from 1240 Hz up to 1470 Hz has to 
be covered by the system. 

7.2 System Parameters 

In the following section, the most important system parameters in azimuth as well as in ele-
vation dimension are derived from the mission requirements defined in Section 7.1. 

7.2.1 Azimuth Parameters 

Regarding the geometric resolution in azimuth, a first estimate according to (18) yields a 
necessary processed Doppler bandwidth in the order of ~6.25 kHz to achieve the value of 1 m. 
As this assumes the optimum rectangular pattern, the obtained value is a lower bound for the 
required bandwidth which increases for increasing azimuth dimensions of transmit and receive 
aperture. In combination with the minimum PRF of the system, this imposes a minimum number 
of receive apertures, in order to ensure the necessary effective sampling rate on receive. In con-
sequence, the inequality N·PRFmin ≥ BD has to hold true and requires in the present case a mini-
mum number of 6 receive apertures. Further, the PRF range of operation and the overall azimuth 
dimension of the antenna, which determines the optimum PRF, have to be coordinated. Specifi-
cally, the antenna length should lead to an optimum PRF within the required PRF range to avoid 
too large deviations between the optimum and the operated PRF values. By this, strong non-
uniform sampling and the inherent degradation of the SNR by the digital processing network is 
prevented. In consequence, an azimuth antenna in the order of 10-12 m is necessary, which de-
fines the sub-aperture size in combination with N. Finally, the size of the transmit antenna can be 
chosen more flexible. In general, a larger antenna allows for a better suppression of azimuth am-
biguities, but will require a higher processed Doppler bandwidth to ensure the resolution and 
vice versa. 

Hence, within a framework set by the required performance parameters Wg and δaz, the sys-
tem parameters can be chosen by taking into account the various inter-dependencies illustrated in 
Fig. 58. In this context, the possible impact on the output performance as AASRN and NESZ has 
always to be considered. In contrast to conventional systems, no straight-forward design can be 
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applied, setting one parameter after another, but adaptation of one parameter results in the modi-
fication of another, possibly influencing the originally modified parameter. As an example, the 
azimuth dimensions of transmit (daz,tx) and receive (daz,rx) aperture affect the required processed 
bandwidth (BD), which has to be appropriately sampled by N·PRF. In return, the PRF is linked to 
the antenna length (laz), which determines in combination with N the aperture size daz,rx, closing 
the “loop” of dependencies. 

 

PRF
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daz,tx

PRFPRF
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daz,rx

daz,tx

General Conditions
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Performance Parameters

AASRNNESZ AASRNNESZ
 

Fig. 58. Requirements (top) imposing constraints on the system parameters in the middle gray 
box. Arrows indicate the inter-dependencies of the system parameters which influence the 

performance parameters shown at the bottom. 

 
In the present case, fine-tuning of the system with several feedback-loops finally leads to a 

sensor with an antenna of overall length laz = 11.2 m, corresponding to an optimum PRF of 
1350 Hz (cf. (35)). Regarding the SNR scaling factor Φbf of the reconstruction network, an ac-
ceptable maximum degradation of 0.5 dB is obtained for such a configuration (cf. Fig. 65). For 
each swath, the specific PRF determines the respective degradation of the SNR caused by the 
recovery of the non-uniform sampling. The values for all swaths are listed in Table 6. Further, 
the number of receiving channels is increased to N = 7, in order to ensure adequate over-
sampling. In consequence, a single receive aperture size daz,rx of 1.6 m is obtained. Based on this 
size, an analysis of the ambiguous energy shows that a sufficiently high suppression of azimuth 
ambiguities is achieved with a transmit antenna of length daz,tx = 3 m and without tapering (cf. 
Fig. 60).21 For the given antenna dimensions, simulations showed that a processed bandwidth BD 

                                                                 
21A detailed analysis of the impact and optimization potential of different antenna lengths and taper-
ing is carried out in Section 8.4. 
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of 7.6 kHz is needed. Fig. 59 shows an illustration of the system while Table 7 summarizes the 
system parameters and dimensions. 
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Fig. 59. Illustration of system architecture and antenna dimensions. 

 
Parameter Symbol Value 

Orbit height hs 580 km ±10 km 
Slant range R0 604 km – 1112 km 
Sensor velocity vs 7560 m/s 
Footprint velocity on ground vg 6950 m/s 
PRF range PRF 1240 Hz – 1470 Hz 
Receive aperture size in azimuth daz,rx 1.6 m 
Number of Rx apertures in azimuth N 7 
Overall receive antenna length in azimuth laz 11.2 m 
Transmit antenna size in azimuth daz,tx 3.0 m 
Receive aperture size in elevation dev,rx 0.08 m 
Number of Rx apertures in elevation Nel 25 
Overall receive antenna height in elevation hev,rx 2 m 
Transmit antenna size in elevation dev,tx 0.19 m – 0.41 m 
Maximum transmit antenna gain Gtx 38.7 dB – 42.1 dB 
Receive antenna gain Grx 54.7 dB 
Transmit peak power Ptx 5 kW 
Duty cycle dc 15 % 
System noise temperature T 300 K 
Losses (atmospheric, system, receiver noise, 2-way) L·F 5.7 dB 
Azimuth loss Laz 2.7 dB 
SNR scaling factor of digital filter network Φbf ≤ 0.5 dB 

Table 7. System parameters, requirements, and constants. 
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7.2.2 Cross-Track Parameters 

To ensure a slant range resolution of 1 m, a chirp bandwidth of 150 MHz is necessary and 
hence the appropriate bandwidth Brg for the required ground range resolution of 1 m is given by 
the projection of the slant range on ground. This means that depending on the incident angle Θi a 
bandwidth of 150 MHz/sin(Θi) is necessary. Consequently, for each swath the required minimum 
bandwidth in range depends on the minimum incident angle Θi,min of the respective swath, thus 
yielding for the considered incident angle range values from 195 MHz in far range up to 439 
MHz in near range. The respectively necessary chirp bandwidths are summarized in Table 6. 

Further, the 3 dB beamwidth of the transmit antenna, Θev, is chosen adaptively to illuminate 
for all incident angles a swath of 100 km on ground. Depending on the respective slant range, 
this requires different angles Θev, which are approximated in degrees by 51·λ/dev,tx according to 
[90]. Consequently, the effective height dev,tx of the transmit antenna is varied to always guaran-
tee the required coverage. The height variation is achieved by assuming an antenna consisting of 
multiple elements in elevation, which can be individually activated while ensuring constant 
transmit peak power independent of the antenna area.22 This results in effective transmit antenna 
heights from 0.19 m to 0.41 m corresponding to a maximum antenna gain Gtx,max from 38.7 dB to 
42.1 dB, respectively (cf. Fig. 59, Table 6). The selection of the respective swath can be either 
achieved by an electrical steering of the transmit beam or a mechanical steering of the antenna 
by a roll-maneuver of the satellite. In the following, a mechanical steering is assumed that en-
sures an optimum pointing of the antenna to the region to be imaged. Table 6 summarizes the 
respective values for the effective transmit antenna height dev,tx and corresponding maximum 
antenna gain Gtx,max. 

On receive, the antenna in elevation consists of a large number of independent elements that 
allow for beamforming in elevation, which ensures a high gain and a sufficient suppression of 
range ambiguities. For this, one may apply the scan-on-receive (SCORE) technique suggested in 
[29] and [31] that uses a real-time beamforming to scan the reflected pulse as it travels over the 
ground.23 This allows for assuming an approximately constant gain Grx with varying incident 
angle Θi that is defined by the maximum gain of the overall receiving antenna. Problems may 
occur with this technique by topography and it might be necessary to apply a more sophisticated 
approach to cope with the problems arising from height variations within the scene [61], [64]. In 

                                                                 
22Such an assumption requires the “decoupling” of radiated power and effective transmit height 
which determines the footprint. To achieve this, one could e.g. think of an analog solution enabling to 
switch the power feeds, thus radiating a higher power per area if the transmit antenna height is re-
duced. Another possibility would be an appropriate implementation of a frequency multiplex tech-
nique on transmit [91]. This method allows for decoupling the overall antenna height and the eleva-
tion pattern by dividing the chirp bandwidth into multiple sub-bands and emitting each of these bands 
by a different part of the transmit antenna. A detailed investigation of this issue is beyond the scope 
of this work. 
23It should be noted that a very large antenna height might result in a very narrow footprint which no 
longer covers the complete pulse on ground resulting in a gain loss for certain frequency components 
of the chirp. In this case, a frequency dependent steering has to be implemented as addressed in [31] 
and elaborated in [92]. 



7.3  Simulation Environment 89
 

order to guarantee the steering capability of the elevation beam to cover a swath of 100 km, a 
scan angle up to ±4.5° with respect to antenna boresight is necessary. The necessary element 
spacing in elevation to avoid grating lobes is chosen to be 8 cm [51] while a sufficiently high 
gain on receive – to achieve the required low NESZ – is ensured by a receiving antenna height 
hev,rx of 2 m, entailing a gain Grx of 54.7 dB. In combination with the minimum element spacing 
of 8 cm the receive antenna height results in a number of 25 sub-antenna elements. Fig. 59 gives 
an illustration of the system and Table 6 and Table 7 summarize the parameters in elevation di-
mension. 

7.3 Simulation Environment 

In order to evaluate multi-channel SAR signals, a performance estimator was implemented 
with the programming language IDL. The estimator enables a point-target analysis for arbitrary 
multi-channel SAR systems in order to derive the performance parameters of the system. This 
includes the possibility to simulate advanced systems as e.g. cascaded networks or pattern taper-
ing (cf. Chapter 8) or innovative approaches as multi-channel burst mode operation (cf. Chapter 
9). This “toolbox” is complemented by further tools which allow for an analytical calculation of 
the AASRN and the SNR scaling factor, thus enabling a prediction and/or verification of the simu-
lated results. 

Regarding the point-target analysis, the processing flow is as follows: For a given set of pa-
rameters, the simulation starts with the generation of SAR data for a point-like target as it is re-
ceived for each of the receive apertures. Hence a number of N point target echoes sampled with a 
rate of PRF are generated. These received signals are then weighted according to the respective 
algorithm and added coherently, yielding a SAR signal with an effective sampling rate of N·PRF. 
This signal is then focused by a filter function which corresponds to a band-limited point target 
echo generated with an effective sampling rate of N·PRF. The band limitation is chosen accord-
ing to the processed Doppler bandwidth BD and the amplitude of this filter is normalized. The 
performance parameters are then determined from the obtained time domain impulse response of 
the point-like target. 

This simulation flow is repeated for varying PRF values in order to cover the required PRF 
range of operation. The following results are obtained by point-target performance analysis and 
the respective prediction tools. 

7.4 System Performance 

In this section a point target analysis of the example system is performed to determine key 
performance figures such as AASRN, geometric resolution, signal peak power and SNR, or rather 
NESZ. In the case of the azimuth ambiguous energy suppression and the SNR scaling, the simu-
lated results are compared to their analytic predictions as derived in Chapter 5. 
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7.4.1 Azimuth-Ambiguity-to-Signal Ratio: AASRN 

In a first step, the suppression of azimuth ambiguities of distributed targets (AASRN) is simu-
lated within the relevant PRF range and compared to its analytic prediction according to (71) 
derived in Section 5.6. The AASRN is calculated by simulating a point target response and inte-
grating the energy of all relevant ambiguous responses. This ambiguous energy is related to the 
integrated energy of the main response representing the “real” target. 

The obtained results for both the simulation (solid red line) and the prediction (dashed blue 
line) in Fig. 60 show an ambiguous energy suppression of better than -21 dB over the complete 
PRF range of operation which is bounded by the gray-shaded areas. This represents a slightly 
better performance than TerraSAR-X, which achieves a value of -20 dB [93]. 

Further, one recognizes that the AASRN improves with increasing PRF although an in-depth 
analysis of (71) reveals an increasing mean squared value of the filter functions Pj(f) with in-
creasing deviation from the optimum PRF of 1350 Hz. In consequence, the amplification of the 
ambiguous energy by the processing network rises. This is mitigated or even compensated by the 
rising effective sampling rate, which entails decreasing ambiguous contributions in the received 
signal. According to Fig. 60, the benefit from the increased sampling exceeds the amplification 
of the ambiguities in the considered case. Note that the special PRF value entailing coinciding 
samples is 1575 Hz (cf. Section 4.3.3), which lies outside the covered PRF range. Such a PRF 
results in an infinite amplification as P(f) becomes singular. 

 

 
Fig. 60. Simulated azimuth ambiguous energy suppression (AASRN) vs. PRF (solid red) and its pre-

diction (dashed blue). 
 

Fig. 60 already indicates a good agreement between prediction and simulation. The estima-
tion error defined by the ratio between the two curves of Fig. 60 is given in Fig. 61 that reveals a 
maximum deviation of less than 0.1 dB, which is probably caused by the finite number of ambi-
guities considered for the estimation. Hence, (71) gives a valid prediction of the residual azimuth 
ambiguous energy. 
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Fig. 61. Estimation error: Ratio between prediction and simulation of AASRN vs. PRF. 

 

 
Next, the multi-channel reconstruction algorithm is compared to alternative algorithms for 

processing the multi-channel azimuth signal and the results for the azimuth ambiguous energy 
suppression AASRN for the different investigated approaches are presented in Fig. 62. 

As a first reference case, the samples of the multiple azimuth channels are simply interleaved 
yielding the output signal without further processing as proposed in [24] (cf. Section 3.3.2). In a 
more complex approach, the method of [40] takes the properties of the SAR signal into account. 
The approach compares the multi-channel signal’s phase to the phase of a monostatic and uni-
formly sampled signal thus yielding a Doppler frequency-dependent phase difference between 
the actual and the desired signal. This phase difference is corrected by the applied weighting 
functions (cf. Section 3.4.3). Finally, a space-time approach is evaluated that is based on adap-
tively adjusting the weighting coefficients of the azimuth channels to steer the nulls in the result-
ing joint antenna pattern to the angles corresponding to the ambiguous Doppler frequencies. This 
null-steering corresponds to a spatial filtering of the data to suppress ambiguous frequencies in 

 
Fig. 62. Azimuth ambiguity suppression ratio (AASRN) achieved by reconstruction algorithm (solid 
red) compared to phase correction (dashed green) [40], simple interleaving of samples (dotted blue) 
[24] and pattern null-steering (dashed light blue) [48]. Null-steering and reconstruction yield nearly 

identical results. The PRF region of interest is defined by the shaded areas. 
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the azimuth signal [48] (cf. Section 3.4.4). For a more detailed explanation of the different proc-
essing methods, refer to Chapter 3 and for a concise overview refer to [52]. 

The best suppression is achieved by the reconstruction algorithm and the null-steering ap-
proach that both provide a sufficient suppression of at least -21 dB over the complete range of 
PRF. Note that under certain approximations the null-steering approach is already included in 
the reconstruction algorithm as shown in Appendix D. In contrast, the phase correction technique 
and the simple interleaving of channels only yield an acceptable suppression for PRF values 
close to the optimum of 1350 Hz but fail with increasing deviation from the uniform sampling 
case. A suppression of -21 dB or better is only ensured for a PRF within the interval [1325 Hz, 
1380 Hz] for the phase correction technique and [1315 Hz, 1395 Hz] for interleaved channels, 
respectively. For the boundaries of the considered PRF interval, unacceptably high values up to  
-13 dB and -14.5 dB are obtained, respectively. 

This leads to the conclusion that an effective cancellation of ambiguities is only provided by 
“system-based” beamforming concepts, which means that the weighting function of each chan-
nel is gained by considering the geometric information of all other channels. In contrast, a 
“channel-based” processing, where only the information of the single channel with respect to an 
optimum scenario is taken into account to obtain the respective weighting function, cannot en-
sure sufficient suppression of ambiguous energy for PRF values deviating from the optimum 
PRF. This is confirmed by the results obtained for several approaches that are all based on the 
interpolation of the single channels’ signals. Similar to the simple interleaving of samples, this 
yields an acceptable AASRN only close to the optimum PRF [94]. 

7.4.2 Geometric Resolution in Azimuth: δaz 

The geometric resolution in azimuth is denoted by δaz and defined as the 3 dB width of the 
focused point target impulse response in azimuth dimension. 

Fig. 63 shows that all approaches achieve an azimuth resolution below 1 m for the optimum 
PRF of 1350 Hz. Over the whole PRF range, only the multi-channel processing approaches 

 
Fig. 63. Geometric resolution in azimuth, δaz, vs. PRF. While the resolution for the simple inter-
leaving of samples degrades with increasing offset from the optimum PRF, all other approaches 

yield – identically – a constant resolution. 
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(phase correction, null-steering, reconstruction algorithm) provide a constant resolution of 
~0.99 m, while the resolution degrades for increasing offset from the optimum PRF if no dedi-
cated processing is applied and the samples are simply interleaved. Although the degradation is 
only up to 1.01 m within the considered range of PRF, it becomes clear that a simple interleaving 
of samples cannot ensure a constant resolution independent from the respective PRF value. 

7.4.3 Signal Peak Power: ps,max 

The signal peak power describes the normalized maximum power of the point target impulse 
response as it varies with the PRF. For each investigated algorithm, the normalization of the 
peak power characteristic is done by the respective maximum value obtained at the optimum 
PRF of 1350 Hz. Fig. 64 presents the results for the example system. Similar to the characteristic 
of the resolution, all multi-channel approaches, i.e. the phase correction technique, multi-channel 
reconstruction and null-steering, ensure a constant peak power of the focused point target im-
pulse response, while a simple interleaving of samples results in a drop-off of signal power with 
increasing deviation from the uniform PRF. The worst degradation is obtained at the boundaries 
of the PRF interval with a decay of -0.2 dB. 

 

 
Fig. 64. Normalized signal peak power of azimuth impulse response ps,max vs. PRF. While the peak 
power for the simple interleaving of samples reduces with increasing offset from the optimum PRF, 

all other approaches ensure – identically – a constant peak power. 
 

7.4.4 SNR Scaling – Prediction and Simulation 

In a preliminary step to determine the noise equivalent sigma zero (NESZ) of the system, the 
SNR scaling factor Φbf is measured from simulated data and evaluated theoretically according to 
the expressions derived in Section 5.7 (cf. Fig. 65).24 

 

                                                                 
24Keep in mind that Φbf describes the relation between the input and the output SNR as defined in 
Section 5.7, but does not include the decreasing SNR per gathered sample at the input with increasing 
PRF as encountered for a constant duty cycle. For the following calculation of the NESZ, additionally 
the 1/PRF dependency of the input SNR will be considered. 
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Fig. 65. Analytic estimation of the SNR scaling factor Φbf vs. PRF due to the signal reconstruction 
for a constant Doppler bandwidth BD = 7.6 kHz (dashed blue) and for the whole bandwidth N·PRF 

(solid red). 

Similar to the AASRN, Φbf worsens with increasing deviation from the optimum PRF due to 
the rising mean squared value of the Pj(f). Again, the amplification tends to infinity when the 
PRF entails spatially coinciding samples and the whole system bandwidth in azimuth is consid-
ered (cf. Fig. 65, solid red line). As previously mentioned, for the considered system example 
this “singularity” is caused by a value of 1575 Hz. This effect is compensated by the increasing 
oversampling caused by rising PRF values in combination with a constant processed Doppler 
bandwidth BD (cf. Fig. 65, dashed blue line). This results in an increasingly reduced output noise 
power compared to the input, while the signal power remains nearly constant. For uniform sam-
pling, the noise spectrum after reconstruction is white and consequently the difference between 
the two curves is dominated by the reduction of noise power according to the relation between 
BD and effective sampling, i.e. N·PRF. As a result, the SNRout is improved by BD/(N·PRFuni) 
compared to the SNRin at this PRF. In the present case this leads to the offset of 0.95 dB as can 
be seen from Fig. 65. 

An investigation of the spectral properties of Φbf shows that the degradation of the SNR for 
strong non-uniform sampling is dominated by the lowest and highest sub-bands within the Dop-
pler band covered by Pj(f), i.e. the bandpass filters Pjm(f) defined on the spectral sub-bands Im of 
order m = 1 and m = N, where Im = [-N·PRF/2+(m-1)·PRF, -N·PRF/2+m·PRF]. Consequently, the 
singularity of the noise and ambiguity scaling for spatially coinciding samples (cf. Section 7.4.1) 
is caused by these sub-bands, while the contribution of the other sub-bands to the scaling is not 
critical.25 An example is given by Fig. 66 that shows the spectral weighting of the noise spectrum 
vs. Doppler frequency by the reconstruction filter functions for a nearly uniform PRF = 1350 Hz 
(left) and a strong non-uniform sampling case with PRF = 1520 Hz (right), which is close to the 
singular PRF at 1575 Hz. For the non-uniform PRF the mean value over the complete bandwidth 
is much higher while the mean value within the processed Doppler bandwidth, indicated by the 

                                                                 
25This seems logical from an information theoretical point of view as the samples remaining when 
skipping the coinciding channels still yield an effective sampling rate which fulfills the Nyquist crite-
rion for these bands. 
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gray-shaded area, only shows a moderate rise as the strong rise is dominated by the outermost 
sub-bands that are filtered when focusing (cf. Fig. 66). This explains the rising difference be-
tween the two characteristics in Fig. 65 as PRF values are getting closer to 1575 Hz. 

 

Fig. 66. Spectral appearance of noise power scaling defined by the sum over reconstruction filter 
functions Σj |Pj(f)|2 for the case of nearly uniform sampling at PRF = 1350 Hz (left) and strong non-
uniform sampling at PRF = 1520 Hz (right). The contributions when focusing with BD are shaded in 

gray. 
 

Consequently, a strong scaling can be avoided by either selecting favorable PRF values or 
by appropriately adjusting the processed Doppler bandwidth to the effective sampling rate, as 
will be discussed in Section 8.2. 

In a next step, the predicted SNR scaling factor as given by the dashed blue line of Fig. 65 is 
compared to the simulated ratio of signal to noise power after the digital beamforming network 
in order to verify the validity of the estimation of Φbf (cf. Fig. 67). One recognizes a very good 
agreement of the estimation (solid red line) with the simulation (dashed blue line) with an abso-
lute deviation of less than 0.05 dB as it is shown in Fig. 68. 

 

 
Fig. 67. Characteristic of simulated Φbf vs. PRF (dashed blue) compared to its analytic prediction 

(solid red) for a processed Doppler bandwidth of 7.6 kHz.  
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Fig. 68. Estimation error of Φbf vs. PRF for BD = 7.6 kHz. 

7.4.5 Azimuth Loss: Laz  

In addition to the modified SNR scaling of the system as derived before, one has to account 
for the azimuth loss factor Laz. It occurs in any SAR system, be it single- or multi-channel, and 
considers the decay of the joint Tx/Rx azimuth pattern as a function of the azimuth angle which 
attenuates the recorded signal while the added noise power remains spectrally white (cf. Section 
5.5, [78]). Hence, the SNR becomes dependent on the Doppler frequency. In the present case, the 
relevant joint antenna characteristic in azimuth is determined by a transmit antenna of 3 m length 
and a receiving antenna of 1.6 m length. Fig. 69 gives – in accordance with (61) – the ensuing 
characteristic of the azimuth loss for a BD ranging from 4 kHz to 9 kHz. According to Fig. 69, 
the investigated system yields a loss of Laz = 2.7 dB when focusing the data with a bandwidth of 
BD = 7.6 kHz. 

 

 
Fig. 69. Azimuth loss Laz vs. processed Doppler bandwidth BD. 
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7.4.6 Noise Equivalent Sigma Zero : NESZ 

Finally, the performance analysis of the system is concluded by the evaluation of the NESZ. 
Under consideration of the parameters Φbf and Laz as derived above, and the respective transmit 
pattern the following characteristic of the NESZ vs. ground range is calculated according to (91). 
All relevant system parameters necessary for the calculation can be found in Table 7. Note that 
the receiver gain Grx,j(Θi) as shown in (91) is in the present case assumed to be constant with 
varying incident angle Θi due to the applied SCORE algorithm in elevation as already discussed 
in Section 7.2.2. Fig. 70 shows the results obtained for coverage by 6 distinct swaths (left) and 
swathes centered on arbitrary incident angles (right). 

 

Fig. 70. Left: NESZ vs. ground range for coverage by 6 distinct swaths. Right: Best (solid red) and 
worst (dotted blue) case NESZ for arbitrarily situated swaths. The ground range gives the point on 

ground where the transmit antenna beam is pointed at. 
 
 

In the case where an arbitrary swath of 100 km can be imaged, the variation of the NESZ for 
a swath centered at a certain range is given by the best and worst value within the swath (cf. Fig. 
57, right). Note that this takes into account the adaptation of the chirp bandwidth and the effec-
tive transmit antenna height with varying ground range. The steps in the curve result from the 
steps in the PRF and the corresponding SNR scaling factor of the reconstruction network. 

In both cases a maximum NESZ of -19.4 dB is obtained, which represents a good value for 
spaceborne X-band SAR systems, as e.g. TerraSAR-X achieves a NESZ of -18 dB [93]. 
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8 Optimization Potentials 

The results of the system design example in Chapter 7 demonstrated the capability of the 
multi-channel reconstruction algorithm to enable high-resolution wide-swath imaging with 
multi-channel SAR systems. Nevertheless, it turned out that the inverse character of the digital 
processing network restricts the range of application with respect to the PRF. 

This issue is addressed in the present chapter, where optimization strategies for increasing 
the flexibility and improving the performance are developed. The first section identifies the main 
error sources, analyzes their impact on the respective performance parameters and derives gen-
eral strategies to minimize the errors (cf. Section 8.1). Then, in the following sections, various 
specific techniques according to those strategies are developed and applied to the system intro-
duced in Chapter 7 and a modified system design derived in Section 8.5, which allows for better 
exploiting the optimization methods. The presented approaches consider the transmitter as well 
as the receiver side and range from an adapted processing to advanced hardware configurations. 
All techniques yield optimized system designs whose increased range of operation and improved 
performance are verified by simulations. As main parameters to be optimized, focus is turned to 
the signal-to-noise ratio (SNR), suppression of ambiguous energy (AASRN) and geometric resolu-
tion in azimuth (δaz). The optimization aims at improving the SNR and the ambiguity suppression 
while keeping the resolution at a constant level. 

8.1 Error Sources and Optimization Approaches 

In order to optimize SNR and AASRN, the impact of both joint azimuth antenna pattern and 
digital processing on signal, ambiguities, and noise, has to be considered. Recalling Section 5.5, 
the signal power is only determined by the shape of the azimuth antenna pattern, as the digital 
processing filters Pjm(f) are chosen such that they do not affect the signal energy. In contrast, the 
ambiguous power in the signal after reconstruction is determined by both aspects (cf. Section 
5.6). Firstly, as in any conventional SAR system, the joint azimuth antenna pattern contains am-
biguous information from azimuth angles that correspond to Doppler frequencies outside the 
Nyquist-sampled band [-PRF·N/2, PRF·N/2]. In addition – and in contrast to the signal power – 
the ambiguous contributions are weighted and possibly amplified by the filter functions Pjm(f), 
leading to the ambiguous power in the image. Finally, the thermal receiver noise power (cf. 
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Section 5.7) is only influenced by the processing and possibly amplified by the filters’ power 
spectral densities, i.e. the mean squared amplitude of the Pjm(f). For both the ambiguities and the 
noise this amplification by the processing filters is the more severe the stronger the non-uniform 
sampling is. This is due to the filter system’s inverse character, which results in a rising filter 
amplitude for increasing deviations from the optimum PRF. 

Consequently, one can identify two main areas of possible optimization. Firstly, the maximi-
zation of signal energy and the minimization of ambiguous energy in the received signal allows 
for reducing the ambiguities in the image. This means that antenna patterns on transmit and 
receive are adapted to optimally confine the desired Doppler band, which is the subject of a de-
tailed analysis following in Section 8.4 that introduces the idea of tapering on transmit, while 
Section 8.7 includes the adaptation of the receive characteristic. Besides, the azimuth process-
ing shows potential for improving the performance by minimizing the error amplification caused 
by the reconstruction filters. In a first simple approach, an optimized parameter choice within the 
existing processing approach allows for improving the system performance. This can be for ex-
ample achieved by setting an optimized ratio between PRF and BD as presented in Section 8.2. 

Furthermore, one can aim at improving the conditions for the multi-channel processing by 
adapting the phase centers to the PRF in order to obtain a data array that is sampled as uniformly 
as possible. On transmit, this can be either achieved by an adaptive management of the PRF to 
adjust the virtual sample positions to obtain an improved sampling (cf. Section 8.3), or the phase 
centers can be adapted to the PRF by shifting the transmit antenna phase center from pulse to 
pulse (cf. Section 8.6). On receive, this adaptation of the system to the PRF is achieved by add-
ing a reconfigurable pre-processing network to the conventional beamforming obtaining a cas-
caded network as introduced and elaborated in Section 8.7. The performance analysis of a design 
example demonstrates the capability of such cascaded networks to flexibly adapt the system to 
the respective PRF by varying number and positions of the effective phase centers. In combina-
tion with the aforementioned possibility of pattern tapering on receive, this allows for merging 
the classical ambiguity suppression strategy with a beam steering approach that optimizes the 
signal power and hence flexibly trades ambiguity suppression and SNR optimization by accord-
ingly allocating the system resources (cf. Section 8.7). 
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8.2 Optimized Parameter Setup: Adaptation of Processed Doppler 
Bandwidth 

As mentioned, the processing filter functions 
have a colored spectrum which scales and possibly 
amplifies ambiguous and noise power. Conse-
quently, the sensitivity with respect to the interfer-
ences varies with Doppler frequency, entailing a 
rather strong dependency on the processed Dop-
pler bandwidth BD, visualized by the big arrows in 
Fig. 71. On the other hand, signal power and geo-
metric resolution in azimuth, δaz, depend on BD as 
in any conventional SAR system (cf. Fig. 71, 
small arrow). The basic idea is hence to adapt BD 
in a way to benefit from the different sensitivities, 
i.e. trading a small loss of one parameter against a 
big improvement of another. 

Recalling the explanations given in Section 
7.4.4 and illustrated in Fig. 66, the Pjm(f) on the n 

outermost bands at the lower and the upper border of the Doppler spectrum, respectively, domi-
nate the strong rise in the amplification of the noise floor and tend to infinity for a singular PRF. 
Consequently, BD is set in a way to eliminate by the inherent lowpass filtering the frequency 
bands which primarily cause the degradation of the performance. This allows for achieving ac-
ceptably moderate levels of SNR degradation and AASRN even near to singular PRF values. 
Quantitatively, the n-th singular PRFsgl,n which is defined by n spatially coinciding channels, 
requires a filtering of the respective bands Im,n as given by (94). This allows for completely sup-
pressing the strong rise in noise and ambiguity scaling and thus enables operating the system 
even at PRFsgl,n. 
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 (94)  

In other words, the sampling of the signal by N·PRF has to exceed the processed bandwidth 
BD by a factor of N/(N-2·n) to keep the SNR degradation low, i.e.: 

( )D sgl2 ,nB N n PRF≤ − ⋅ ⋅  (95)  

Fig. 65 and Fig. 66 give an example for the application of the above principle. The processed 
Doppler bandwidth BD is chosen to be 7.6 kHz, while the first singular PRF is situated at 
1575 Hz. Taking into account the number of N = 7 receivers and n = 1, (95) yields a maximum 
possible BD of 7875 Hz which exceeds the actual BD. This explains why the SNR degradation is 

BD

δaz

Φbf

AASRN

Trade-off

BD

δaz

Φbf

AASRN

Trade-off

 
Fig. 71. Optimized trade-off between per-

formance parameters by exploiting their dif-
fering sensitivities on BD as visualized by the 

size of the arrows. 
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acceptably low after focusing with BD (cf. Fig. 65, dashed blue line) while it tends to infinity 
when considering the complete azimuth bandwidth (cf. Fig. 65, solid red line). 

Although a very effective way of reducing the SNR degradation, this requires either a large 
number of Rx apertures or a relatively high PRF to guarantee the necessary oversampling with 
respect to the processed bandwidth BD. This entails either high hardware costs or might cause 
problems with the timing. Ensuring the oversampling by simply decreasing BD for a given PRF 
represents the easier way, but is at the cost of a deteriorated geometric resolution. Nevertheless, a 
strongly improved SNR might be obtained by either a moderately degraded resolution or a 
slightly increased PRF leading to a reduced swath. Finally this results in a trade-off between 
azimuth resolution, coverage and interfering power. 

8.3 Adaptive PRF Management in Sparse Array Systems 

It was mentioned that the conditions for the multi-channel processing can be improved by 
harmonizing the phase centers with the PRF to obtain a sampling as uniform as possible. This 
can be either achieved by adapting the phase centers or, as discussed in this section, more easily 
by choosing adaptively a PRF value favorable for the system. Especially in sparse array systems, 
an adaptive management of the PRF shows great potential to adjust the virtual sample positions 
as spatially neighbored samples usually originate from transmit pulses emitted at different times. 
An example is given by Fig. 72, where the spatial sample distribution in azimuth dimension x is 
shown for a system of N = 3 receivers. Samples from three temporally different pulses are given 
by the red dotted, blue dashed, and black solid boxes, respectively. 

 

21 3 1 3221 3

21 3 1 3221 3

x

xPRF1

PRF2 21 3 1 3221 3

21 3 1 3221 3

x

xPRF1

PRF2  
Fig. 72. Same system operated with different PRFs. A switch from PRF1 to a similar PRF2 yields a 

clearly different spatial sample distribution of better uniformity. 

According to Chapter 4, the distance between adjacent samples originating from transmit 
pulse p at channel j and transmit pulse q at channel i is expressed by (96), where Δxj denotes the 
distance of the respective receiver to the transmitter. 
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(96)  

In a conventionally operated single-platform system, adjacent samples originate from the 
same or subsequent pulses, i.e. |p-q| ≤ 1, and consequently the inter-sample distance is smaller 
than the inter-pulse distance. Hence, in such a system the potential is limited as small changes in 
the PRF entail only small changes in the sample positions thus not allowing for large variations 
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in the spatial sampling. In contrast to single-platform systems, in sparse arrays the spatial posi-
tion of adjacent samples is not bound to the same transmitted pulse. Equation (96)

 
reveals that 

variations in the PRF result in variations of the position Δxj,i amplified by a factor (p-q) and 
hence only small changes in the PRF might already have a large impact on the spatial distribu-
tion of the samples. As shown in Fig. 72, this results in two clearly different sample distributions 
for two similar PRF values. This offers wide flexibility to adapt the sampling even if only a 
small variation of the PRF is possible and thus allows for compensating for the high sensitivity 
of the systems’ SNR and AASRN regarding PRF variations. 

8.4 Pattern Tapering on Transmit 

As derived in Section 5.5, all spectral energy outside the band [-N·PRF/2, N·PRF/2] is not 
properly cancelled by the multi-channel reconstruction and causes aliasing in the reconstructed 
signal, finally resulting in ambiguities in the SAR image. This can be mitigated by confining the 
Doppler bandwidth of the signal to N·PRF by an appropriate joint antenna pattern. In a very sim-
ple approach, one could just enlarge the dimension of the transmit antenna resulting in a nar-
rower pattern, but being at the expense of resolution. A bigger antenna in combination with an 
adapted tapering is required to provide an improved suppression of the ambiguous frequency 
bands without degrading the resolution. Furthermore, the better the pattern is limited to the rele-
vant Doppler frequencies, the better the emitted power is used as less power is lost by illuminat-
ing unwanted areas. The basic idea of concentrating the transmitted energy in the mainlobe ac-
cording to the processed Doppler bandwidth BD while reducing the emission to directions corre-
sponding to ambiguous returns is visualized in Fig. 73: A minimum gain level of the joint an-
tenna pattern within the interval BD ensures sufficient signal energy, while a maximum allowable 
gain outside the system band restricts the ambiguous energy. 
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Joint Antenna Pattern

f

Maximum 
Ambiguity Level
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Signal LevelMinimize

Aliasing
Minimize
AliasingOptimize

δaz & SNR

N·PRF/2-N·PRF/2  
Fig. 73. Joint Tx-Rx antenna pattern in azimuth (dashed red) illustrating the basic principle of 
pattern tapering on transmit. Suppression of aliased energy by imposing a maximum allowable 

ambiguity level in combination with a minimum signal level to optimize the signal energy. 
 

It should be noted that the presented tapers can be either realized by a separate transmit an-
tenna, or by using an active array based on transmit-receive (T/R) technology. While the first 
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requires less sophisticated hardware, the latter offers the flexibility to use parts of the receiving 
antenna for transmit and hence allows for benefiting from its length. 

To demonstrate the potential of pattern tapering on transmit, the system presented in Chapter 
7 is investigated for different combinations of transmit antenna dimensions and amplitude excita-
tions.26 The transmit antenna of the example system of length 3 m with a uniform taper entailing 
a sin(fx)/fx pattern characteristic is compared to three different pattern tapering concepts. The 
respective transmit antenna lengths daz,tx, the applied excitation, and the resulting far field pattern 
are summarized in Table 8, where the notation sinc(x) is used to denote the sin(x)/x function. 

 
daz,tx Excitation (Azimuth) Far Field (Azimuth) δaz Represented by 

3 m uniform sinc(fx) < 1 m “Sinc”  
4 m cos(x) sinc(fx-π/2) + sinc(fx+π/2) < 1 m “Cos”  

4.6 m triangular sinc2(fx) < 1 m “Sinc2”  
11.2 m sinc(x) rect(fx/ BD) < 1 m “Rect”  

Table 8. Pattern tapering on transmit: Excitations and resulting pattern characteristics. 

 
Further, it is well-known that excitation and far field are related by Fourier transform with 

the variables x and fx, respectively. The variable x represents azimuth dimension while fx de-
scribes the spatial frequency given by (97). Recalling the relation between azimuth angle Θ and 
Doppler frequency f (cf. (98)), one recognizes that fx and f are linked by the sensor velocity. 
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 (97)  

( ) ( )s2 sinvf Θ Θ
λ
⋅

= ⋅  (98)  

 
Fig. 74 shows the resulting patterns with normalized amplitude, which is given in depend-

ency on the Doppler frequency f(Θ). This allows for highlighting the potential of the different 
tapers to confine the transmitted energy to the desired azimuth region, i.e. the processed Doppler 
band, which is marked in gray. Consequently, Fig. 74 does not take into account a possible gain 
loss due to the amplitude taper, which is investigated in the second part of this section. Finally, 
to give a better overview, two approaches are combined in each of the plots. 

 

                                                                 
26Although phase coefficients avoid a tapering loss by attenuation, they cannot be determined 
straightforwardly like the amplitude coefficients. An exhaustive analysis of both methods is beyond 
the scope of this work and thus only amplitude tapering is investigated to demonstrate the potential 
this technique. 
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Regarding the suppression of azimuth ambiguities, Fig. 75 shows the AASRN that is achieved 
for the different antenna patterns, respectively. It is stated that the suppression is already clearly 
improved for higher PRF values by applying the 4 m antenna with a cos(x)-like excitation 
(dashed blue). This results from the reduced sidelobes of the modified antenna pattern as can be 
seen in the left plot of Fig. 74. The suppression becomes even better with a 4.6 m antenna with a 
triangular tapering which entails a sinc(fx)2 characteristic (dotted green). However, to provide an 
improvement in suppression also for lower PRF values, a larger transmit antenna is necessary. 
An unconventional realization is given by the quasi-optimum – as it approximates a rectangular 
pattern – sinc(x) excitation in combination with a transmit antenna of 11.2 m (dotted dashed vio-
let). This corresponds to the antenna on receive and represents consequently the maximum avail-

  
Fig. 74. Normalized amplitude of azimuth transmit pattern vs. Doppler frequency f(Θ) for excita-
tions and antenna dimensions according to Table 8. BD is marked by the gray-shaded area. Left: 
3 m antenna with uniform excitation (“Sinc”, solid red) and 4 m antenna with cosine excitation 

(“Cos”, dashed blue). Right: 4.6 m antenna with triangular excitation (“Sinc2”, dotted green) and 
11.2 m antenna with sin(x)/x excitation (“Rect”, dotted dashed violet). 

 
Fig. 75. Azimuth ambiguity suppression vs. PRF for different transmit antenna sizes and patterns 
according to Table 8: 3 m antenna with sinc(fx) characteristic (solid red) 4 m antenna with cos(x) 
excitation (dashed blue), 4.6 m antenna with sinc2(fx) characteristic (dotted green) and approxi-

mately rectangular pattern (dotted dashed violet) for 11.2 m antenna. 
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able length if T/R modules are used. In the present simulation, it is realized by 35 elements of 
0.32 m length each. Especially this sinc(x)-excitation demonstrates the potential of tapering to 
effectively cancel the spurious spectral components while preserving the resolution. A full ex-
ploitation of the benefits of tapering requires a fine adjustment of antenna dimensions, PRF and 
BD, taking into account the trade-off between resolution and ambiguity suppression. 

Further, an analysis of the respective point target impulse response shows, that all scenarios 
yield an azimuth resolution of better than 1 m for a processed bandwidth BD = 7.6 kHz. 

To conclude this section, the impact of the tapering on the NESZ is investigated. As men-
tioned above, the enlarged antenna size in combination with an appropriate tapering improves 
the distribution of the transmitted energy. This can be quantified by the joint Tx/Rx antenna azi-
muth loss Laz, which accounts for the spectral shape of the pattern (cf. (60) and (61)). Further, the 
overall transmitted energy changes with antenna length and amplitude taper. Hence, additionally 
to Laz, the maximum power gain Gtx of the antenna characteristic has to be considered. Note that 
the calculation of the modified gain takes into account the new antenna length and is based on 
the assumption of a constant transmit power per antenna area, i.e. an equal feeding volt-
age/power of each individual transmit antenna element. The respective values with respect to the 
original system defined by Gtx,0, Laz,0 and NESZ0 are summarized in the following Table 9. It 
gives the resulting improvement (“-”) or degradation (“+”) of the new NESZ that can be directly 
applied to Fig. 70 to obtain the NESZ corresponding to the modified system. Equivalently, Table 
9 allows for deducing how the peak transmit power per antenna area can be reduced (“-”) or has 
to be increased (“+”) to keep the NESZ constant. Finally, the efficiency of the taper itself is 
measured by relating the different peak power gains if the antenna lengths were all the same. The 
results are listed in Table 9 in the very right column. 

 

Excitation Maximum Transmit Power 
Gain Gtx/Gtx,0 

Azimuth Loss 
Laz/Laz,0 

NESZ/NESZ0 Efficiency 

uniform 0 dB 0 dB 0 dB 0 dB 
cos(x) +1.42 dB -0.03 dB +1.39 dB +3.92 dB 

triangular +2.30 dB +0.18 dB +2.48 dB +6.02 dB 
sinc(x) +9.30 dB -0.97 dB +8.33 dB +20.74 dB 

Table 9. Pattern tapering on transmit: Maximum antenna gain Gtx, azimuth loss Laz and resulting 
NESZ relative to the original system defined by Gtx,0, Laz,0 and NESZ0. Improvement is indi-

cated by “-” while “+” means a degradation. 

As one can see from the change in the NESZ, particularly the cosine taper seems to be a good 
choice if a clearly improved azimuth ambiguity suppression is needed while a moderate degrada-
tion of the NESZ can be afforded. Especially for PRF values above 1300 Hz, an AASRN im-
proved by ~10 dB is achieved at the cost of a SNR decreased by only ~1.4 dB. The triangular 
taper yields an even faster drop of the residual ambiguities, but entails a degraded NESZ by al-
ready ~2.5 dB. Finally, the approximated rectangular pattern was only evaluated to demonstrate 
its potential regarding the suppression of azimuth ambiguous energy, as the transmitted signal 
power decreases too strongly with respect to the original system. 
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8.5 Optimized System Design Example 

So far, the performance of the example system of Section 7 has been improved without con-
centrating on increasing the system flexibility, i.e. extending the range of operation. In the fol-
lowing, focus is turned to techniques allowing for such an improved flexibility. In order to better 
demonstrate the potential of the proposed optimization methods, a modified design is proposed. 

As a first step, the present chapter introduces an adapted example system based on the sys-
tem presented in Chapter 7, but designed with the goal to extend the applicable PRF range from 
1150 to 1550 Hz. Hence, the sub-aperture length is increased to 1.75 m resulting in an overall 
length of 12.25 m and a decreased optimum PRF of 1236 Hz, which allows for operating in the 
lower regions of the required PRF range. On transmit, a slightly increased antenna of 3.15 m 
length is required to ensure a sufficient ambiguity suppression as will be seen later. The modified 
parameters are summarized in Table 10, while all other system parameters remain unaltered and 
can be looked up in Table 7. 

 
Parameter Symbol Value 

PRF range PRF 1150 Hz – 1550 Hz 
Overall receive antenna length in azimuth laz 12.25 m 
Receive aperture size in azimuth daz,rx 1.75 m 
Number of “virtual” azimuth channels  N0 7 
Receive antenna gain Grx 55.1 dB 
Transmit antenna size in azimuth daz,tx 3.15 m 
Maximum transmit antenna gain Gtx 38.9 dB – 42.3 dB 
Azimuth loss Laz 2.9 dB 

Table 10. System parameters of modified example system. 

In the following, the system performance is analyzed, showing the limits to obtain satisfac-
tory results over the full range of requested PRF values. The subsequent sections then introduce 
innovative techniques for system optimization and give examples how these techniques enable to 
extend the PRF range. This comprises a method based on a sophisticated transmit antenna archi-
tecture (cf. Section 8.6) as well as cascaded processing networks, which are presented in Section 
8.7. In the case of cascaded structures two examples are given, considering an analog pre-
processing (cf. Section 8.7.7) as well as a digital approach (cf. Section 8.7.8). 

Starting with the obtained geometric resolution in azimuth, the increased sub-aperture 
length of 1.75 m with respect to the length of 1.6 m in the original system entails a minor degra-
dation to 1.03 m due to the slightly narrowed azimuth antenna pattern. 

Next, an analysis of the SNR scaling factor Φbf of the reconstruction network is given in 
Fig. 76 that shows the simulated results before (solid red line) and after focusing with 
BD = 7.6 kHz (dashed blue line). The analytic prediction of selected samples is given by the dia-
mond symbols, which show a very good match to the simulations (lines) for the data after recon-
struction as well as for the image after focusing. 
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Fig. 76. Simulated SNR scaling factor Φbf of the conventional digital beamforming network before 
(solid red) and after focusing with BD = 7.6 kHz (dashed blue). Selected samples of the analytic pre-

dictions according to (83) and (84), respectively, are overlaid with the diamond symbols. 
 

Φbf shows sufficiently low values from 1150 Hz up to approximately 1370 Hz, but yields 
unacceptably high values for the PRF range above 1400 Hz (cf. Fig. 76). The increasing im-
provement of the curve representing the focused image with rising PRF results from the increas-
ing oversampling of the signal, as this yields a reduced noise power due to the lowpass filtering 
inherent to focusing. It was already mentioned in Section 7.4 that for white noise the improve-
ment for uniform sampling is directly linked to the ratio between processed bandwidth BD and 
effective sampling rate. In the present case this results in a “gain” of 0.56 dB after focusing 
which is consistent with the value obtained in Fig. 76. 

In terms of the NESZ, focus is turned to the differences between the modified conventional 
system presented before and the system of Chapter 7. As mentioned, the new system shows an 
enlarged transmit antenna of 3.15 m and an increased receive aperture of 1.75 m compared to 
3 m and 1.6 m, respectively, before. Firstly, this gives rise to an overall Laz of 2.9 dB compared 
to 2.7 dB of the original system and consequently, one can state a degradation of the azimuth 
loss factor Laz by 0.2 dB. Secondly, the new dimensions entail an increased maximum gain of 
0.2 dB on transmit and 0.4 dB on receive, which lead to an overall improvement of the gain by 
0.6 dB. For the time neglecting the SNR scaling factor and assuming an unchanged mapping of 
swathes and PRF, the NESZ of the original system (cf. Fig. 70) is improved by approximately  
-0.2 dB + 0.6 dB = 0.4 dB, yielding a value of better than -19.8 dB. 

Further, the SNR degradation encountered for increasing PRF in combination with a constant 
duty cycle is given by PRF/PRFuni and has to be considered (cf. Sections 5.7 and 5.8). For the 
system example of Chapter 7, the worst NESZ is obtained at the maximum PRF of 1470 Hz en-
tailing a loss of 0.37 dB with respect to PRFuni. In the present case, the worst case is given by the 
maximum PRF = 1550 Hz compared to a new PRFuni = 1236 Hz, leading to a SNRel degraded by 
0.98 dB. This means that an additional loss of ~ 0.6 dB is to be considered, and consequently the 
“reference” NESZ – still neglecting SNR scaling factors – modifies to -19.2 dB. 

In a final step, the modified SNR scaling factor (cf. Fig. 76) is considered which will – at 
least partly – compensate for the degradation discussed above. A valid estimation for the NESZ 
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is then obtained by taking into account the above reference value and including the differences 
with respect to the SNR scaling obtained in Chapter 7. According to Fig. 76, the conventionally 
operated system cannot provide a low SNR scaling – and consequently an acceptable NESZ – 
over the complete PRF range. Hence, a reconfiguration of the system is required with the goal to 
obtain a low SNR scaling factor for higher PRFs, thus extending the PRF range of operation. 
This can be either achieved by using an advanced Tx antenna concept or by adding a pre-
processing stage to the beamforming network, as will be demonstrated in the subsequent sec-
tions. 

8.6 Phase Center Adaptation on Transmit 

In the frame of advanced concepts of transmit antenna architectures in azimuth, a next step 
comprises a more sophisticated antenna structure allowing for the compensation of non-optimum 
PRF values. After the introduction of the basic principle in Section 8.6.1, the proposed technique 
is analyzed analytically in Section 8.6.2, followed by a system example demonstrating the poten-
tial of the phase center adaptation (cf. Section 8.6.3). 

8.6.1 System Architecture and Basic Principle 

In contrast to classical transmit antenna concepts (Fig. 77, top) the innovative approach is 
based on a long transmit antenna, which consists of a large number of individually controllable 
elements as indicated in Fig. 77, bottom. Especially with T/R technology, this allows for benefit-
ing on transmit from the long receive antenna without increasing the antenna dimensions. 
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Fig. 77. Novel transmit antenna architecture with increased length and consisting of multiple indi-

vidual elements (bottom) compared to classical one-element transmit antenna of small size (top). 
 

Such an antenna permits to change the size of the aperture and its position on the antenna by 
activating the respective elements. This patented method allows for adaptively varying the 
transmit phase center position by using only certain parts of the antenna [56], [57]. Activating 
different parts of the antenna from pulse to pulse yields a phase center in azimuth that “travels” 
over the antenna as shown exemplarily for three subsequent pulses in Fig. 78 on the left. Taking 
further into account the receiver phase centers of a conventional multi-channel antenna, the re-
sulting effective phase centers of the system can be shifted by half of the displacement of the 
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transmit antenna phase center with respect to its center position. A system with exemplary three 
receive apertures and a variable transmit phase center position is shown in Fig. 78 on the right. 
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Fig. 78. Left: Adaptive shift of transmit antenna phase center according to active elements 

marked in red. Right: Resulting spatial samples for a multi-channel system with varying trans-
mit phase center. 

 

This capability to adjust the spatial samples from pulse to pulse offers the possibility to com-
pensate for non-optimum PRF values. Thereby the step size of the phase center variation from 
pulse to pulse can be set flexibly to compensate for the actual PRF thus yielding uniform sample 
spacing or at least a mitigated non-uniform sample distribution. A simple example to illustrate 
the basic principle is given in the following: Fig. 79 shows a conventional multi-channel SAR 
system operated with a non-optimum PRF. The azimuth positions of the non-uniformly distrib-
uted samples received for four transmit pulses are shown at the bottom where the samples arising 
from different pulses are coded with different symbols while the samples and the corresponding 
receive sub-aperture are marked by the same color. 
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Fig. 79. Multi-channel system with conventional transmit antenna operated at non-optimum PRF 

entailing non-uniformly spaced samples, exemplarily given for four subsequent pulses. 
 

Fig. 80 demonstrates how an adaptive shift of the transmit aperture from pulse to pulse can 
compensate for the non-optimum PRF yielding uniform sampling. In this exemplary case, the 
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cycle time after which the phase center has reached its outermost position and “jumps” back to 
the opposite antenna end is chosen to three pulses. Hence, as the non-optimum PRF is assumed 
to be too high, every fourth pulse two samples coincide and have to be averaged or skipped. 
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x
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Fig. 80. Multi-channel system with pulse-to-pulse phase center adaptation on transmit that com-

pensates for the non-optimum PRF and finally yields uniformly spaced samples. 
 

Note that Fig. 80 shows a special case, as the transmit phase center starts a new cycle at its 
original starting position, which is not necessarily the case in a general scenario. 

8.6.2 Analytic Description 

As a next step, the present section carries out an analytic description of the technique. 
Firstly, (99) quantifies the necessary shift Δxstep of the samples that has to be effectuated from 
pulse to pulse to compensate for the non-optimum PRF if the optimum value is given by 
PRFuni = 2·vs /laz. 

s s az s
step

uni 2
v v l vx

PRF PRF PRF
Δ = − = −  (99)  

Taking into account the effective phase centers midway between transmitter and receiver, 
the necessary shift of the transmit aperture per pulse is given by Δxstep,tx = 2·Δxstep to ensure the 
necessary shift of the phase centers. To calculate the phase center position from pulse to pulse, 
the initial position of the transmit phase center is assumed at its outermost position xtx,max that is 
defined by (100), where the “±” specifies the maximum fore or aft position, respectively, with 
respect to the flight direction. 

az,txaz
tx,max 2 2

dlx
⎛ ⎞

= ± −⎜ ⎟
⎝ ⎠

 (100)  

Then the phase center position xtx(t) is shifted by Δxstep,tx between subsequent pulses accord-
ing to (101) as long as the opposite maximum position on the antenna is not reached yet, i.e. 
(102) has to be fulfilled. 

( ) ( )1
tx tx step,txx t PRF x t x−+ = + Δ  (101)  

tx,max step,tx tx,max ;x k x x k± ⋅Δ ≤ ± ∈∓ `  (102)  

When (102) does not hold true any more, the phase center shifts backward or forward, to-
wards the opposite side of the antenna. Performing this shift, it has to be assured that the position 
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of two subsequent transmit phase centers yields again a phase center distance that corresponds to 
the uniform PRF. Consequently, the distance of the transmit phase center has to include the nec-
essary shift Δxstep,tx and an integer multiple of the receive phase center distance Δx. Assuming a 
transmit antenna phase center xtx(t0) at time t0, and a position xtx(t1) at the next pulse at time 
t1 = t0 + PRF-1, one obtains: 

( ) ( ) s
tx 1 tx 0 step,tx

2t t ; ,vx x x q x m x q m
PRF
⋅

− = Δ − ⋅Δ = ⋅Δ − ∈Z  (103)  

As mentioned, a shift of the phase center back to the opposite side of the antenna is neces-
sary every time it has reached its outermost position. When this happens, PRF values higher than 
PRFuni entail samples that are obtained for coinciding spatial positions which have to be “re-
duced” to a single sample, e.g. by averaging the two samples or simply discarding one of them. 
This yields a uniformly sampled signal independent from the PRF. If the PRF is below the opti-
mum value, this results in “missing” samples within the synthetic aperture, as a gap occurs in the 
spatial sampling every time the phase center is switched. These gaps have to be filled, for exam-
ple by interpolation techniques. 

Finally, before focusing the signal with a filter matched to the uniform PRF, the impact on 
the received multi-aperture SAR signal in azimuth has to be considered. Recalling the multi-
aperture impulse response in azimuth (cf. (28)), one remembers a constant phase term which is 
dependent on the distance between transmitter and respective receiver. As the transmitter phase 
center now varies from pulse to pulse, its distance to the receivers changes continuously and (28) 
has to be extended by a time dependent phase. This means that depending on the pulse and the 
respective position of the transmit phase center, a phase γj has to be applied to each of the chan-
nels j. 

( )
( )( )2

tx

0

π Δ
2

j
j

x x t
t

R
γ

λ
⋅ −

=
⋅ ⋅

 (104)  

 
In a real system, the transmit phase center cannot be adjusted arbitrarily, but is bound to dis-

crete positions that result from the size of the individually controllable antenna elements. Assum-
ing an antenna divided into a number of K elements, the required shift of the transmit phase cen-
ter by p elements from pulse to pulse can be calculated from (105). 

step,tx
az

ΔKp x
l

= ⋅  (105)  

Further, the fine-tuning ability of the position, i.e. the minimum possible step size of the 
phase center from pulse to pulse, depends also on the distance between single transmit elements 
and is given by laz/K. Further, the sign of p – and consequently Δxstep,tx – defines the direction of 
the movement of the sliding phase center, either along for positive values or against the flight 
direction for negative values, to adjust the spatial sampling resulting from too high or too low 
PRF values, respectively. Rearranging (105), one obtains (106) that can be understood as a gen-
eralization of the timing requirement of (35) by replacing the constant overall antenna length laz 
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by an effective overall length laz,eff that can be adapted by the settings for the pulse-to-pulse ad-
aptation. 

s s s uni

az step,tx az,eff
az

2 2 2
Δ 1 1

v v v PRFPRF
p pl x l l
K K

⋅ ⋅ ⋅
= = = =

− ⎛ ⎞ ⎛ ⎞− −⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

 
(106)  

The PRF range that can be compensated is determined by the maximum displacement of the 
phase center that is defined by the distance between the outermost positions given by (100). As-
suming a transmit aperture size daz,tx equal to a single receive aperture daz,rx, this entails the 
maximum step size Δxstep,tx,max as follows: 

( ) ( )step,tx,max az az,tx az,rxΔ 1x l d N d= ± − = ± − ⋅  (107)  

Equation (107) defines, dependent on the direction of the step according to its sign, the 
maximum and minimum possible PRF to be compensated in (108) and (109), respectively. 

max uni uni
1

11
PRF PRF N PRF

N
N

= ⋅ = ⋅
−⎛ ⎞−⎜ ⎟

⎝ ⎠

 
(108)  

min uni uni
1 1

1 11 2
PRF PRF PRF

N
N N

= ⋅ = ⋅
−⎛ ⎞ ⎛ ⎞+ −⎜ ⎟ ⎜ ⎟

⎝ ⎠ ⎝ ⎠

 
(109)  

Despite the theoretical possibility to compensate PRF values up to N·PRFuni (cf. (108)) it 
should be noted that for N ≥ 3 additional strategies are possible, as e.g. uniform sampling of 
higher order (cf. Section 4.3.3) could be achieved. This means that in this case the presented 
technique would be applied up to a maximum PRF of 2·PRFuni. Above this value the compensa-
tion could be adapted to a uniform PRF of higher order, i.e. the pulse-to-pulse steps are derived 
for the closest integer multiple of the PRFuni that is below the given PRF. 

For the above limits of PRFmin and PRFmax, this results in coinciding samples every second 
pulse if the maximum PRF is corrected for, while a gap in the spatial sampling occurs every two 
pulses if the minimum PRF shall be compensated. Hence, (109) represents only the theoretical 
value that can be compensated but does not give information on how frequently gaps in the sam-
pling can be tolerated. 

8.6.3 Performance Analysis 

In order to give an example of the benefits arising from this technique, the system presented 
in Section 8.5 is extended by a transmit antenna architecture as given in Fig. 77. For reasons of 
demonstrating the general potential of this technique, the possibility for arbitrarily setting the 
transmit antenna phase center is assumed. In the presented case the gaps in the sampling grid for 
PRF values smaller than PRFuni were filled by an interpolation method that closely approximates 
a sinc-interpolation. The resulting AASRN is shown in Fig. 81: 
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Fig. 81. Ambiguous energy suppression, AASRN, vs. PRF for adaptive phase center shift on trans-

mit (dashed blue) compared to conventional DBF (solid red). 
 

For PRF values below PRFuni, the AASRN slightly decreases with respect to the conventional 
reference, caused by the missing samples at times when the transmit phase center switches. This 
problem can possibly be mitigated by special pre-processing – e.g. advanced interpolation tech-
niques – to fill the gaps in the spatial sampling, but the investigation of such techniques shall not 
be subject of this work. For a PRF higher than the optimum value, the AASRN stays constant at 
the value corresponding to the optimum PRF, as in this case the signal is identical to the uni-
formly sampled signal (cf. Fig. 81). This yields an optimized ambiguity suppression compared to 
the conventional digital beamforming (DBF) case, resulting in an improvement of up to 2 dB for 
a PRF value of 1550 Hz. 

Regarding the SNR, the big advantage of the adaptive phase center technique becomes clear. 
As uniform sampling is ensured for any PRF, no degradation of the SNR is induced by the proc-
essing, i.e. a constant SNR scaling factor is provided independently of the PRF. The respective 
constant is defined by the value obtained for uniform sampling (cf. Fig. 82, dashed blue line). 
Compared to the SNR scaling of the conventional system (solid red), this results in a clear im-
provement, especially for higher PRF values. 

 

 
Fig. 82. SNR scaling factor Φbf for conventional DBF approach (solid red) and for adaptive phase 

center shift on transmit (dashed blue). BD = 7.6 kHz. 
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In consequence, the formerly restricted PRF range of operation is extended when applying 
this technique, thus enabling the operation of the system over the complete required range. Nev-
ertheless, it should be kept in mind that the sampling rate does not increase with the PRF. On the 
one hand, this means that even for higher PRF values the data volume does not increase. On the 
other hand, one does not benefit from an increasing effective sampling rate with respect to the 
NESZ, i.e. in the calculation according to (91) always the optimum PRF is to be considered. In 
the worst case, given by the ratio of the maximum PRF of 1550 Hz to the optimum one of 1236 
Hz, this yields a “loss” of ~1 dB. This is caused by the fact that for an increasing PRF the re-
duced signal energy per sample is not compensated by an increased number of samples. In this 
context it should be noted that this does not take into account the possibly increased signal power 
of such samples that arose from the combination of two spatially coinciding samples. Taking 
further into account the constant SNR scaling of ~-0.6 dB (cf. Fig. 82, dashed blue line), the 
NESZ of the optimized reference system (cf. Section 8.5) worsened by not more than ~0.4 dB 
represents a conservative estimation for the obtained NESZ. 

Regarding the geometric resolution in azimuth, both techniques provide a value of 
~1.04 m above the optimum PRF, while below this value the phase center adaptation entails a 
moderate degradation that increases with increasing offset from the optimum PRF value. 

 
In conclusion, the proposed method enables to clearly extend the full performance PRF re-

gion. The presented advanced antenna architecture can be seen as a further step towards more 
sophisticated transmit antennas leading to a fully active SAR in the future and enabling new con-
cepts as e.g. digital waveform encoding on transmit which offer various and powerful opportuni-
ties to push the system performance even further [63], [64], [95]. 

8.7 Cascaded Beamforming Networks  

As a further component for system optimization, more sophisticated beamforming ap-
proaches represent powerful tools to adaptively improve the system performance. This section 
introduces the idea of adding a second processing stage leading to cascaded beamforming net-
works and investigates the new concept with respect to the network capability to adaptively posi-
tion the systems’ phase centers. In the following, the impact on signal, ambiguities and noise 
power are derived in detail. The section is completed by the performance analysis of two differ-
ent system examples. 

The basic idea behind the additional network is to modify the received signal such that it 
matches the subsequent reconstruction network, primarily by flexibly adjusting the virtual sam-
ple positions to the actual system PRF. This allows for minimizing the non-uniform sampling 
thus influencing the SNR scaling factor of the processing network, as it will be investigated in the 
following. In this context, the modified SNR scaling factor of cascaded beamforming networks is 
derived and the potential to improve the NESZ is demonstrated. 

In addition, such networks enable to implement pattern tapering on receive and thus offer an 
efficient instrument to further suppress ambiguities or to improve the received signal power. In 
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the latter case, the pre-processing network is explicitly designed to maximize the signal power, 
e.g. by implementing a beamsteering in the first processing stage followed by the reconstruction 
network which effectuates the ambiguity suppression in the second stage. This means – in some 
respects similar to the STAP approach mentioned in Section 5.3 – that no longer all degrees of 
freedom are used for ambiguity suppression, but are partly dedicated to optimize the SNR. 

In summary, such reconfigurable networks show flexibility with respect to the receiving pat-
tern, the effective sampling rate given by the number of different reconstructed channels, and the 
spatial sample positions. The cascaded structure of the networks allows for flexibly allocating 
the network resources to emphasize a specific system parameter, finally resulting in an adjust-
able trade-off between SNR, AASRN and resolution. 

8.7.1 System Architecture and Extended System Model 

As illustrated in Fig. 83, in a cascaded beamforming network the existing system is extended 
by a second network that is used for analog or digital pre-processing of the multi-channel SAR 
signals before the reconstruction filter network introduced in Chapter 5 is applied. 
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Fig. 83. Cascaded Beamforming Networks. Left: Digital pre-processing network with a-posteriori 

processing after digitization and storage of the signals. Right: Analog pre-processing network 
(“Pre-beamshaping”) applied to the RF signal before digitization. 

In the following, the general idea and principles of cascaded networks will be presented, dis-
tinguishing between analog and digital pre-processing only where necessary. As specified in Fig. 
84, the system is based on an antenna consisting of a number of K independent elements, each 
receiving a signal Ui(f). Then a pre-processing network follows, allowing for an individual and 
reconfigurable weighting and combination of the elements’ signals Ui(f) resulting in N “virtual” 
output channels Uc,j(f). The weights may vary from sub-aperture to sub-aperture and from chan-
nel to channel. This allows for “using” the signal of a certain sub-aperture in more than one of 
the virtual channels resulting in a spatial overlap of the respective elements that form these chan-
nels. The contribution of the signal of element i to the virtual channel j is described by the com-
plex coefficient wij (cf. Fig. 84) that is optionally Doppler frequency dependent and then denoted 
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by wij(f). Finally, filtering by the reconstruction filter functions Pj(f) takes place, followed by 
coherent combination of all N output branches finally yielding the signal Uout(f). 
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Fig. 84. Pre-processing network enabling adaptive weighting and combination of signals of various 
apertures (“Rx-Elements”). This yields N optimized “virtual” output channels that enter the follow-

ing digital beamforming network. 
 

Based on the system model presented in Fig. 46, Section 5.7, and on the above block dia-
gram, new system models for cascaded beamforming networks are obtained: 
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Fig. 85. Multi-channel system model taking into account a network to perform pre-beamshaping 
on receive before the signals are sampled and pass through the reconstruction filter network. 

 



118 8  Optimization Potentials
 

 

Pj(f )

Reconstruction

∑ j

uout,j[k]

n[k]

n(f )
N·PRF

f
ni,B(tr ,t)

Sampling

LNAReceiver
Noise

Quantiz.
Noise

ui(tr ,t)

Ui(fr ,f )

Digitization Range 
Compression

RC
fs, PRF

nq,i[m,k]

nq,i(fr ,f )

Gi , Fi

Azimuth: f, k

Brg

fs

Uc,j(f )

Pre-processing

∑ i

wij(f )
uout[k]

Uout(f )

N· PRF↑N· PRF↑

Fig. 86. Multi-channel system model including cascaded networks to perform pre-processing after 
the signals are sampled and pass through the reconstruction filter network. 

 

The previous model is extended by a block representing the additional processing steps, ei-
ther a pre-beamshaping (PBS) network situated before the analog-to-digital converter (ADC) (cf. 
Fig. 85) or a network processing the already digitized data as shown in Fig. 86. In the case where 
the pre-processing network is located behind the ADC, the order of the applied filters can of 
course be exchanged as long as the overall transfer function of each branch remains the same. 
This means that the digital pre-processing can in principle also be applied before the range com-
pression, as well as afterwards, as depicted exemplarily in Fig. 86. 

As discussed in detail in Section 5.7, the complete signal energy of a point-like target after 
range focusing is assumed being concentrated in a single pixel in range, by this accounting for 
pulse length and transmit power. In addition, the noise component does not depend on the sam-
pling rate, i.e. an arbitrary resampling of the signal does not affect the SNR. Thus, a one-
dimensional consideration limited to only the azimuth signal will not affect the SNR and, hence, 
the following investigations will neglect range dimension, and the above system models can be 
simplified to the subsequent Fig. 87 and Fig. 88, respectively. 
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Fig. 87. Simplified multi-channel system model considering analog pre-beamshaping on receive. 
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Fig. 88. Simplified multi-channel system model considering a digital pre-processing stage. 
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As defined above, the weight functions are given by wij(f) while Ui(f) denotes the elements’ 
input signals. Further, a receiver noise component ni(f) is introduced and the corresponding sig-
nal-to-noise ratio is described by SNRel,i. As discussed in 5.7, receiver noise is considered to be 
the dominant thermal noise source and is assumed to be additive, white, and mutually uncorre-
lated between the channels. After reception, the input signals are weighted and combined to form 
intermediate channels which enter the reconstruction filter network. These channels are then – 
either before or after the pre-processing – sub-sampled in azimuth with a sampling rate of PRF 
inducing quantization errors which are modeled as additive noise sources nq,j(f) and nq,i(f), re-
spectively (cf. Fig. 87, Fig. 88). 

8.7.2 Phase Center Adaptation 

In this section, the basic relations regarding the formation of virtual channels are presented 
to demonstrate the idea and potential of the cascaded networks concept. Consider a multi-
channel antenna of overall length laz in azimuth, consisting of K individual elements of length del 
each, as illustrated in Fig. 89. It shows the well-known multi-channel antenna, which is sub-
divided into N0 apertures of length d0 each. Index “0” indicates the conventional architecture 
where the sub-apertures do not overlap, i.e. laz = N0·d0. In this case, the spacing between the 
phase centers, which determines the optimum PRF (cf. Section 4.3.2), is equal to the length of 
the sub-apertures and hence also given by d0. 
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Fig. 89. Conventional multi-channel system where sub-aperture size d0 defines the phase center 

distance between adjacent sub-apertures. 

In contrast, Fig. 90 shows a simple realization of a cascaded network, where some of the re-
ceiving elements are part of multiple virtual channels yielding N mutually overlapping sub-
apertures of length d1́  > d0. Note that the number of virtual channels that are formed, N, may be 
different from the number of original channels, N0, or independent elements, K. Due to the over-
lap of the adjacent apertures, the resulting phase center spacing d1 decreases with respect to the 
reference case shown on the top, where no cascaded structure is used, i.e. d1 < d0. 
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Fig. 90. System with pre-processing network. Multiple use of certain elements yields mutually over-

lapping sub-apertures of increased length d1́ , but decreased phase center spacing d1. 

The relation between the enlarged sub-aperture length d1́  and the resulting modified phase 
center distance d1 is given as follows: 

' '
az 1 0 0 1

1 1 1
l d N d dd
N N
− ⋅ −

= =
− −

 (110)  

In combination with the number of virtual channels, N, the modified phase center spacing d1 
defines the new optimum PRFuni,c as quantified below. 

( )0s
uni,c uni'

1 1
0

0

12 N NvPRF PRF
N d dN N d

⋅ −⋅
= = ⋅

⋅ ⎛ ⎞⋅ −⎜ ⎟
⎝ ⎠

 (111)  

Consequently – although the overall length of the antenna remains constant – the phase cen-
ter distances of the system can be adjusted by choosing N and d1. This means that one obtains a 
system that allows for flexibly modifying the spatial sampling, thus adapting the optimum sys-
tem PRF to the respective operating PRF. In addition, a larger sub-aperture length d1́  is available 
enabling pattern tapering of the receiving apertures by adjusting the weighting coefficients of the 
network. 

In order to obtain an equal spacing between the phase centers of the antennas’ virtual chan-
nels, the length of the reformed sub-apertures may not be chosen arbitrarily. Assuming a total 
number of K elements of length del each, and N required output channels made up of K1 elements 
each, the possible values K1 are given by (112). It is obtained by rearranging (110) and the fact 
that sub-apertures made up of integer multiples of del can only result in adjacent phase centers 
that are separated by an integer multiple of del. K0 represents the number of individual antenna 
elements that form the “original” aperture of size d0. 

( )1 1
1 0 0
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1 ,
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d K K K K N n N n
d N
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−
` `  (112)  
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As only K1 > K/N0 makes sense, the minimum length of the pre-beamshaping sub-apertures 
is defined by (113) where nmax represents the maximum integer that ensures K1 > K/N0. 

( )
'
1,min

1,min 0 0 max
el

1
d

K K N n N
d

= = ⋅ − ⋅ −  (113)  

Inserting the obtained d1́ ,min into (111) results in the next higher optimum PRF that can be 
adjusted by the network. Or, in other words, based on the timing and the consequential PRFuni 
and PRFuni,c, (113) allows for determining the overall number of elements K that are needed to 
enable the adjustment by the pre-processing network. Once K is fixed, d1́  can be deduced from 
the above equations. 

One recognizes that the way of combining the two stages offers a wide range of flexibility, 
as for example a closer spacing of the resulting phase centers can be achieved by sub-apertures 
that are no longer formed by adjacent but distributed elements. Assume identical weighting for 
each group of elements forming the sub-apertures. Then, the minimum possible phase center 
spacing is given by the distance between adjacent elements. It can be achieved if sub-apertures 
are made up of N elements while overlapping by N-1 elements with their neighbored sub-
apertures, or if distributed elements are chosen to form the sub-apertures (cf. Fig. 91). In this 
case the elements forming a specific virtual channel are no longer neighbored, but distributed 
over the antenna. The resulting channels are then mutually shifted by a single receiving element, 
leading to a phase center spacing d1 = del as indicated in Fig. 91. 

Under the assumption that all elements are used, the maximum spacing is obtained in the 
conventional case where adjacent sub-apertures do not overlap. In combination with the number 
of channels that are formed, this offers a wide range of adaptation regarding the PRF. Note that 
in a digital cascaded network all processing is applied a-posteriori and consequently the system 
setting can be reconfigured arbitrarily to focus on the respective performance parameter of inter-
est, be it ambiguity suppression, resolution or NESZ. 
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Fig. 91. System with pre-processing network forming channels from distributed elements, yielding 

the minimum possible phase center spacing d1 = del. 
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8.7.3 Compensation for Power Loss in Analog Networks 

In the analog representation of a pre-processing network, amplitude imbalances might occur 
as not all elements’ signals are to be split equally. Hence, depending on the necessary branching 
of the respective signal, the gain loss is different and has to be compensated to ensure uniform 
amplitudes of all signals when entering the first processing network. This can be achieved by 
including the compensation in the weighting functions of this first stage by replacing the ampli-
tude gain |wij| by the new factor |w′ij| according to (114), where Nch,i represents the number of 
signals in which the original signal of element i is split. By this, the amplitude of the signal after 
being split is recovered as given in (115), where Ui,split(f) gives the signal after splitting while 
Ui(f) denotes the original signal of channel i. With these adapted weighting functions and con-
sidering the same for the noise contributions in the respective channels, all following equations 
remain valid. 

ch,ij ij iw' w N= ⋅  (114)  

( ) ( ) ( ) ( ) ( ) ( ),split
ch,

i
i ij ij i ij

i

U f
U f w' f w' f U f w f

N
⋅ = ⋅ = ⋅  (115)  

8.7.4 Signal Power 

According to Section 5.5, the signal that is relevant for the output signal power is determined 
by the input signal of the reconstruction network which is equivalent to the output signals Uc,j(f) 
of the pre-processing stage. These signals are defined by the weighted sum of signals received by 
the single elements and denoted by Ui(f). The respective weighting in the pre-processing stage is 
given by the coefficients wij(f) (cf. (116)). Note that this – unaliased – signal does not depend on 
the location of the ADC and hence the following considerations are valid for both representa-
tions of pre-processing networks. 

( ) ( ) ( )c,
1

K

j i i ij
i

U f G U f w f
=

= ⋅ ⋅∑  (116)  

Recall the reference functions Hj(f), which relate the signal Uj(f) to U(f) representing the sig-
nal received by a single element at the same position as the transmit aperture (cf. Section 4.2). 
Equivalently, Ui(f) can be related to the monostatic reference function U(f) by a function Mi(f):  

( ) ( ) ( )i iU f M f U f= ⋅  (117)  

Basically, the functions Mi(f) correspond to a time shift and the addition of a constant phase 
as already derived for the functions Hj(f). Nevertheless, they are denominated by Mj(f) to avoid 
confusion with the reference functions. 

Again assuming identical gain G of all LNAs and inserting (117) in (116), the following 
equation is obtained. 
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U f G U f w f G U f M f w f
= =
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In a next step, wij(f) is assumed being the same for every virtual channel j. Consequently, all 
resulting virtual channels j are identical in terms of their envelope and only shifted relative to 
each other with respect to their phase centers. This interpretation allows for expressing the sig-
nals by an equivalent monostatic signal Uc(f) and functions Hj(f) characterizing the virtual chan-
nels j as done in (30). Hence, (118) can be rearranged to (119), where Uc(f) corresponds to the 
signal that would arise by the weighted sum of the single elements, if the resulting phase center 
was situated at the same position as the transmitter. The power gain G is mentioned separately as 
it will cancel later. The relation between the envelopes of all channels’ signals and the equivalent 
monostatic signal is expressed in (120). 

( ) ( ) ( )c, cj jU f G U f H f= ⋅ ⋅  (119)  

( ) ( )c, cjU f G U f= ⋅  (120)  

Note that only the pre-processing changes the characteristic of Uc(f) while the digital beam-
forming network that reconstructs the signal does not affect the pattern of Uc(f). Hence, the sig-
nal power is determined by the spectral appearance of Uc(f) given by the resulting azimuth pat-
tern characteristic of the combined sub-apertures, A(f). Using (121), one obtains the following 
output signal after reconstruction in the data (cf. (122)) and in the image after focusing with a 
Doppler bandwidth of BD (cf. (123)), respectively. Again, ptx,av represents the average emitted 
signal power and the constant CUA does not affect the power; it just relates Uc(f) and A(f) to en-
sure the correct unity of A(f) with respect to ps,c,BD. 
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The different signal powers for a system with and without pre-processing are quantified by 
(58) and (123), respectively. The difference is governed by the weighted sum which basically 
entails a modified azimuth pattern. This can be quantified by the modified power gain of the cas-
caded network, Grx,c, in combination with the influence of the changed spectral shape on the sig-
nal power, which is considered in the azimuth loss factor Laz. This loss factor is defined in (61) in 
Section 5.5 and takes into account the loss of energy due to the drop-off of the azimuth antenna 
pattern after the pre-processing, which depends on the size and tapering of the used apertures. 
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The maximum gain corresponds to the evaluation of (122) and (123), respectively, in bore-
sight, i.e. f = 0. Hence, Grx,c is determined by the number of used elements and the applied 
weighting coefficients that might entail a taper loss if amplitude tapering is applied. Assuming a 
number of K1 elements forming a single channel, the summation over all elements taking into 
account the respective weighting defines Grx,c: 

( )
1

2

rx,c
1

0
K

ij
i

G w f
=

⎛ ⎞
= =⎜ ⎟
⎝ ⎠
∑  (124)  

For comparison, a conventionally operated system, where K0 elements without taper form a 
single aperture, yields a reference gain Grx,0 as follows: 

2
rx,0 0G K=  (125)  

Note that for an evaluation of the resulting NESZ, the changed number of N virtual channels 
with respect to the conventional system with N0 channels has to be taken into account as it results 
in a different effective sampling rate of N·PRF compared to N0·PRF before. As mentioned in 
Section 5.8, this affects the energy “gathered” by the system. This dependency on N is implicitly 
included in the NESZ definition of (91) which considers the effective number of channels. 

8.7.5 Residual Reconstruction Error and Azimuth Ambiguities: AASRN,BD 

The extension of the multi-channel reconstruction processing by a pre-processing network 
influences the signal power as well as the azimuth ambiguous energy. This requires that all ex-
pressions derived in Sections 5.5 and 5.6 for the conventional beamforming case are adapted to 
the cascaded beamforming networks. In the case of the residual ambiguities this can be achieved 
by taking into account the gain factor G and replacing U(f) in the equations of Section 5.5 by the 
resulting output signal of the pre-processing network Uc(f) described in (119), that represents the 
spectral appearance of the signal before the reconstruction network, but takes into account the 
pre-processing, both analog or digital. Again, (119) assumes that all virtual channels j that enter 
the reconstruction filter network are identical in terms of weighting of the respective elements i 
that form the channel and are hence identical in terms of their envelope. Furthermore, as both 
residual ambiguous power and signal power are directly depending on the emitted signal power, 
the factor ptx,av in (122) will cancel out when calculating the ambiguity-to-signal ratio. Hence, 
ptx,av is neglected in the following derivation. 

Analog to (68) for the conventional beamforming case, ec,k in (126) expresses the residual 
ambiguous contribution of order k in the signal after reconstruction if a pre-processing network 
is applied. Again, the more convenient notation Uc,k(f)  = Uc(f+k·PRF) is used to denote the 
shifted spectra while Im denotes the sub-band m of the Doppler spectrum and m0 gives the first 
sub-band that contains ambiguous contributions. 

( ) ( ) ( ) ( )
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Then, the respective ambiguous power in a cascaded network, pa,c, is determined by the 
mean squared amplitude of all residual ambiguities, i.e. the squared sum over all ambiguities ec,k 
as described in (127). In combination with the signal power of (122) this yields the ambiguous 
energy suppression AASRN of cascaded networks (cf. (128)). 

( )
2
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p G e f
∞
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∑  (127)  
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=  (128)  

To obtain the respective expressions after focusing, the bandwidth BD of the focusing filter 
has to be taken into account to derive ec,k,BD that gives the ambiguous error of order k after focus-
ing (cf. (129)). Then the squared sum over all contributions k normalized to the signal power 
expressed by (123) yields the azimuth ambiguous energy suppression in the image denoted by 
AASRN,BD (cf. (130)). 
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 (130) 

In order to obtain the response of the residual ambiguity of order k in the image, the respec-
tive ambiguous contribution ec,k defined by (126) has to be focused by the used SAR processor. 

8.7.6 SNR Scaling in Cascaded Beamforming Networks: Φbf,c 

Recalling the definitions and assumptions given in Section 5.7 and taking into account the 
extended system models of Fig. 87 and Fig. 88, respectively, the influence of the pre-processing 
network on the noise power is investigated. Firstly, the weighting elements wij(f) are assumed to 
be noise-free, i.e. the noise figure of the pre-processing network is equal to 1. The receiver noise 
is assumed to be mutually uncorrelated additive white Gaussian noise ni,B(f) with a power spec-
tral density of N0,B with respect to the system bandwidth B. Further, quantization noise is as-
sumed to be uniformly distributed and spectrally white as proposed in [76] and the noise before 
and after sampling in azimuth will be distinguished by the index B. Again identical elements i, 
implying the same characteristics for Gi and Fi for all i are assumed, yielding the following out-
put noise power pn,c of the system made up of thermal receiver noise contributions pn,c,rx and 
quantization noise pn,q. 
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(131)  

This means that the input noise power is amplified by the pre-processing network as well as 
by the reconstruction filters. Further, weighted quantization noise is added. The amplification of 
the receiver noise is independent of the chosen type of pre-processing network, while the quanti-
zation error depends on the location of the ADC. If the pre-processing is applied before digitiza-
tion, i.e. an analog network is added, then the quantization noise at the output is given by pn,q,an 
in (132) where the additional index “an” indicates the analog processing. In contrast, (133) is 
valid if a digital processing stage is implemented and hence the quantization error is introduced 
in the signal before the additional network is passed. The respective error power is denoted by 
pn,q,d where the index “d” refers to the digital pre-processing. 
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A comparison of (132) and (133) shows that sampling after the pre-processing avoids the 
summation over all elements i which represents the mutual correlations of the quantization error 
introduced by the pre-processing network. This implies that sampling as late as possible is more 
favorable in terms of quantization error. 

Again, the number of bits is assumed to be chosen such that the quantization error in the out-
put signal will be negligible compared to the (thermal) receiver noise. In consequence, the over-
all noise is approximated by pn,c,rx. This results in (134) to quantify the scaling of the noise power 
by the pre-processing network and the following reconstruction. In contrast to the mere digital 
beamforming network discussed in Section 5.7, the pre-processing introduces a coupling be-
tween the virtual channels’ signals as the signal from the same receiving element might be part 
of different virtual channels. Hence, mutual correlations arise that do no longer allow for “sepa-
rating” the noise contributions from the individual channels. From a mathematical point of view, 
this means that the squared sum in (134) can no longer be simplified to a sum of squares. 

( ) ( )
2

n,c

1 1n,el

E
K N

j ij
i j

p
N G F P f w f

p = =

⎡ ⎤
⎢ ⎥= ⋅ ⋅ ⋅ ⋅
⎢ ⎥⎣ ⎦

∑ ∑  (134) 

Analogously to (82) that gives the SNR scaling factor of conventional beamforming net-
works, the SNR scaling factor of the cascaded network with respect to the data, Φbf,c, is deter-
mined by the combination of (122) – that gives the output signal power – and (134) that ap-
proximates the noise power (cf. (135)). Analogously to (83), the SNRel/SNRout value at the opti-
mum PRF is given by the inverse of the LNA’s noise figure F. 
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(135)  

As before, the SNR scaling factor for the focused image cannot be given explicitly, as the re-
lation between the input and output signal power depends on the shape of U(f) and other parame-
ters as defined in (123). Of course, Φbf,c can be calculated by using (123) for determining the 
signal power, and expression (136) giving the remaining noise power after focusing. 
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8.7.7 Performance Analysis I - Analog Pre-Beamshaping on Receive 

In the following, the first example for a cascaded beamforming network is given to demon-
strate the potential of the technique. In the present section, an analog pre-processing technique of 
the multi-channel RF signals is chosen as a representation of such a cascaded structure. The 
method is referred to as “pre-beamshaping on receive” and it requires a more complex Rx an-
tenna architecture, as multiple independent receiving elements are needed to enable the pre-
processing. Thus, in the following, K = 168 receiving elements are assumed, each allowing for a 
tapering in amplitude and phase. This means that in the reference case – given by the “conven-
tional” system according to Section 8.5 – K0 = 24 receiving elements are grouped to a single vir-
tual channel to obtain N0 = 7 cannels without mutual overlap. In the cascaded case, the pre-
processing network is configured such that mutually overlapping sub-apertures of 2.625 m length 
each are formed; i.e. each channel consists of K1 = 36 single elements. This yields a decreased 
phase center spacing entailing a new optimum PRF of 1346 Hz according to (111). In order to 
keep the beamwidth of the receiving pattern constant and to suppress its sidelobes, a cosine taper 
is applied to each of the sub-apertures, leading to different impacts on signal and noise power as 
will be discussed in the following. In detail, the chosen weighting functions are as follows: 
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1 1
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2 2ij ij

i d K Kiw f w i
d K
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 (137)  

 
Concerning the signal power in the pre-beamshaping case, the new antenna dimensions and 

the pre-processing network entail for the considered bandwidth of BD = 7.6 kHz an increased 
azimuth loss Laz of 3.05 dB compared to Laz = 2.9 dB in the conventional case (cf. (61)). This loss 
of 0.15 dB is increased by a new maximum gain on receive in the pre-beamshaping case that is 
worsened by ~0.55 dB compared to the maximum gain in the conventional case. It results from 
the applied tapering and takes into account the increased sub-aperture length. This maximum 
gain is calculated accordingly to (125), where K0 = 24, K1 = 36, and the tapering coefficients as 
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given by (137) are considered. Note that the loss of 0.55 dB not only depends on the applied ta-
pering but also on the number of elements. In the limit given by continuous amplitude tapering 
of the antenna, i.e. K1→∞ and del→0, the loss reduces to 0.4 dB. Regarding the noise power 
scaling, the amplitude tapering of the pre-processing network attenuates the noise power in a 
similar way as the signal power. Due to the large number of elements that are combined and due 
to the applied amplitude taper, the ratio of the noise powers for the respective uniform PRF val-
ues of the two investigated systems cannot be derived illustratively as the signal power above. 
Nevertheless, the simulation of the SNR scaling factor for the pre-beamshaping scenario and its 
estimation according to (135) and (136), respectively, show very good coincidence and prove the 
validity of the derived equations (cf. Fig. 92). 

 

 
Fig. 92. Simulated SNR scaling factor Φbf of the pre-beamshaping scenario normalized to the uni-

form value of the conventional case. Results before (dashed green) and after focusing with 
BD = 7.6 kHz (solid orange). Selected samples of the respective analytic predictions according to 

Section 8.7.6 are overlaid with the diamond symbols. 
 

According to the decreased phase center spacing, the optimum PRF and consequently the 
optimum SNR scaling factor moved towards higher PRF values and provides good results for the 
higher PRF region. The shown SNR scaling factor of the cascaded network is normalized to Φbf 
obtained for uniform sampling of the conventional network.27 It already incorporates the impact 
of the sub-aperture dimension and taper coefficients on noise and signal power and allows hence 
for a direct comparison to the conventional beamforming approach. This comparison of the two 
characteristics regarding the SNR scaling in the focused image is given in Fig. 93. Again, both 
curves are normalized to the uniform value of the conventional case. 

Fig. 93 shows that an improved SNR scaling factor is obtained for the pre-beamshaping sce-
nario for PRF values above 1240 Hz (solid orange line) while the conventionally operated sys-
tem is favorable for PRF values below 1240 Hz (dashed blue line). Further, the combination of 
both operational modes guarantees a sufficiently low SNR scaling over the complete range of 

                                                                 
27It should be noted that in Fig. 92 the normalization of the SNR scaling is not (and in the following 
will not be) done to the single-element SNR, but to the SNR of a single virtual aperture in the conven-
tional beamforming case, i.e. the combination of K0 individual elements. 



8.7  Cascaded Beamforming Networks 129
 

PRF. Compared to the example system of Chapter 7, a better SNR scaling is obtained for all op-
erated PRF values, thus ensuring a NESZ below -19.2 dB. 

 

 

In a next step, an analysis of the geometric resolution in azimuth yields a value of 1.03 m 
for both conventional and pre-beamshaping operation. 

Finally, the ambiguous energy suppression of the modified system is investigated. As men-
tioned above, the transmit antenna was slightly increased to 3.15 m to guarantee a minimum am-
biguity suppression of -21 dB in conventional operation of the system (cf. Fig. 94, dashed blue 
line). When the pre-processing network is applied, the suppression becomes better for PRF val-
ues above ~1210 Hz and is clearly improved for higher PRF values due to reduced sidelobes of 
the receive pattern and minimized amplification of the ambiguous energy caused by the adapted 
phase centers (cf. Fig. 94, solid orange line). 

 

 
Fig. 94. AASRN vs. PRF with pre-beamshaping network (solid orange) compared to conventional 

digital beamforming (dashed blue) (BD = 7.6 kHz). The peak in the conventional approach occurs at 
the “singular” PRF = 1440 Hz (cf. Section 4.3.3). 

 

 
Fig. 93. Simulated SNR scaling factor Φbf of the conventional digital beamforming network (dashed 

blue) compared to the case where a pre-beamshaping network is added (solid orange) 
(BD = 7.6 kHz). 
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In conclusion, it can be stated that the application of an appropriate analog pre-processing 
network clearly extends the full performance range with respect to the operating PRF. In combi-
nation, the results for AASRN, resolution, and the SNR scaling factor Φbf show that it is favorable 
to use the conventional configuration below a PRF of 1210 Hz and apply the pre-beamshaping 
for PRF values higher than 1240 Hz. In between, the focus can be either turned to the NESZ by 
choosing the conventional approach or the pre-processing is applied to concentrate on the opti-
mization of the AASRN. 

8.7.8 Performance Analysis II - Adapted Digital Beamforming 

Similar to the pre-beamshaping network presented before, this approach is based on subse-
quent processing networks. But in contrast to the analog pre-beamshaping, all signals are sam-
pled, digitized and stored before processing. Hence, the amount of data to be handled does not 
allow for a large number of individual elements, but such an architecture enables to perform all 
processing a-posteriori and thus offers wide flexibility and reconfigurability in terms of order 
and structure of the networks. Different from the analog system of Section 8.7.7, an Rx antenna 
of only K = 7 independent receiving elements is assumed for the following investigations. This 
means that in the reference case each channel is formed by a single receiving element, i.e. 
N0 = K, and no special architecture is necessary.  

A possible realization of such a digital cascaded network is given by Fig. 95, where the 
multi-channel reconstruction is followed by a beam-steering with weights wi(f). The structure 
incorporates the idea of trading one or more degrees of freedom used for ambiguity suppression 
against an optimization of the SNR. The antenna consists of K receiving elements, but only N 
channels are processed by the multi-channel reconstruction algorithm, respectively, to form K1 
output channels that may mutually overlap or not. The resulting K1 channels are then weighted 
and combined by the weighting functions wi(f) with the goal to increase the signal power. As the 

Pj(f )P1(f ) ... ... PN(f ) Pj(f )P1(f ) ... ... PN(f )

wi(f )w1(f ) ... wK1
(f )

A
m

bi
gu

ity
Su

pp
re

ss
io

n
SN

R
O

pt
im

iz
at

io
n

Pj(f )P1(f ) ... ... PN(f )

1 i K

 
Fig. 95. Cascaded networks for ambiguity suppression followed by beam-steering with mutual 

overlap of adjacent filter groups of the first stage. 
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multi-channel reconstruction processing does not affect the signal envelope, the beamwidth of 
the output signal is still defined by the single-element length and the weighting, while the gain is 
determined by the number of channels that are combined in the second stage. This means that the 
signal amplitude gain can be increased up to a factor of K1 at the cost of an effective sampling 
rate that is decreased by a factor of K/N and an increased noise floor. The latter is due to partly 
overlapping channels which introduce mutual correlations between the noise components in the 
resulting output channels. 

The commutativity of the system allows for changing the different stages as long as the re-
sulting processing of each element’s branch remains unaltered. Consequently, the system of Fig. 
95 can be equivalently represented by a structure where the networks are ordered inversely and 
the steering of the beam in combination with a possible tapering precedes the multi-channel re-
construction. As depicted in Fig. 96 one obtains a structure similar to the basic block diagram 
introduced in Fig. 84. Note that Fig. 95 and Fig. 96 give equivalent representations for cascaded 
digital networks, but do not show identical systems in terms of the overall transfer function. 
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Fig. 96. Cascaded networks: Beam-steering for SNR optimization followed by reconstruction of N 
channels with mutual overlap of adjacent beam-steering groups. This representation is similar to a 
pre-beamshaping network but with less elements and A/D conversion carried out before processing.

 
In the subsequent section, the potential of the adapted beamforming approach is demon-

strated with the system example of Section 8.7. The Rx antenna consists of 7 sub-apertures of 
length 1.75 m each, and the applied PRF values range from 1150 Hz to 1550 Hz. As already de-
rived in Section 8.7, the SNR scaling factor of the reconstruction network shows sufficiently low 
values for the PRF range from 1150 Hz to 1350 Hz, but yields unacceptably high values for PRF 
values higher than 1350 Hz (cf. Fig. 76). To operate the system in these PRF ranges, the gath-
ered data are processed in a different way. According to the basic structure given in Fig. 95 and 
Fig. 96, respectively, the signals of six adjacent sub-apertures, respectively, are processed by the 
multi-channel reconstruction algorithm, yielding two output channels that are weighted and com-
bined to maximize the signal power. Changing the order of the processing networks, this is 
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equivalent to combining two adjacent receiving elements, respectively, yielding six channels that 
are reconstructed unambiguously in the second stage. Due to this adapted processing the number 
of phase centers is reduced and consequently the optimum PRF is shifted to 1440 Hz. 

In the following, two different weighting approaches for combining two adjacent sub-
apertures, respectively, are evaluated and compared to the conventional case, where no pre-
processing is applied (cf. Fig. 97, left). All approaches are summarized in Fig. 97. 

 
Conventional Case Scenario 1 Scenario 2 
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G0Θaz,0

 
Rx1 Rx2

G1

Θaz,0 G0

Rx1 Rx2

G1

Θaz,0 G0

 
Rx

G1

G0Θaz,1

 
 Effective channels Neff = 7 
 Power gain G0 
 HPBW Θaz,0 
 Azimuth Loss Laz,0 

 Neff = 6 
 G1 = G0 + 6 dB 
 Θaz,0 
 Laz,0 

 Neff = 6 
 G1 = G0 + 6 dB 
 Θaz,1 = 0.5·Θaz,0  
 Laz,1 = Laz,0 + 1.1dB 

Fig. 97. Conventional case (left) compared to two different pre-processing scenarios with respect to 
effective number of channels Neff and receiving pattern with power gain Gi, half power beamwidth 

(HPBW) Θaz,i, and azimuth loss Laz,i. In Scenario 1 a Doppler frequency dependent weighting is 
applied (middle); in Scenario 2 (right) the respective signals are simply added. 

▪ Adapted Beamforming Scenario 1: In a first scenario, the two signals are combined by a 
Doppler frequency dependent weighting where the respective functions wij(f) are chosen to steer 
the maximum of the joint antenna characteristic for every f ∈[-BD/2, BD/2] in the direction cor-
responding to that frequency f: 
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Regarding the output signal of the pre-processing step, this yields a signal envelope whose 
beamwidth is still defined by the single-element length, while its gain is determined by the num-
ber of channels that are combined in the second stage. This means that the signal amplitude dou-
bles and the respective power gain G1 rises by 6 dB (cf. Fig. 97, middle) at the cost of an effec-
tive sampling rate that is decreased by a factor of 6/7 according to the reduced number of virtual 
channels. Further, an increased noise floor occurs due to mutual correlations between the noise 
components in the resulting output channels that are caused by the partly overlapping channels. 
Note that the new effective number of channels requires a minimum PRF of BD/6 = 1267 Hz to 
ensure a sampling according to Nyquist. Consequently the respective curves characterizing this 
scenario are only defined starting from a PRF of ~1300 Hz, while the region below this value is 
stressed by the area shaded in light gray. 
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▪ Adapted Beamforming Scenario 2: Secondly, the signals of two adjacent sub-apertures are 
simply added without any frequency dependent weighting, i.e. the respective w1j and w2j are 
equal to 1. As in scenario 1, this results in an increased maximum gain G1 = G0 + 6 dB which is at 
the cost of an effective sampling rate decreased by a factor of 6/7. Further, and in contrast to 
scenario 1, a receiving pattern of half the 3 dB-beamwidth is obtained (cf. Fig. 97, right), entail-
ing an azimuth loss Laz,1 risen by 1.1 dB and a coarsened resolution, as it will be shown later. 
Like before, mutually correlated noise components occur in different channels entailing a rise of 
the noise level. Again, the effective number of channels requires a minimum PRF of 1267 Hz 
and consequently the respective curves are shown for PRF values higher than ~1300 Hz. 

The influence of the adapted processing on the azimuth antenna pattern on receive is summa-
rized in Fig. 97. This comprises changes of peak power gain G and the half power beamwidth 
Θaz which affects directly the azimuth loss Laz. Taking further into account the resulting effective 
number of channels Neff and the – accordingly adapted – reconstruction filter network and effec-
tive sampling rate, allows for determining the impact of the pre-processing network on the signal 
and noise power, respectively. 

Firstly, the derived analytic expressions for the SNR scaling factor Φbf as given in (83) and 
(135) are compared to the values obtained by simulation. For a better overview, the results for 
the SNR scaling before and after focusing for each approach are given in separate plots. Fig. 98, 
top, shows the comparison of simulation and estimation for the conventional scenario while Fig. 
98, middle and bottom, give the SNR scaling for the frequency dependent pre-processing and the 
combination of two adjacent apertures without weighting, respectively. Note the different scales 
on the respective ordinates. A very good match between simulations (solid lines) and prediction 
(dashed lines) is observed for the data after reconstruction (solid red and dashed blue lines) as 
well as for the image after focusing (solid orange and dashed green lines) and proves again the 
validity of the analytic expressions. As it was previously mentioned, the improvement of the 
characteristics for the focused image with rising PRF results from the increasing oversampling of 
the signal. This entails a reduced noise power due to the lowpass filtering inherent to focusing. 
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Fig. 98. Simulated (solid lines) and predicted (dashed lines) values for the SNR scaling factors Φbf,i 
before (solid red and dashed blue) and after focusing (solid orange and dashed green) of the data. 

The conventional case is represented by Φbf,0 (top), while the frequency dependent pre-processing is 
related to Φbf,1 (middle) and the addition of adjacent signals without weighting is given by Φbf,2 on 

the bottom. 
 

When considering the different noise powers after reconstruction of the conventional ap-
proach and the adapted beamforming scenario 2 at their respective uniform PRF values of 
1236 Hz and 1440 Hz, one obtains a ratio that does only depend on the number of used elements. 
While the input noise power in the conventional case is scaled by a factor of K0, this scaling is 
given by K1 in the adapted beamforming scenario. The factor K1 accounts for the noise power 
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which has risen due to mutual correlations in the pre-processing stage. In the present case for a 
simple addition of individual elements, one obtains K1/K0 = 2 and consequently a SNR degrada-
tion of 3 dB. Note that this simple and illustrative explanation is no longer valid if a more com-
plex tapering is applied. This is compensated by the increased signal power of 4.9 dB which re-
sults from an increased gain G1 by 6 dB due to the doubled signal amplitude after summation of 
two sub-apertures’ discrete-time signals, each, in combination with an azimuth loss that has risen 
by ~1.1 dB as the antenna pattern narrows. Consequently, the respective values for uniform sam-
pling show a deviation of ~1.9 dB in favor of the pre-beamshaping case. 

Combining the simulated results for the reconstructed SAR data for all three scenarios gives 
the SNR scaling factor Φbf in Fig. 99. The offset between the solid red line for the conventional 
case and the dashed blue line for the adapted beamforming at their respective uniform PRFs of 
1236 HZ and 1442 Hz, respectively, is validated with the expected value of ~1.9 dB. 

 

 
Fig. 99. Simulated SNR scaling factors Φbf after reconstruction of the signal for adapted beam-

forming with frequency dependent pre-processing (“Adapted BF 1”, dotted dashed green) and sim-
ple addition of two adjacent apertures (“Adapted BF 2”, dashed blue) compared to conventional 

DBF (solid red). 
 

In a next step, the focusing of the signal is taken into account. To concentrate on the effect of 
the pre-processing network, the signal power is defined as the unaliased contribution within the 
processed bandwidth BD. In consequence, the signal power remains the same after focusing but 
one benefits from the oversampling of the signal in azimuth as parts of the noise spectrum are 
filtered. Hence, the noise power is reduced and the characteristics of Fig. 99 improve with in-
creasing PRF. This yields Fig. 100 that quantifies the degradation or the improvement of the 
SNR, respectively, that is caused by the (cascaded) digital processing network. As discussed be-
fore, in conventional beamforming the improvement for uniform sampling is defined by 
BD/PRFeff. In the present case this results in a “gain” of 0.56 dB which is consistent with the 
value obtained (cf. Fig. 100, solid red line). However, this does not hold true for cascaded net-
works, due to the fact that the noise power is scaled by squared sums of filter functions Pj(f). 
Even for uniform sampling, the sum of squares does not correspond to the squared sum and con-
sequently the variation of the respective SNR scaling factor cannot be derived as easily as for 
conventional beamforming. 
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Fig. 100. Simulated SNR scaling factors Φbf after focusing, normalized to the uniform sampling 
case of conventional beamforming. Results for adapted beamforming with frequency dependent 
pre-processing (“Adapted BF 1”, dotted dashed green) and simple addition of two adjacent aper-

tures (“Adapted BF 2”, dashed blue) compared to conventional DBF (solid red). 

The NESZ of this system can then be deduced based on the NESZ derived in Section 8.5 but 
taking into account the respective modified Φbf of Fig. 100. It was mentioned that the noise scal-
ing factors are derived with respect to the conventional scenario and incorporate the changes on 
signal and noise power introduced by the pre-processing stage. Further, the modified number of 
effective channels has to be taken into account, as it affects the effective sampling and thus the 
number of focused pulses. Consequently, N in (91) has to be adapted to the effective number of 
virtual channels N0 according to the applied pre-processing. This means that regarding the NESZ 
an additional scaling factor of N0/N is to be considered to enable a fair comparison of the differ-
ent systems. In the present case this entails a “loss” of 0.67 dB for the adapted scenarios which is 
added to the result of Fig. 100 and finally yields Φbf,NESZ in Fig. 101. 

 

 
Fig. 101. Simulated SNR scaling factors Φbf after focusing, normalized to the uniform sampling case 
and including a loss in NESZ due to a reduced effective sampling. Results for adapted beamforming 
with frequency dependent pre-processing (“Adapted BF 1”, dotted dashed green) and simple addi-
tion of two adjacent apertures (“Adapted BF 2”, dashed blue) compared to conventional DBF (solid 

red). 
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Section 8.5 derived a reference NESZ value of better than -19.2 dB when neglecting the SNR 
scaling. Recalling the SNR scaling of the example system (cf. Fig. 67), a comparison to the 
above results in Fig. 101 shows a SNR scaling which is always better. In consequence, the mini-
mum NESZ of the system remains better than -19.2 dB. 

The analysis of the ambiguous energy suppression of the system yields the results pre-
sented in Fig. 102. The red line shows the suppression of the original system that is improved by 
the frequency dependent adapted beamforming above 1340 Hz (dotted dashed green line), while 
the pre-processing approach that simply adds the signal of two adjacent apertures yields a clearly 
improved ambiguity suppression over the whole considered range of PRF (dashed blue line). 

 

 
Fig. 102. AASRN for adapted beamforming with frequency dependent pre-processing (“Adapted 

BF 1”, dotted dashed green) and simple addition of two adjacent apertures (“Adapted BF 2”, 
dashed blue) compared to conventional DBF (solid) (BD = 7.6kHz). The peak in the conventional 

approach occurs at the “singular” PRF of 1440 Hz (cf. Section 4.3.3). 

Regarding the geometric resolution in azimuth, the frequency dependent adapted beam-
forming approach yields a value of 1.04 m (cf. Fig. 103, dotted dashed green line), which is al-
most identical to the conventional case (cf. Fig. 103, solid red line). The dashed blue line in Fig. 

 
Fig. 103. Geometric resolution in azimuth (δaz) for adapted beamforming with frequency depend-
ent pre-processing (“Adapted BF 1”, dotted dashed green) and simple addition of two adjacent ap-

ertures (“Adapted BF 2”, dashed blue) compared to conventional DBF (solid) (BD = 7.6 kHz). 
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103 finally reveals the drawback of the second adapted beamforming scenario as it yields a reso-
lution which degraded to a value of 1.20 m. 

The obtained results for the variation of the NESZ (Fig. 101) and the suppression of azimuth 
ambiguities (Fig. 102) in combination with Fig. 103 giving the resolution allows for the follow-
ing conclusions. If a geometric resolution of ~1 m is necessary, the conventional approach is 
suitable for PRF values below 1345 Hz, while the frequency dependent adapted beamforming 
method is favorable for a PRF above 1365 Hz, regarding both the AASRN and the NESZ. In be-
tween, the focus can be either turned to the NESZ by choosing the conventional approach or the 
pre-processing is applied to concentrate on the optimization of the AASRN. In contrast, the 
adapted beamforming that combines two adjacent apertures without weighting achieves only a 
resolution of 1.20 m but yields the best AASRN and NESZ for all possible PRFs, i.e. PRF values 
above 1300 Hz. Consequently, for scenes of low SNR that do not require the best resolution, this 
represents the best solution for processing the data. 

It should be noted that for the digital a-posteriori processing, the whole image can be proc-
essed by each of the different strategies. Then, afterwards, the image could be sub-divided into 
local areas whose quality is evaluated separately for each processing approach. The final image 
would then be obtained by an optimum fusion of the respectively obtained local areas. Such a 
data adaptive processing would allow for applying the locally optimum processing strategy, e.g. 
the adapted beamforming 2 for homogenous areas with low SNR and the conventional beam-
forming in regions with strong scatterers such as urban areas. 

 
 
 
 
 
 
 
 
 
 
 



 

 

9 Multi-Channel Reconstruction in Burst Mode 
Operation 

So far, this work only considered systems in stripmap operation. However, stripmap mode 
does not allow for the imaging of ultra-wide swaths which are requested by future SAR mis-
sions. Consequently, new approaches become necessary as e.g. the operation of multi-channel 
SAR in burst modes which is introduced and investigated in the present chapter. 

In this context, the first section highlights the needs for ultra-wide-swath imaging and shows 
the limitations of stripmap systems to fulfill them, leading to the idea of multi-channel burst 
mode systems as a possible solution to overcome these limitations (cf. Section 9.1). Then the 
basic relationships of burst mode operation are recalled in Section 9.2 before the applicability of 
the multi-channel reconstruction algorithm to burst modes is analyzed in the following. In this 
context especially the impact of the variable target position within the burst that results in a vari-
able Doppler band of the reflected signal will be investigated with respect to the Doppler fre-
quency dependent multi-channel processing network yielding an extension of the analytic de-
scriptions for both azimuth ambiguous energy suppression (cf. Section 9.4) and SNR scaling fac-
tor (cf. Section 9.5). These considerations are embedded in a multi-channel ScanSAR system 
design example to demonstrate its capability to image an ultra-wide swath with good resolution 
(cf. Section 9.6). In this context, the intricate connection between multi-channel system design 
and the various parameters becomes clear. In a next step, the TOPS mode is applied straightfor-
ward to the ScanSAR system in order to provide an indication of the achievable performance and 
possible limitations of a multi-channel TOPS system (cf. Section 9.7). Based on this analysis, the 
chapter is closed with the description and implementation of an optimized multi-channel proc-
essing that is adapted to the TOPS mode by introducing a “squinted” reconstruction. 

9.1 Motivation of Multi-Channel Burst Mode Systems 

When investigating the needs of future SAR missions, especially a complete and frequent 
coverage of the Earth with a reasonably high resolution is mentioned very often. To enable such 
a “mapping machine”, a resolution of well below 10 m is required in combination with a swath 
of several hundreds of kilometers. As an example, a complete imaging of the Earth with a 
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weekly revisit time requires a swath width of 400 km. A timing analysis of such a case reveals a 
maximum applicable PRF around ~400 Hz, which is driven by the required swath width. Ac-
cording to the timing requirement for uniform sampling, this imposes a certain antenna length in 
azimuth in order to ensure a spatial sampling that deviates not too strongly from the uniform 
distribution. In the given case, a suitable length for stripmap operation would be in the order of 
~35-40 m, which is of course far too long to be realized.28 Consequently, conventionally oper-
ated multi-channel SAR systems provide a high resolution, but the antenna length limits the 
achievable swath width (cf. Fig. 104, left). 

On the other hand, burst modes as e.g. ScanSAR, TOPS [13]-[15], or the multi-beam burst 
mode (MBBM) [60] allow for a very wide swath, which is achieved by continuously switching 
the antenna footprint between several sub-swaths. One solution is represented by the ScanSAR 
mode (cf. Fig. 104, middle left, [13]) where the footprint is steered only in range dimension to 
cover all sub-swaths subsequently. A more sophisticated burst mode is TOPS (cf. Fig. 104, mid-
dle right, [15]), where additionally to the switching in range a steering of the footprint in azimuth 
dimension is done. Both modes provide an overall swath width that consists of all sub-swaths. 
Unfortunately, this is at the cost of a reduced illumination time per sub-swath entailing a coars-
ened azimuth resolution thus excluding the capability of high resolution imaging. 

Consequently, advanced concepts are needed for the imaging of an ultra-wide swath of sev-
eral hundreds of kilometers with high azimuth resolution well below 10 m. In this regard, the 
innovative operation of multi-channel SAR systems in burst modes is suggested [58]-[60], [65] 
as illustrated in Fig. 104 on the right. A detailed investigation of the multi-channel burst modes 
with focus on ScanSAR will be given in the following sections. 
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Fig. 104. Multi-channel system in burst mode operation (exemplarily multi-channel TOPS, right) 
combining the high performance of multi-channel reception (left) with the ultra-wide swaths en-

abled by burst mode systems as ScanSAR or TOPS (middle left, middle right). 

                                                                 
28For comparison, the multi-channel SAR system of Chapter 7 enables a swath of 100 km with 1 m 
resolution in stripmap mode. This allowed for a maximum PRF of ~1.4 kHz leading to a reasonable 
antenna length of 11.2 m. 
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9.2 Burst Mode Operation 

9.2.1 ScanSAR Timing 

In order to achieve a required azimuth resolution δaz the necessary illumination time, TB,i, or 
corresponding Doppler bandwidth, BB, respectively, of a single burst is given as follows, where 
R0 gives the mean slant range distance, vs the sensor velocity, vg the beam velocity on ground and 
λ the carrier wavelength. The index “i” accounts for the varying mean slant range of the respec-
tive sub-swath and the consequentially varying illumination time for a constant BB. 
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The cycle time TC that defines the time between two subsequent illuminations of the same 
sub-swath is simply determined by the sum of all burst times (cf. (140)). TC can be approximated 
by a mean burst time TB and NB representing the number of bursts. In the following, the mean 
burst time TB will be used, neglecting the index i, but keeping in mind the dependency on the 
respective sub-swath. 
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In addition, the timing has to ensure that every single target is continuously illuminated for 
the time TB while located within the antenna footprint defined by the angle Θaz (cf. Section 2.1), 
as expressed by (141). In other words, Θaz of (141) gives the maximum angle under which sig-
nals are received and consequently Θaz corresponds to the system bandwidth in azimuth. 
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Combining (140) and (141) and replacing Θaz by the corresponding bandwidth BD allows for 
relating the overall system bandwidth in azimuth, BD, with the burst bandwidth. 

D B B( 1)B N B= + ⋅  (142)  

Note that BD and BB are connected by a factor NB + 1 although the system bandwidth is dis-
tributed to only NB bursts, i.e. the overall swath compared to a stripmap system will be increased 
by a factor of NB while the resulting coarsening of the azimuth resolution will be in the order of 
NB + 1. 

9.2.2 Burst Mode Target Signal Spectrum 

It is well-known that the target signal spectrum depends on the target’s position as this de-
fines the angle under which the target is illuminated by the antenna (cf. Fig. 105). In conse-
quence, targets at different positions yield echoes with different Doppler characteristics, both for 
ScanSAR and TOPS. This means that the target position within the burst can be “translated” to a 
“target center frequency” denoted by f0,t that represents the mean frequency of the Doppler spec-
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trum of width BB reflected by the target during a burst. To provide a consistent notation in the 
following, f0,t will be used when referring to the position dependent characteristics in burst mode 
operation. 
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Fig. 105. Target signal spectrum (Doppler domain) in ScanSAR (top) and TOPS (middle) mode for 

two targets at different positions. The respective band of a specific target depends on its position 
that entails a center frequency f0,t. Respective ambiguous bands are marked in blue. For 

comparison, the spectrum for stripmap mode is shown (bottom). 
 

The maximum f0,t is obtained for targets at the outermost position within the antenna main 
beam. Taking into account the signal bandwidth BB and the overall system bandwidth BD, the 
maximum f0,t is expressed by (143). 

D B B B
0, ,max 2 2 2t

B B B Nf ⋅
± = ± = ±∓  (143)  

In a further step, the multi-channel processing of the burst mode data is investigated. Recall-
ing the Doppler spectrum of the reconstruction filter functions – exemplarily for a non-optimum 
PRF – the colored shape given in Fig. 106 is obtained. Considering the target signal spectra de-
rived above, it becomes obvious that – in contrast to stripmap operation – targets at different 
positions are “weighted” differently by the multi-channel reconstruction. In consequence, the 
performance figures become dependent on the target position. 
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Fig. 106. Power spectral density of multi-channel processing functions and spectral bands covered 

by targets at two different positions “1” (red) and “2” (green), respectively. 

9.3 Burst Mode Signal Power 

The signal power in ScanSAR operation depends on several factors. Firstly, it is governed by 
the illumination time resulting in a bandwidth BB. In addition, the signal power varies with the 
target position represented by the target center frequency f0,t (“scalloping”) according to the re-
spective illumination intensity as can be seen from Fig. 105, top. Furthermore, the timing of the 
burst mode has to be considered. According to Section 9.2, the switching of the antenna footprint 
is timed in a way to ensure any target being continuously illuminated by the mainlobe for a time 
TB. This means that the same target can be located within the antenna mainlobe in two subse-
quent bursts, but it will be only partly illuminated in one of these bursts and hence only contrib-
ute with reduced bandwidth in this case. Nevertheless, this represents additional signal energy 
which could be used. Starting with the first burst, the received spectrum of a point-like target is 
characterized by a bandwidth BB around a varying center frequency f0,t corresponding to the tar-
get position. This target spectrum is denoted by Bs,1 and given in (144). 
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 (144)  

In order to provide succinct notation, the rectangular window function confining the Doppler 
spectrum Bs,1 will be defined by W(Bs,1), i.e.: 
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Additionally to Bs,1, a second burst situated – partly – within the system band BD contributes 
to the signal of a specific target. The respective signal band is denoted by Bs,2 and can be ob-
tained from the “main” burst Bs,1 shifted by a frequency foff,B corresponding to the time TC be-
tween the two bursts (cf. (146)). The limitation to components within the interval [-BD/2, BD/2] is 
expressed by the operator “∩”. 

( )B B
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 (146)  
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According to “standard” burst mode SAR processing only the full-bandwidth burst will be 
focused. Nevertheless, in principle also the second contribution can be focused and the respec-
tive results later added incoherently. Equivalently to (145), the respective window function for 
this band is defined by W(Bs,2). 

Finally, the signal power ps,Bs,i resulting from the respective band Bs,i can be expressed by 
(147). For the case where both Bs,i are considered, the respective powers are simply to be added 
to obtain the overall signal power. 
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 (147)  

In the following, basically all relations derived for stripmap imaging can be directly trans-
ferred to ScanSAR mode by replacing the dependency on BD by the respective band(s) Bs,i. In 
this context, it should be kept in mind that this introduces an additional dependency on the target 
position, which is represented by f0,t.  

Furthermore, it should be noted that the above considerations are valid for the ScanSAR 
mode. Regarding the TOPS mode, the scalloping is mitigated as only the antenna characteristics 
of the single elements used to effectuate the steering have to be considered when evaluating the 
loss of peak power with varying target position [96]. In addition, the effectively shrunk pattern 
caused by the steering will affect the signal power. 

9.4 Azimuth Ambiguities in Burst Mode Operation: AASRN,B 

As derived in detail in Section 5.6, the residual azimuth ambiguities in the SAR image are 
governed by the aliasing contributions in the originally received signal in combination with a 
possible amplification due to the weighting by the reconstruction filter functions Pj(f) of the digi-
tal beamforming network (cf. Section 5.6). Consequently, (71) is modified replacing the depend-
ency on BD by W(Bs,i), which restricts the spectrum to the burst mode signal. One obtains (148) 
for the azimuth ambiguous power pa,Bs,i resulting from the band Bs,i. Equivalently to the signal 
power, the respective ambiguous contributions for i = 1 and i = 2 are simply to be added if both 
Bs,i are considered. 
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The ratio of the sums of the respectively considered signal and noise powers then yields the 
azimuth ambiguity-to-signal ratio in burst mode, AASRN,B, according to (149) where imax repre-
sents the number of bursts for focusing. 
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Hence, besides the well-known varying signal power (scalloping), the use of different sub-
spectra corresponding to different target positions within the burst will result in a variation of the 
residual azimuth ambiguities of these targets thus yielding a scalloping-like effect for the 
AASRN,B as it varies with f0,t as can be seen by the dependency of the ambiguous power on Bs,i 
(cf. (148)). Although (148) is not valid for TOPS, also this mode will suffer a scaling depending 
on the target position due to the frequency dependency of the filters Pjm(f). 

9.5 SNR Scaling in Burst Mode Operation: Φbf,B 

Equivalently to the AASRN,B, the resulting SNR is governed by the considered parts of the 
Doppler spectrum given by the bands Bs,i that determine the signal power ps,Bs,i according to 
(147) and Section 9.3. Besides, the noise power also depends strongly on the applied focusing 
method. If the complete system bandwidth BD is focused at once, all spectral noise components 
within BD are considered and consequently the possible rise of the noise power due to the beam-
forming network is not affected by the Doppler band of the respective target but only by BD. In 
this case the numerator of (82) is valid and the noise scaling is expressed by (150) where the 
output noise power is denoted by pn,BD while pn,el describes the input noise power. 

( )D
2n,

1n,el D

E rect
N

B
j

j

p fN F P f
p B=

⎡ ⎤⎛ ⎞
= ⋅ ⋅ ⋅⎢ ⎥⎜ ⎟

⎝ ⎠⎣ ⎦
∑  (150)  

In contrast, if multiple sub-bands of the Doppler band are focused separately and the image 
is obtained by combining the respective results, only noise and signal power within the respec-
tive sub-band are taken into account. In this case (151) describes the noise power scaling for a 
specific sub-band Bs,i. Again, if multiple bursts are considered, the respective signal and noise 
powers have to be added before the sums are related to obtain the signal-to-noise ratio. 
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Note that the above expressions for the noise scaling characterize both ScanSAR and TOPS. 

9.6 System Design Example – Multi-Channel ScanSAR 

This section gives a ScanSAR system design example to demonstrate the applicability and 
potentials of multi-channel signal processing in burst mode operation for ultra-wide-swath imag-
ing with high geometric resolution [58]. Note that the design was chosen exemplarily and the 
derived results can be transferred to any burst mode system as e.g. TOPS (cf. Section 9.7) or the 
innovative multi-beam burst mode concept (MBBM), which is based on multiple transmit beams 
enabling the simultaneous acquisition of multiple sub-swaths within the same burst [60]. 
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9.6.1 Timing and System Parameters 

In the following, an X-band system is designed to image a swath of 400 km with an azimuth 
resolution below 5 m. All requirements and system constraints are summarized by Table 11. 

 
Parameter Symbol Value 

Carrier wavelength λ 3.1 cm 
Swath-width on ground Wg ≥ 400 km 
Geometric resolution in azimuth δaz ≤ 5 m 
Azimuth ambiguity-to-signal ratio (distributed targets) AASRN,B ≤ -20 dB 
Covered incident angle range Θi 19° – 47° 
Transmit duty cycle dc 15 % 

Table 11. Requirements and constraints for a multi-channel ScanSAR system. 

In a first step, a timing analysis is performed yielding the following result to cover the swath 
of 400 km by 4 sub-swaths of length 105 km each with an orbit height of 630 km (cf. Fig. 107). 
The necessary PRF values vary only from 1150 Hz up to 1240 Hz, representing a quite good-
natured case. If a larger PRF range is needed, e.g. caused by orbit height variations resulting in a 
modified timing, optimization strategies as presented in Chapter 8 will become necessary. 

 

1

2

3

4

400 km 

 
Fig. 107. Timing diagram considering transmit events (green) and nadir returns (red). 4 swaths of 

length 105 km each cover a ground range of 400 km. 
 

In order to ensure an optimum PRFuni situated within the PRF range of operation, the overall 
length of the antenna has to be adapted. A length of 12.8 m is chosen, yielding a PRFuni of 
~1180 Hz. Further, a Doppler bandwidth of 1.2 kHz for a single burst ensures a resolution of 5 m 
for single-look processing. In combination with NB = 4 bursts, this yields an overall system 
bandwidth BD = 6 kHz (cf. (142)). Note that the fixed burst bandwidth in combination with the 
varying slant ranges of the sub-swaths entails an illumination time that varies from 0.25 s to 
0.31 s, respective to the slant range (cf. Table 12). 
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Value Parameter Symbol 
Sub-Swath 1 Sub-Swath 2 Sub-Swath 3 Sub-Swath 4 

Pulse repetition frequency PRF 1180 Hz 1160 Hz 1240 Hz 1150 Hz 
Mean incident angle Θ i,mean 23.5° 31.2° 38.0° 43.9° 
Mean swath slant range R0,mean 681 km 725 km 778 km 840 km 
Burst duration TB 0.25 s 0.26 s 0.28 s 0.31 s 

Table 12. Parameters of different sub-swaths. 

In combination with the minimum PRF, an overall system bandwidth of 6 kHz requires a 
minimum number of 6 receive apertures to fulfill the Nyquist criterion according to (152). 

D

min

BN
PRF

≥  (152)  

In the case of a ScanSAR system, it was observed that a low oversampling might introduce a 
trade-off between scalloping and azimuth ambiguity suppression, as one parameter can only be 
improved by degrading the other according to the chosen antenna size. This conflict can be re-

Parameter Symbol Value 

Orbit height hs 630 km 
Sensor velocity vs 7545 m/s 
PRF range of operation PRF 1150 Hz – 1240 Hz 
Sub-swath width on ground Wg,sub 105 km 
Number of sub-swaths/bursts NB 4 
Rx sub-apertures in azimuth N 8 
Rx sub-aperture length in azimuth daz,rx 1.6 m 
Tx antenna length in azimuth daz,tx 2.1 m 
Cycle time TC 1.1 s 
Burst bandwidth BB 1.2 kHz 
Processed azimuth bandwidth BD 6 kHz 
Transmit antenna size in elevation dev,tx 0.19 m – 0.31 m 
Overall receive antenna height in elevation hev,rx 2 m 
Transmit antenna gain Gtx 37.3 dB – 39.3 dB 
Receive antenna gain Grx 55.3 dB 
Transmit peak power Ptx 4 kW 
Duty cycle dc 15 % 
System temperature T 300 K 
Losses (atmospheric, system, receiver noise, 2-way) L·F 5.7 dB 
Azimuth loss Laz 0.2 dB 

Table 13. Multi-channel ScanSAR system parameters. 
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laxed by ensuring sufficiently high oversampling, as this allows for smaller antennas in order to 
improve scalloping while the ambiguous energy suppression is mainly achieved by the oversam-
pling. The drawbacks of such a solution are, of course, increased hardware costs and complexity, 
and a higher data rate, as more independent receiving channels are required. In the following, 
N = 8 is chosen to adapt the single receive aperture size to BD and to guarantee oversampling in 
Doppler domain. Finally, the transmit antenna length in azimuth is set to 2.1 m, as this is large 
enough to ensure sufficient ambiguity suppression but small enough to obtain a resolution of 
5 m. All system parameters are summarized in Table 13. 

9.6.2 Performance Analysis 

In the present section, a point target analysis is carried out for the above introduced Scan-
SAR system, allowing for the derivation of key performance figures such as δaz, AASRN, and 
NESZ. This performance analysis includes the dependency on the target position represented by 
the center frequency f0,t, thus showing possible performance variations depending on the target’s 
location within the antenna footprint. The simulated data are focused with a standard stripmap 
processor, where the most common approach to process only a single burst for each target is 
chosen. This means that for a specific target a sub-band of width BB around the target’s center 
frequency f0,t is considered. 

The evaluation of the geometric resolution in azimuth δaz according to Fig. 108 shows a 
constant value over the PRF but varies slightly depending on f0,t. For all sub-swaths, the same 
resolution better than 5 m is achieved, where a slight decrease for increasing f0,t is observed 
(solid red line). This – negligible – degradation is caused by the drop-off of the azimuth antenna 
characteristic with increasing angles. 

 

 
Fig. 108. Geometric resolution in azimuth (δaz) vs. f0,t for all sub-swaths. 

 
Fig. 109 shows the Azimuth Ambiguity-to-Signal Ratio (AASRN,B) vs. f0,t for the different 

sub-swaths, respectively. As expected, the worst case regarding the azimuth ambiguities is en-
countered for the combination of minimum PRF – used to image sub-swath 4 – and maximum 
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f0,t, i.e. targets situated at the very edge of the burst. In any case, the AASRN,B is always below a 
value of -21 dB. 

 

 
Fig. 109. Ambiguous Energy Suppression (AASRN,B) vs. f0,t for all four sub-swaths. 

In order to derive the NESZ of the system, signal as well as noise power have to be taken 
into account. Firstly, the ScanSAR-inherent loss of the signal power in dependency on the target 
position is determined for each of the sub-swaths and shown in Fig. 110. To concentrate only on 
the variation, the values are normalized to the optimum at f0,t = 0. The obtained “scalloping” is 
identical for all sub-swaths and shows a maximum decrease of the signal power by nearly 
~2.65 dB. 

 

 
Fig. 110. Normalized signal powers Lp vs. f0,t for all four sub-swaths. 

In addition, the noise power scaling Φbf,B induced by the digital processing network is in-
vestigated. It is quantified by (151) and depends on the PRF of the respective sub-swath. Fur-
thermore, a dependency on the target center frequency f0,t is observed, entailing a scalloping-like 
effect. Similar to the scalloping, the worst case is represented by the maximum f0,t, yielding for 
the given scenario an uncritical maximum increase of noise power by ~0.2 dB induced by the 
beamforming network (cf. Fig. 111, dotted dashed orange line). 
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Fig. 111. SNR scaling factor of the digital processing network (Φbf) vs. f0,t. Results for all four sub-

swaths taking into account the respective PRF. 

Including the above results for signal and noise power scalloping and taking into account the 
sensor dimensions and system parameters according to Table 12 and Table 13, the NESZ can be 
calculated. For each of the sub-swaths this yields two characteristics which are shown in Fig. 
112. The solid lines give the best case achieved for a target centered within the antenna footprint, 
i.e. f0,t = 0, while the dashed lines represent the worst case which is obtained for targets located at 
the outermost possible position. In any case a NESZ of nearly -24 dB is achieved. 

 

 
Fig. 112. NESZ vs. ground range for the case where a bandwidth of BB around a varying f0,t is 

processed. The solid lines represent the best case for f0,t = 0 while dashed lines show the worst case 
obtained for maximum f0,t. 

 

9.7 Multi-Channel TOPS Mode 

In a next step, the operation of multi-channel systems in TOPS mode is investigated. There-
fore, TOPS is applied straightforward to the ScanSAR system introduced above and a perform-
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ance analysis is carried out. In a further step, an optimized processing approach for multi-
channel TOPS systems is introduced and the improved performance is demonstrated. 

As presented in the preceding section, a large scalloping of the signal power up to 2.65 dB 
occurred in ScanSAR operation. This unwanted effect can be compensated by applying the 
TOPS mode, as the steering of the azimuth antenna footprint during signal acquisition ensures a 
constant signal power independently on the target position. In order to demonstrate the potential, 
the TOPS mode is applied to the above ScanSAR system design and, consequently, all system 
parameters can be looked up in Table 13. In addition, the TOPS steering coefficient has to be 
chosen high enough to ensure the coverage of all sub-swaths. This is driven by the number of 
bursts and some additional margin, imposing a minimum value exceeding the number of bursts, 
i.e. NB < α. Thus, α = 5 is chosen. 

Regarding the subsequent performance analysis, it should be noted that the original system 
was designed for ScanSAR. Thus the results obtained for TOPS do not represent the full per-
formance possible by TOPS, and a comparison to the ScanSAR results is not fair. Nevertheless, 
the results give some indication about the potentials and challenges for the operation of multi-
channel systems in TOPS mode. In this context, the additional hardware costs which are neces-
sary to enable the beamsteering in TOPS mode have to be kept in mind. 

9.7.1 Performance Analysis 

In the following, the key performance figures δaz, AASRN, and NESZ of the TOPS mode are 
determined by a point-target analysis. The respective simulations are carried out assuming an 
ideally steered pattern, thus neglecting effects like grating lobes and the single-element pattern. 

As can be seen from Fig. 113, the TOPS mode yields – compared to the ScanSAR system – 
a slightly increased azimuth resolution δaz of ~5.5 m (cf. Fig. 113). This degradation is caused 
by the effectively shrunk pattern of the TOPS mode and can be avoided by a specific system 
design for TOPS. As the single-element characteristic is not considered, the resolution in TOPS 
is constant for any target position. The variations in the plot of Fig. 113 on the left are caused by 
numerics, as the number of discrete-time samples within the 3-dB width of the impulse response 
varies slightly. 

 
Fig. 113. Geometric resolution in azimuth (δaz) vs. f0,t for TOPS mode operation. 



152 9  Multi-Channel Reconstruction in Burst Mode Operation
 

 

The suppression of azimuth ambiguous energy (AASRN,B) by TOPS is shown in Fig. 114 
for all four sub-swaths. 

 

 
Fig. 114. Azimuth ambiguous energy suppression (AASRN,B) vs. f0,t for TOPS mode operation. 

 

In the TOPS system the suppression worsens with increasing target center frequency f0,t. As 
the beamsteering ensures the same pattern independently on the target position, the different per-
formance is only caused by the respective multi-channel processing of the signal, which is gov-
erned by the different PRF values of the respective swaths. Hence, in contrast to ScanSAR, the 
influence of the antenna pattern is eliminated. This can be seen from the solid red line in Fig. 114 
which corresponds to the optimum PRF and shows a constant value for all target positions as the 
sampling is uniform in this case and no multi-channel processing is applied. In reverse, the other 
characteristics of Fig. 114 (dotted, dashed, dotted dashed), show the scalloping introduced by the 
multi-channel processing for the respective PRF. Especially for large values of f0,t the processing 
network introduces a clear degradation of the AASRN,B yielding values up to -19 dB. In compari-
son to the results for the ScanSAR scenario, the degradation is worse for TOPS thus implying 
that the steered pattern is more sensitive to the multi-channel processing in terms of azimuth am-
biguities. This is possibly caused by the shifted pattern which results in more spectral energy 
outside the system band [-N·PRF/2, N·PRF/2] and gives rise to ambiguities (cf. Section 5.6). In 
consequence, the reduced scalloping of signal power (cf. Section 3) is obtained at the expense of 
a worsened ambiguity suppression if the processing is not adapted to TOPS. A possible approach 
to improve the performance by an adaptation of the reconstruction algorithm follows in  
Section 9.7.2. 

 
In order to derive the NESZ of the system, the loss of signal power is determined and shown 

in Fig. 115. As expected, no scalloping is encountered as an optimum TOPS pattern is assumed. 
In reality, the single-element characteristic of the array antenna is to be considered, entailing a 
small scalloping effect, but still yielding a clearly better result than in ScanSAR operation. 
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Fig. 115. Peak power loss normalized to optimum value at f0,t = 0 (Lp) vs. f0,t for TOPS mode opera-

tion. 

 
Further, the noise scaling introduced by the digital processing network does not depend on 

the acquired signal, but only on the processing. Consequently, this scalloping is the same, both 
for TOPS and ScanSAR operation and Fig. 111 is valid. This means that the NESZ for the TOPS 
mode is simply given by the optimum value for ScanSAR, which is represented by the solid line 
of Fig. 112. In consequence, TOPS mode ensures for any target a value better than ~ -26.5 dB. 

9.7.2 Adaptively Squinted Multi-Channel Processing for TOPS 

In conventional operation, the burst length in TOPS is chosen to ensure an overall Doppler 
bandwidth not bigger than the bandwidth covered by the reconstruction filter functions, i.e. the 
burst bandwidth is limited by the azimuth system bandwidth N·PRF (cf. Fig. 116). As shown in 
the preceding chapter, this entails a strong degradation of the ambiguity suppression especially 
for Doppler frequencies in the outermost regions of the system bandwidth. Further, this entails 
an unwanted limitation of the burst length in TOPS. 
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Fig. 116. TOPS time-frequency characteristic and Doppler spectrum of conventional multi-channel 

processing functions. 
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The basic principle to solve these inconveniences is sketched in Fig. 117. The idea is to cen-
ter the reconstructed band around a center frequency f0(t) which is varied adaptively according to 
the instantaneous bandwidth of the TOPS signal (“ramping”).29 In the optimum case, this adapta-
tion is continuous and the bandwidth is adapted to the illumination time of a single target. Con-
sequently, in contrast to the conventional straightforward approach, longer bursts are now possi-
ble as spectral components from higher squint angles can be reconstructed. 

 

Processing
Filter Spectrum
f

f0 (t)
t

f

Squinted Multi-Aperture 
Processing Spectrum

TOPS Time-Frequency
Characteristic

t

f

 
Fig. 117. Doppler spectrum of multi-channel processing adapted to TOPS: In the optimum case the 

reconstructed band is centered adaptively around a varying frequency f0(t) to ideally cover the 
TOPS spectrum. 

 

 
In reality, only a step-size of PRF is possible to adapt the center frequency of the processing 

filters. This means that a center frequency of k·PRF, k integer, is chosen to minimize the offset of 
the actual target center frequency to the processing center frequency. Hence, the bandwidth is 
kept constant, i.e. no adaptation to the instantaneous bandwidth is done (cf. Fig. 118). 
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Fig. 118. Applied squinted multi-channel processing. The reconstructed bandwidth is kept constant 
and centered adaptively in a staircase-like manner on the target center frequency, which is given by 

the red line. 
 

                                                                 
29Equivalently to “ramping” the processing filter spectrum, the TOPS signal spectrum can be 
deramped as proposed in [97] before “regular” processing filter functions – i.e. f0(t) = 0 – are applied. 
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Regarding the results, one obtains a clearly improved suppression of azimuth ambiguous en-
ergy as shown in Fig. 119, where the scalloping occurs only with a period of PRF before 
“switching” to the new center frequency. The four plots show the improved AASRN,B for all sub-
swaths (dashed lines) compared to the results obtained for “conventional” processing (solid 
lines). The “conventional” straightforward approach yields identical results within the first inter-
val [-PRF/2, PRF/2] but deviates for target center frequencies higher than PRF/2. The results of 
the optimized approach show a suppression of better than -22 dB compared to a minimum sup-
pression of -19 dB without adaptation of the processing. 

 

  
 

 

 

 
Fig. 119. TOPS mode AASRN,B vs. f0,t for “conventional” (solid lines) and “squinted” (dashed lines) 

multi-channel reconstruction for each of the four sub-swaths. 
 

 
As a final remark, it should be noted that further optimization potential is given by the com-

bination of an adapted center frequency with a reduction of the reconstructed bandwidth to over-
sample only the Doppler spectrum received during the illumination of a specific target. Such an 
adaptation of the system bandwidth in azimuth would allow either for lower PRF values or less 
receiving channels or an increased bandwidth enabling a better resolution. 
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10 Discussion 

This chapter revises the achieved objectives of this work in Section 10.1, followed by a de-
tailed summary of the obtained results (cf. Section 10.2). Finally, an outlook on future issues and 
potentials is given in Section 10.3. 

10.1 Conclusion – Achieved Objectives of the Work 

Future remote sensing applications demand increasingly detailed imagery with frequent re-
visit times, i.e. wide area coverage. Due to inherent system limitations, conventional single-
aperture SAR systems do not enable wide-swath imaging with high geometric resolution. As a 
consequence, innovative SAR system concepts are required. 

Several novel approaches based on multi-channel systems, such as systems with multiple re-
ceive apertures in azimuth, were proposed (Chapter 3) and promise to overcome the restrictions 
of conventional SAR. As the analysis revealed, the performance of such systems was sensitive to 
the positions of the gathered samples which were governed by the relation between fixed antenna 
dimension in azimuth and variable PRF. Thus, these systems imperatively required sophisticated 
digital processing of the received signals in order to guarantee full performance independently of 
the spatial sample distribution imposed by the applied PRF. 

Starting from the generalization of the sampling theorem, the present work introduced, ana-
lyzed, and evaluated an algorithm suitable to process multi-channel SAR azimuth data, which 
could be directly integrated into a “regular” two-dimensional SAR processing scheme. As a key 
characteristic, this “multi-channel reconstruction algorithm” compensated for non-uniform sam-
ple distributions in azimuth resulting from variable PRF values, thus enabling high-resolution 
wide-swath imaging. The presented example system showed a geometric resolution below 1 m in 
combination with 100 km swath width. To allow for the evaluation of multi-channel SAR sys-
tems, a versatile performance estimator was developed to provide an innovative “toolbox” to 
assess and verify multi-channel processing techniques with respect to the azimuth dimension. 
The obtained simulation results demonstrated that the reconstruction algorithm ensures constant 
geometric resolution and good suppression of azimuth ambiguous energy independently of the 
PRF. As a drawback, the inverse character of the applied digital processing network entailed a 
degradation of the SNR for non-optimum PRF values, thus restricting the PRF range of opera-
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tion. In this context, the intricate relationship between system design and multi-channel process-
ing became clear. Evidently, system parameters are more closely linked to the performance than 
in conventional SAR systems. 

Based on the obtained results, various optimization strategies for the system and processing 
algorithm were developed and the performance estimator was extended accordingly. In this con-
text, special focus was turned to mitigating the SNR degradation by the processing network and 
several techniques were presented that extended the PRF range of operation. The optimized sys-
tem approaches were extensively analyzed, demonstrating increased flexibility and improved 
performance. 

Finally, multi-channel SAR systems operating in stripmap mode were shown to be unsuit-
able for ultra-wide swaths of several hundred kilometers as this would require antennas with an 
unreasonable length. Thus, the operation of multi-channel SAR systems in burst modes, such as 
ScanSAR and TOPS, was presented as a possible solution. The performance analysis was ex-
tended accordingly to account for the impact of the target position on the SAR signal. Simula-
tions for both ScanSAR and TOPS mode yielded a geometric resolution of 5 m in combination 
with 400 km swath width, which means that this new class of multi-channel systems enables 
frequent mapping on a global scale with unprecedented detail. 

In summary, the present work introduced, analyzed, and verified various innovative multi-
channel processing techniques, system architectures and novel modes of operation, including 
system design considerations with special focus on the demands of SAR systems with multiple 
azimuth channels. As demonstrated by the results of the performance estimator, the multi-
channel azimuth processing enables SAR systems to be operated with high flexibility and recon-
figurability, thus ensuring previously unprecedented performance and a greater range of applica-
tions. In conclusion, such systems open up an entirely new field of SAR operation and are ide-
ally suited to answer the needs of future remote sensing missions. Furthermore, the investigated 
azimuth processing methods have the potential to be an essential component of the next genera-
tion’s SAR imaging concepts. 

10.2 Summary of Results 

After having recalled the basic properties of multi-channel SAR signals regarding the spatial 
sampling in Chapter 4, the innovative contributions of the work started with Chapter 5, which 
introduced an algorithm for processing multi-channel SAR data (“digital beamforming on re-
ceive”). This multi-channel reconstruction algorithm achieved the unambiguous recovery of 
the azimuth signal despite a non-uniformly sampled synthetic aperture, thereby avoiding any 
stringent PRF restriction. The method combined the individual receiver signals in a linear space-
time processing approach and could be interpreted as solving a linear system of equations in a 
way that ambiguous parts in the azimuth signal were canceled. In simple words, the algorithm 
allowed for combining a number of N sub-sampled input signals to a single output signal of N-
fold the sampling rate and free of aliasing. 
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In a first step, the algorithm was investigated in detail with respect to the influence of the 
digital processing network on signal power, ambiguities and noise. This yielded analytical ex-
pressions for the estimation of residual ambiguities and the determination of the beamforming 
network’s SNR scaling factor Φbf which quantified the degradation of the SNR – or equivalently 
the system NESZ – due to the digital processing. The analysis showed that especially strong non-
uniform sampling of the azimuth signal may lead to a degraded SNR due to an increased network 
SNR scaling factor and an amplification of residual azimuth ambiguities which were both caused 
by the inverse character of the processing network. 

A first proof of concept was presented in Chapter 6, where the multi-channel reconstruction 
algorithm was applied to measured multi-channel data acquired by DLR’s airborne systems E-
SAR and F-SAR, respectively. In this context the derived algorithm demonstrated its capability 
to unambiguously recover sub-sampled data and provide efficient ambiguity suppression also for 
non-optimum PRF values. 

Chapter 7 tied in with the theoretical analysis of Chapter 5 and verified the derived expres-
sions in simulations when evaluating an example system that was designed to image a swath of 
100 km with a geometric resolution of 1 m. In order to determine the system performance and 
to compare the reconstruction algorithm to alternative methods of processing the azimuth signal, 
an estimator was implemented, which enabled a point-target analysis for arbitrary multi-channel 
SAR systems. This simulation “toolbox” included the possibility of an analytical calculation of 
the azimuth ambiguity-to-signal ratio (AASRN) and the SNR scaling factor, thus enabling a pre-
diction and/or verification of the simulated performance. 

The obtained results showed that only the reconstruction algorithm and the very similar null-
steering technique provided high resolution in combination with efficient ambiguity suppression 
over a varying range of PRF values. Nevertheless, the applicable PRF range was restricted by 
the maximum tolerable SNR scaling factor Φbf. 

In a next step, system optimization was performed in Chapter 8 in order to increase system 
flexibility and improve its performance. Firstly, the main disturbing sources were identified to be 
aliasing in the received signal and the amplification of ambiguous energy and noise due to the 
processing in the case of non-uniformly sampled data. Consequently, optimization strategies 
were derived in order to minimize the received ambiguous energy and to ensure a spatial sam-
ple distribution as uniform as possible. 

On receive, optimization started with an optimized parameter setting (cf. Section 8.2) in 
order to limit the amplification of ambiguities and noise by benefiting from the “colored” spec-
tral appearance of the processing filters. In this way, the performance of one parameter could be 
clearly improved at the cost of only a moderate degradation of another. 

Further, an adaptive PRF management was introduced in Section 8.3 as a first simple solu-
tion to adjust the spatial sampling. This technique showed large potential for application to 
sparse array SAR systems but had only limited impact in multi-channel systems on a single plat-
form. 

A more sophisticated approach was given by processing methods extended by an additional 
stage thus yielding cascaded beamforming networks (cf. Section 8.7). This allowed for a limi-
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tation of the Doppler spectrum by tapering the receive pattern. Further, number and positions of 
the effective phase centers could be adapted flexibly and reconfigurably to the respective PRF, 
thus optimizing the spatial sampling and allowing for a wider PRF range of operation. Further-
more, the cascaded structure allowed for a flexible allocation of system resources enabling a 
trade-off between SNR and ambiguity suppression. 

Regarding the optimization on transmit, firstly, a simple pattern tapering yielded an effi-
cient suppression of ambiguous energy by limiting the aliased part in the signal while concentrat-
ing the signal power better on the imaged area (cf. Section 8.4). Since this technique requires 
large transmit antenna lengths, T/R technology is an appealing solution to directly benefit on 
transmit from the large receiving antenna. Secondly, a patented technique based on an advanced 
transmit architecture was suggested, which enabled an adaptive cyclic adjustment of the 
transmit phase center from pulse to pulse thus controlling the spatial sample positions of the 
multi-channel system (cf. Section 8.6) [56], [57]. 

Finally, in Chapter 9 attention was concentrated on ultra-wide-swath imaging which re-
quired an innovative approach, since multi-channel stripmap imaging would need an antenna 
length of 35-40 m in azimuth for a swath width of 400 km. It was shown that this problem can be 
solved by the application of burst modes like ScanSAR or TOPS in multi-channel systems. In 
this context the impact of the Doppler frequency dependent multi-channel processing was inves-
tigated with respect to the particular properties of burst mode data. As the target position deter-
mined the spectral band of its echo, different targets were processed with different sub-bands of 
the processing filter’s colored spectrum. This resulted in a variation of the performance depend-
ing on the target position, introducing a scalloping-like effect both for TOPS and ScanSAR. 
Simulation results for a multi-channel ScanSAR system and a first straightforward application to 
TOPS illustrated the introduced scalloping of residual azimuth ambiguities and the SNR scaling 
and demonstrated the possibility to image a swath of 400 km with a resolution of 5 m. In a final 
step, a first optimized approach for processing multi-channel TOPS data was presented by intro-
ducing in the multi-channel reconstruction algorithm an adaptive “squint” according to the time-
frequency characteristic of the TOPS mode. 

10.3 Outlook 

Beside multi-channel systems on a single platform, sparse array SAR systems formed by a 
single transmitter and multiple independent receiver satellites are becoming more and more im-
portant as they allow for small, passive, and thus cost-effective receive sensors. While the suc-
cessful application of multi-channel azimuth processing to single platform systems was demon-
strated in this thesis, the great potential of the presented algorithm with respect to the latter sys-
tems is an important part of future work. As it was shown when deriving the two-dimensional 
processing scheme, the reconstruction algorithm is directly applicable to such systems, but spe-
cific aspects become more important in sparse array geometries. Hence, in a next step, the appli-
cation of the multi-channel processing to such distributed SAR configurations should be ana-
lyzed, with special attention to the characteristics described in the following. 
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Firstly, the increased along-track separations of the receiving apertures entail a high sensitiv-
ity of the sampling against PRF variations due to modulo influence on the effective sample posi-
tion. On the one hand, this might cause problems, as small PRF changes have a large impact on 
the sampling scenario, but on the other hand this offers an opportunity to optimize the spatial 
sampling by adapting the PRF as mentioned in Section 8.3. Further, large along-track displace-
ments might require a steering of the antenna footprints to illuminate a joint area on the ground 
resulting in a different squint of the satellites and thus the reception of mutually shifted Doppler 
spectra in the receivers. This might lead to sub-sampling and require for new processing ap-
proaches, e.g. the combination of multi-channel reconstruction and super-resolution techniques 
[54]. In this context, the investigation of channel imbalances in gain and phase vs. Doppler fre-
quency and its impact on the processing will also be of interest. 

Secondly, any cross-track separation of the receivers will introduce an additional phase in 
the received signals, which has to be compensated, e.g. via the simultaneous acquisition of a 
digital elevation model in the case of multiple satellites. 

Regarding multi-channel burst mode systems, their unprecedented combination of cover-
age and detailed imagery encourages the further investigation of advanced concepts for ultra-
wide-swath imaging. Based on the analysis of multi-channel burst mode operation, the adapta-
tion of the multi-channel processing to TOPS mode should be further developed. In this context, 
more sophisticated burst modes allowing for even higher resolutions and swath widths deserve 
special interest [60]. 

Another promising concept to be further investigated is the combination of large reflector 
antennas with a feed array enabling digital beamforming both in azimuth and range dimension. 
The large reflector dimensions ensure a high antenna gain in combination with a narrow beam 
whose steering angle – and consequently the illuminated footprint on ground – is directly linked 
to a specific feed element (or a sub-group of them). This makes such systems ideally suited for 
multi-beam applications, be it to enable effective range ambiguity suppression or to apply super-
resolution techniques in azimuth [61], [62]. 

Finally, one has to be prepared for future SAR following the generation of multi-receiver 
systems currently discussed. Consequently, the investigation of more sophisticated techniques 
for signal transmission leading to fully active radars should be followed. In this context the 
waveform encoding on transmit technique deserves further analysis and development with 
special attention to the combination and mutual adaptation of advanced transmit and receive ar-
chitectures and modes [64], [95]. 
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A History of Spaceborne SAR Missions 

The following table lists various spaceborne SAR missions from the beginnings until 2007. 
 
Name Country Organization Date Band Link 

Seasat USA NASA (JPL) 1978 L http://southport.jpl.nasa.gov/scienceapps/seasat.html 
SIR-A USA NASA (JPL) 1981 L http://southport.jpl.nasa.gov/scienceapps/sira.html 
SIR-B USA NASA (JPL) 1984 L http://southport.jpl.nasa.gov/scienceapps/sirb.html 
Magellan USA NASA (JPL) 1989 S http://www2.jpl.nasa.gov/magellan/ 
ALMAZ-1 Russia  1991 S http://www.russianspaceweb.com/almazt.html 
ERS-1 - ESA 1991 C http://earth.esa.int/ers/ 
JERS-1 Japan JAXA 1992 L http://www.eorc.jaxa.jp/JERS-1 
SIR-C/X-SAR USA 

Germany 
Italy 

NASA (JPL) 
DLR 
ASI 

1994 L, C, X http://southport.jpl.nasa.gov/desc/SIRCdesc.html 

Radarsat-1 Canada CSA 1995 C http://www.asc-csa.gc.ca/eng/satellites/radarsat1/ 
ERS-2 - ESA 1995 C http://earth.esa.int/ers/ 
Cassini-Huygens USA 

- 
Italy 

NASA (JPL) 
ESA 
ASI 

1997 Ku http://saturn.jpl.nasa.gov/spacecraft/inst-cassini-
radar-details.cfm 
http://en.wikipedia.org/wiki/Cassini-Huygens 

SRTM USA 
Germany 

Italy 

NASA (JPL) 
DLR 
ASI 

2000 C, X http://www2.jpl.nasa.gov/srtm/ 
http://www.dlr.de/srtm/ 
http://srtm.det.unifi.it/index.htm 

ENVISAT ASAR - ESA 2002 C http://envisat.esa.int/ 
ALOS PalSAR Japan JAXA 2006 L http://www.jaxa.jp/projects/sat/alos/index_e.html 

http://www.eorc.jaxa.jp/ALOS/ 
SAR-Lupe Germany German Armed 

Forces 
(Bundeswehr) 

2006 X  http://www.dlr.de/desktopdefault.aspx/tabid-
1/86_read-6647/ 
http://www.ohb-system.de/Security/sarlupe.html 

COSMO-Skymed Italy ASI 2007 X http://www.telespazio.it/cosmo.html 
http://www.e-geos.it/ 

TerraSAR-X Germany DLR, Astrium 2007 X http://www.dlr.de/TerraSAR-X/ 
Radarsat-2 Canada CSA 2007 C http://www.radarsat2.info 

http://www.asc-csa.gc.ca/eng/satellites/radarsat2/ 

Table 14. Overview of Spaceborne SAR Missions 
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It should be noted that the list is not complete but includes the most important SAR sensors 
brought into orbit. A more detailed description of the early systems can be found in [98] which 
considers also airborne sensors. In addition, [69] gives a short description of most of the listed 
sensors. For explicit information, the reader is referred to these references and the given links. 



 

 

B Spherical SAR Geometry 

This chapter derives the time varying distance between the sensor and a specific target for a 
monostatic spaceborne SAR geometry based on a spherical model for Earth as well as sensor 
trajectory. As illustrated below, the sensor moves with constant velocity vs in a height hs on a 
spherical flight track defined by ps(t). 

 

x1

ps(t)

x2

ΘE

x3

pp

vs

ps(t=0)

REhs

 
Fig. 120. SAR sensor on a spherical orbit defined by the trajectory ps(t) (dashed red). The point-
like target is given by the vector pp (green). The coordinate system has its origin in the geocenter 

and is chosen such that the target is located in the x1-x3-plane while the sensor travels in the x1-x2-
plane and passes the x1-axis at t = 0. 

 

Without restriction of generality, the coordinate system is chosen according to Fig. 120, i.e. 
such that its origin is within the geocenter and the sensor trajectory is perpendicular to the x3-
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axis. Defining further x2 = 0 for time t = 0 for the sensor, its position is given by (153), where RE 
is the mean Earth radius. 
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Assuming a target located in the x1-x3-plane, the target position vector pp is given as follows, 
where ΘE defines the angle between the straight lines from the geocenter to the target and the x1-
axis, respectively: 
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 (154)  

Neglecting – accordingly to [68] – the rotation of the Earth yields the following expression 
for the slant range distance R(t) between the sensor and the target, which is defined in depend-
ency on ΘE. 

( ) ( ) ( ) ( ) ( )2 2 s
s p E s E E s E E

E s

R R 2 R R cos cos
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vR t p t p h h t
h

Θ
⎛ ⎞
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 (155)  

The point of closest approach between sensor and target is given for x = 0, i.e. t = 0. Inserting 
into (155) then leads to the corresponding minimum slant range distance R0: 

( ) ( ) ( ) ( )2 2
0 E s E E s E E0 R R 2 R R cosR R h h Θ= = + + − ⋅ + ⋅ ⋅  (156)  

Further, the following equation relates the angles ΘE and Θi, as can be derived by simple 
geometric considerations or by applying the laws of cosine: 

( ) ( )E 0 i
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R cos
cos

R
R

h
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Θ
+ ⋅

=
+

 (157)  

Inserting (157) into (156) and solving the resulting quadratic equation allows for the elimina-
tion of ΘE by replacing it by the incident angle Θi. As a result, R0 is obtained in dependency on 
Θi as shown below: 

( ) ( )
2

2 s s
0 E i i2

E E

R cos 2 cos
R R
h hR Θ Θ

⎛ ⎞
= + + −⎜ ⎟⎜ ⎟

⎝ ⎠
 (158)  

Equivalently, the time-varying slant range distance R(t) can be expressed depending on the 
local incident angle by insertion of (157) into (155). 
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 (159)  

In a further step, R0 as given in (158) is inserted in the above equation. After reforming it, 
one obtains the following expression for R(t), only depending on system parameters and the 
Earth radius. 
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(160)  

 
In a further step, the relations for the slant range are simplified by quadratic approximation. 

This is achieved by applying a Taylor expansion of second order to (155), yielding the approxi-
mated signal path as follows: 
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In contrast to the flat-Earth approximation, the velocity of the antenna footprint on ground, 
vg, is different from the sensor velocity vs and has to be considered separately [67]. From (161), 
vg can be derived as follows, thus ensuring the path approximation for spaceborne SAR systems 
with the well-known quadratic variation of the slant range distance between sensor and target 
according to (163). 
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Again, the dependency on ΘE can be replaced by Θi leading to the following expression for 
the footprint velocity: 
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By defining an equivalent velocity ve in (165) and, introducing accordingly the equivalent 
azimuth dimension xe(t)  = ve t, (163) can be reformed to (166): 

e s g:v v v= ⋅  (165)  

( ) ( )22 2
ee

0 0
0 02 2

x tv tR t R R
R R
⋅

≈ + = +
⋅ ⋅

 (166)  



176 B  Spherical SAR Geometry
 

 

The obtained result in (166) is identical to the description for the signal path in flat-Earth ge-
ometry. This implies that the spherical flight path can be approximated by a straight flight path 
Rstraight(t), if the “equivalent” geometry is used, i.e. a traveling velocity ve is assumed and azimuth 
dimension is chosen accordingly. 

( ) ( ) ( )22 2 2 2
straight 0 e 0 eR t R t R v t R x t≈ = + ⋅ = +  (167)  

 
Further considerations on the spaceborne geometry can be found in [69]. 



 

 

C Quadratic Approximation of Range History 

Recalling Appendix B, the results of (167) gives an approximation for the range history of a 
monostatic system in a spherical geometry. Based on this result, the present chapter extends the 
analysis of the range history to a multistatic configuration with a receive aperture separated by 
Δx from the transmitter. In the following, different approximations for the multistatic range his-
tory are derived and their validity is analyzed and confirmed. 

 
Regarding separately the distance from the target to the transmitter, Rtx(t), and back from the 

target to the receiver, Rrx(t), the range history of a point target situated at xe = 0 on ground can be 
expressed by Rstraight(t): 

( ) ( ) ( ) ( ) ( )( )222 2
straight tx rx 0 e 0 e eΔR t R t R t R x t R x t x= + = + + + −  (168)  

In this context, it has to be noted that the time shift t0 introduced by a receiver separated with 
respect to the flight track by Δx = vs·t0 remains, of course, the same. Nevertheless in the equiva-
lent geometry, the corresponding distance Δx translates into an equivalent shift Δxe which is 
given as follows: 
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Δ Δ
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As a preliminary step for the approximation of (168), the first and second order derivatives 
for the transmit paths Rtx(t) and the receive path Rrx(t) are determined, respectively. 
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(173)  

The above results then allow for deriving different approximations for the range history in a 
multistatic system. Firstly, Rstraight(t) is expressed by the sum of the Taylor expansions of second 
order for Rtx(t) and Rrx(t), respectively. This yields Rqa,1(t) which consists of the well-known 
quadratic part around the effective phase center Δxe/2 and a constant slant range deviating by 
Δxe

2/(4·R0) from the monostatic two-way distance 2·R0. 
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A second approach describes the complete sum of receive and transmit path by a Taylor se-
ries of second order. As a result, Rqa,2(t) is obtained, which is very similar to Rqa,1(t) with respect 
to a constant slant range and a shifted quadratic component. But in contrast to (174), this result 
provides a slightly better approximation of the increased minimum slant range, and takes into 
account the changing curvature of the range history.30 
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(175)  

 
In a next step, the validity of the above derived expressions will be demonstrated by selected 

system examples. For this, one single-platform and one multi-satellite system will be investi-
gated, both for operation in X-band (λ = 0.031 m) and L-band (λ = 0.25 m). For the single-
platform system, a maximum relative spacing of the receive apertures of 10 m is assumed, while 
the sparse array constellation is characterized by a maximum separation of 500 m. The maximum 
relative spacing refers to the largest offset of a receiver with respect to a reference receiver lo-

                                                                 
30In this context, it should be noted that the relative slant range offset assumes all apertures on the 
same track. Hence, this provides an accurate estimation for multi-platform constellations, but might 
cause small errors for single-platform systems on a spherical orbit. This is due to the fact that all ap-
ertures a located in a straight line, thus introducing for the outer apertures a small offset from the or-
bit of the – centered – transmit aperture. For the range of closest approach, this directly results in a 
difference governed by the “original” offset Δx2/(4·R0) as can be easily derived by basic geometric 
considerations. Nevertheless, the slant range offsets in single-platform systems can be neglected in 
any case, thus always leading to a valid approximation. Consequently this issue will not be investi-
gated more extensively within the frame of this work. 
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cated at the same position as the transmitter. Further, an azimuth resolution of 1 m is considered, 
and as a consequence the synthetic aperture length is calculated for an antenna of 2 m length. 
Further system parameters are summarized in the following Table 15. 

 
Parameter Symbol Value(s) 

Carrier wavelength λ 3.1 cm 25 cm 
Maximum relative receiver spacing Δx 10 m 500 m 
Geometric resolution in azimuth δaz 1 m 
Slant range R0 ~735 km  
Sensor velocity vs ~7560 m/s 
Footprint velocity vg ~6900 m/s 

Table 15. System parameters. 

As a reference, the exact range history for a spherical orbit is determined. Depending on the 
different extensions of the azimuth antenna footprint in X-band and L-band, respectively, the two 
subsequent results are obtained. Note that in order to focus on the relative range characteristic, 
the curves show only the relative variation with respect to the minimum slant range distance. 

 

 
Fig. 121. Range history R(t) for spherical flight path for X-band (left) and L-band (right). 

 
Next, the exact solution for the range history is compared to three following approximations. 

Firstly, the straight flight path approximation Rstraight(t) according to (168) is applied, under con-
sideration of the equivalent velocity ve (cf. (165)) and the scaled receiver spacing Δxe as defined 
in (169). Secondly, the Taylor expansion for the sum of the paths is analyzed, i.e. Rqa,2(t) charac-
terizes the range history. Last but not least, the estimation of the range history by the sum of 
separate Taylor expansions for transmit and receive path given by Rqa,1(t) in (174) is evaluated. 

 
The deviation of the respective approximations from the exact range history can be seen in 

the subsequent plots, where each of the figures is related to one of the specific systems. 
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Fig. 122. Accuracy of different range history approximations in a single-platform X-band system. 

 

 
Fig. 123. Accuracy of different range history approximations in a multi-platform X-band system. 

 

 
Fig. 124. Accuracy of different range history approximations in a single-platform L-band system. 

 

 
Fig. 125. Accuracy of different range history approximations in a multi-platform L-band system. 

 

Fig. 122 to Fig. 125 allow for the conclusion that all approximations are valid in both X-
band systems. Further, the approximation by a straight flight path is accurate and can be applied 
to both systems as well as both carrier wavelengths. Finally, both quadratic approximations in L-
band systems yield only insufficient results, as the error increases with increasing synthetic aper-
ture length which is typically large for L-band operation. 
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In any case, the approximations clearly show that the important relation of receiver spacing 
Δx and effective phase center positioned halfway at Δx/2 is valid. This can be demonstrated by a 
comparison of a monostatic to a multistatic range history, which is shifted by t0 = Δx/vs according 
to the effective phase center definition. The results for the four different systems as discussed 
above are given in the subsequent plots. Thereby, the absolute offset between the two character-
istics is shown (Fig. 126 to Fig. 129, left), as well as the remaining difference after compensating 
for the different minimum slant ranges, i.e. a constant value (Fig. 126 to Fig. 129, right). 

 

  
Fig. 126. Offset of shifted multistatic range history from monostatic reference in a single-platform 

X-band system (left). Right shows the remaining difference in curvature after correction of the 
respective constant slant range offsets. 

 

  
Fig. 127. Offset of shifted multistatic range history from monostatic reference in a multi-platform 

X-band system (left). Right shows the remaining difference in curvature after correction of the 
respective constant slant range offsets. 

 

  
Fig. 128. Offset of shifted multistatic range history from monostatic reference in a single-platform 

L-band system (left). Right shows the remaining difference in curvature after correction of the 
respective constant slant range offsets. 
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Fig. 129. Offset of shifted multistatic range history from monostatic reference in a multi-platform 

L-band system (left). Right shows the remaining difference in curvature after correction of the 
respective constant slant range offsets. 

 

 
The simulation results allow for the conclusion that in any of the investigated systems the ef-

fective phase center definition is a valid approximation. In addition, the differences in range cur-
vature can be neglected. Finally, the constant slant range offset is negligible only in the single-
platform systems, but requires consideration in the multi-platform constellations. In any case, 
this offset can be estimated by the constant phase term of (174) and (175). Hence, as a final step 
the validity of the estimation is investigated by evaluating the expressions (174) and (175), and 
comparing them to the simulated values. Each approach yields a value of 7.76 cm, showing a 
very good coincidence, thus ensuring a valid approximation of the relative slant range offset. 
This is backed by the results in Fig. 122 to Fig. 125, which also demonstrated accurate estima-
tion. 

As a conclusion, the combination of the effective phase center definition and a constant slant 
range shift allows for relating the multistatic range history directly to a monostatic one. 

 



 

 

D Analogy of Null-Steering and Multi-Channel 
Reconstruction 

A linear array of N receiving apertures is considered, where the distance of aperture j to ap-
erture 1 is denoted by Δxj and the look direction is designated by Θ (cf. Fig. 130). By definition 
Δx1 = 0 is set. After receiving the incident signal sin(Θ), an individual complex weighting coeffi-
cient aj is applied to each of the channels’ signals sj(Θ). Finally, these signals are combined co-
herently, which is indicated by the “∑”, yielding the output signal s(Θ). 

 

∑

sin(Θ)sin(Θ)

aN

s(Θ)

a2a1

x

vs

ΔrN

Θ

Δx2

ΔxN
1 2 N

Δr2

 
Fig. 130. Incident signal sin(Θ), arriving under angle Θ on linear array of N receiving apertures. 
After reception, each receiver’s signal sj(Θ) is weighted by aj and summed up yielding the output 

signal s(Θ). 
 

Applying the quasi-parallel approximation, the well-known array manifold vector v that 
characterizes the signal at each receiver j with respect to the signal at receiver 1 looks as fol-
lows[75]: 
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Taking into account the weighting coefficients given by the vector a =  [a1, ..., aN]T and the 
subsequent coherent summation, the resulting output signal s(Θ) is determined by (177), where 
s1(Θ) represents the signal at receiver 1. 
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In a next step, N output signals are considered that are obtained from input signals arriving 
under N different angles Θm, m ∈  {1, 2, …, N}. The respective output signals are given by the 
vector s that can be expressed by the matrix-vector operation of (178), where V represents the 
manifold vectors for the different angles as given in (179). 

( )1s s aΘ= ⋅ ⋅V  (178) 
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The weighting coefficients which are necessary to steer nulls in N-1 directions Θm in order to 
“extract” the signal from the N-th direction are then determined by the inversion of V. One ob-
tains a matrix A = V-1 that contains in its k-th column the respective weights to steer the nulls in 
the pattern to all directions Θm, m ≠ k. 

In a next step, consider a frequency f1 and its N-1 ambiguous frequencies within the system 
azimuth bandwidth N·PRF, that are separated by integer multiples of PRF (cf. (180)). Using the 
relation between angle Θ and Doppler frequency f of (181), the variable Θm in (179) can be re-
placed by the respective fm, yielding V(f) in (182). Then the matrix A(f) = V-1(f) contains in its k-
th column the respective weights to steer the nulls in the pattern to all ambiguous frequencies fm, 
m ≠ k, while recovering fk. Hence, calculating and applying A(f) for all f1 within the interval 
I1 = [-N·PRF/2, -(N-2)·PRF/2] and the respective ambiguous Doppler frequency sets in (180) 
allows for unambiguously recovering the original spectrum of bandwidth N·PRF. 
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Finally, the matrix V(f) shown above is compared to the system matrix H(f) derived in Chap-
ter 5. It is observed that under the assumed approximations V(f) is nearly identical to H(f). The 
only difference is the constant phase term relating the bi- and monostatic sample position, that is 
accounted for in H(f) while it is neglected in V(f). Hence the multi-channel reconstruction algo-
rithm can be regarded as an extension of the classical null-steering approach that also accounts 
for large receiver spacing. In the case of a single-platform system, the distances between the re-
ceiving apertures are small, and consequently the resulting phase differences are negligible. 
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E SNR in Multi- and Mono-Aperture Systems 

The present chapter gives some considerations on the SNR value that is obtained in different 
multi- and mono-aperture scenarios. 

Firstly, the average transmit power ptx,av is considered. It is defined by the applied PRFtx 
and the pulse length τ according to (183). As τ is determined by the inverse duty cycle which is 
assumed to be constant, ptx,av remains constant if the transmit antenna is the same. 

tx,av tx const.p PRF τ∝ ⋅ =  (183)  

Then, the power of the received samples in channel j is taken into account in order to de-
termine the SNR. The samples are given by the signals sj(t) and the respective additive noise 
components nj(t). Further, a lossless LNA, i.e. F = 1, is assumed for the moment as well as con-
stant receiver noise power pn,j independently of the channel, i.e.: 

( ) 2

n, nE :j jn t p p⎡ ⎤ = =⎢ ⎥⎣ ⎦
 (184)  

 
As a first system, a multi-channel configuration with exemplarily N = 2 channels is investi-

gated. Fig. 131 on the left shows the system, respective signal and noise components and the 
resulting samples in azimuth dimension x for two (or more) subsequent pulses. As can be ob-
served, the samples of the different channels are interleaved yielding a sampling rate of N·PRFtx. 
Note that the special case of uniform sampling is chosen as this represents the optimum scenario 
for the type of multi-channel systems which are primarily investigated in this work. If non-
uniform sampling occurs, a possible degradation of the SNR described by Φbf according to Sec-
tion 5.7 has to be included in the following considerations. For the optimum PRF, the SNR of a 
single sample is denoted by SNRel which is determined by the receiver noise power and the sig-
nal power transmitted and received by a single aperture. 

Compared to a mono-aperture system of same aperture dimensions and twice (in general N 
times) the PRFtx as in the first example, the same effective sampling on receive is obtained as 
shown in Fig. 131 on the right. Nevertheless, the SNR per sample is worsened by 3 dB (in gen-
eral 10·log(N) dB), as the received transmit pulses show only half (1/N-th) the power with re-
spect to the multi-channel example due to the reduced PRF. In other words, the gain of the multi-
channel system with respect to mono-aperture reception results from the decreased PRF on 
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transmit that entails increased transmit power per pulse. A second “equivalent” system could be 
given by the system of Fig. 131 on the right but operated with the same PRF as the multi-channel 
system. This means that the transmit power per pulse and consequently the SNR per sample is 
equal to the multi-channel case, but only half (1/N-th) of the samples are received per time. 

So, in any case, the energy gathered by the multi-channel system is increased by 
10·log(N) dB compared to the mono-aperture system. In simple words, this corresponds to the 
increased antenna length when combining the N sub-apertures. 
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Fig. 131. SNR of multi-channel system where samples are interleaved (left) and “equivalent” 
mono-aperture scenario, where the SNR per sample is worsened by 3 dB (right). 

 
Secondly, a multi-channel system is investigated, where the signals of the channels are 

summed as depicted in Fig. 132 on the left. In this case, the two digitized signals s1(t) and s2(t) 
are summed coherently resulting – in boresight – in twice the amplitude and consequently four 
times the signal power of a single channel.31 The noise components n1(t) and n2(t) add incoher-
ently yielding a noise power of twice the value of a single channel. Compared to the above sce-
nario in Fig. 131 on the left, only half the samples per time are obtained but with twice the SNR 
per sample. This means that – again considered for boresight – the SNR per time remains con-
stant. The respective equivalent mono-aperture system is shown on the right. It consists of a sin-
gle receive aperture with the same size as the complete receiving antenna in the multi-channel 
case. 

 

                                                                 
31Note that an analog interpretation of the summation would result in twice the signal power and con-
stant noise power and consequently yield a SNR improved by 3 dB. This means that the SNR remains 
constant, independently of a digital or analog summation. For the investigation of the noise figure in 
analog beamforming networks, refer to [99]. Furthermore, if not only the peak value in boresight is 
considered, additionally one has to take into account the narrowed antenna pattern due to the doubled 
antenna dimension compared to the scenario where the samples of each aperture are interleaved. 
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Fig. 132. SNR of a multi-channel system where samples are summed (left) and equivalent mono-
aperture system of same SNR (right). 

 
As a final remark, it should be noted that the effective sampling rate has to be considered 

when taking into account the focusing of the signals. Different sampling rates affect the noise 
power due to oversampling as well as the compression gain, i.e. the peak power obtained for 
point-like targets, which depends on the number of samples. 
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F SNR Scaling – Further Interpretations 

In Section 5.7 the impact of the multi-channel processing network on the SNR was discussed 
and (83) was derived which quantifies the scaling of the SNR induced by the applied processing 
algorithm. In order to complete this issue, two further ways of calculating the SNR scaling are 
presented subsequently. 

Eigenvalue Calculation 

As given in (42), the filter have a constant magnitude on the respective sub-bands Im, i.e. 
|Pjm(f)| = |Pjm|. This means that the necessity of calculating the mean value of |Pj(f)|2 is left out as 
it can be effectuated by summing the values of |Pjm| for all sub-bands, i.e.: 

( ) 2 2

1 1 1

E
N N N

j jm
j j m

P f P
= = =

⎡ ⎤ =⎢ ⎥⎣ ⎦∑ ∑∑  (185)  

From a matrix theoretical point of view, (185) corresponds to the Hilbert-Schmidt norm 
[100] of a matrix P0(f0) that is defined by specific values of P(f) that are selected according to 
(186), where the frequency f0 can be chosen arbitrarily from the interval [0, PRF]. 

( )
( ) ( ) ( )( )

( ) ( )( )

11 0 12 0 1 0

0

1 0 0

... 1

... ... ... ...
... ... 1

N

N NN

P f P f PRF P f N PRF

f
P f P f N PRF

⎡ ⎤+ + − ⋅
⎢ ⎥

= ⎢ ⎥
⎢ ⎥+ − ⋅⎢ ⎥⎣ ⎦

0P ; ( )0f ∈ N xN
0P ^  (186)  

Further, according to linear algebra [101], the Hilbert-Schmidt norm of P0(f0) is equal to the 
trace of the matrix P0(f0)·P0

H(f0), where superscript H indicates the conjugate transpose matrix. In 
a further step, that trace can be expressed by the sum of the eigenvalues λj(f0) of the matrix 
P0(f0)·P0

H(f0). This means that the scaling of the receiver noise power in the data as quantified by 
(83) can be equivalently expressed by the summed eigenvalues λj and one obtains an equal repre-
sentation of the SNR scaling factor given by (187). Note that for a given PRF the sum over all 
eigenvalues is independent of f0 and thus the SNR scaling factor Φbf is not frequency dependent. 

( )bf 0
1

N

j
j

N fΦ λ
=

= ⋅∑  (187)  
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Harmonic Functions 

In 2006, [80] has shown that for the considered system and the approximations proposed in 
[36] the scaling of the noise by the reconstruction network as given in (82) can be expressed ex-
plicitly by harmonic functions as follows in (188), where the sample positions of receivers p and 
q are described by their respective sample times tp and tq normalized by 1/PRF. Basically, the 
numerator gives the deviation of the samples from the optimum regular spaced positions given 
by 2π·n/N, while the denominator takes the mutual distances between the receivers into account. 
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Corrigenda 

This chapters summarizes corrections to DLR Forschungsbericht 2009-13, “Multi-Channel 
Azimuth Processing for High-Resolution Wide-Swath SAR Imaging”. It did not form part of the 
original Dissertation/Forschungsbericht. The dates when the respective corrections were added 
are indicated in the headings. 

5.6  Residual Reconstruction Error and Azimuth Ambiguities: 
AASRN (22 Apr 2013) 

Page 59, equation (69) 
Summation of ek(f) for all k>0 leads to the correct complex spectrum eΣ(f) for k>0. However, 

the factor of 2 in equation (69) is not the correct way to account for both signs of k. 
 
As an auxiliary step, in order to ensure a compact notation for the corrected (69), the nota-

tion of (68) is modified such that the full index range of m is considered. As a result, one obtains 
(C.68), which is not only valid for k>0, but for both signs of k. Note that the results of (68) and 
(C.68) are identical for k>0. 

𝑒𝑘(𝑓) = �𝑒𝑘,𝑗(𝑓)
𝑁

𝑗=1

= 𝑈𝑘(𝑓) ∙ ��𝐻𝑗𝑘(𝑓) ∙ 𝑃𝑗𝑚(𝑓)
𝑁

𝑗=1

𝑁

𝑚=1

         (C.68) 

With ek(f) as above, (69) should read: 

𝑒Σ(𝑓) = � 𝑒𝑘(𝑓)
∞

𝑘=−∞
𝑘≠0

= � �𝑈𝑘(𝑓) ∙ ��𝐻𝑗𝑘(𝑓) ∙ 𝑃𝑗𝑚(𝑓)
𝑁

𝑗=1

𝑁

𝑚=1

�
∞

𝑘=−∞
𝑘≠0

 (C.69) 

 
Notably, this does not affect the presented results in Chapters 7. 

  



C.2 Corrigenda 
 

8.7.2  Phase Center Adaptation (22 Apr 2013) 

Page 120, figure 90. 
Figures 89 and 90 were duplicated. 
 
Figure 90 should be as depicted below. 
 
 

 
Fig. 90. System with pre-processing network. Multiple use of certain elements yields mutually over-

lapping sub-apertures of increased length d1́ , but decreased phase center spacing d1. 
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Corrigenda C.3 
 

 
8.7.5 Residual Reconstruction Error and Azimuth Ambiguities: AASRN (22 Apr 2013) 

Page 125, equations (127) and (130) 
Equivalently to the corrections applicable to Chapter 5.6 (see first page of Corrigendum), the 

factor of two does not apply to the complex ambiguous spectrum, but to the power of it. Accord-
ingly, (127) should be modified to read as follows: 

𝑝a,c = 2 ∙ E ��𝐺 ∙�𝑒c,𝑘(𝑓)
∞

𝑘=1

�
2

� (C.127)  

Equivalently, pa,c, BD in (130) needs to be modified as follows: 

𝑝a,c,𝐵D = 2 ∙ E ��𝐺 ∙�𝑒c,𝑘,𝐵D(𝑓)
∞

𝑘=1

�
2

�  

  



C.4 Corrigenda 
 

9.4 Azimuth Ambiguities in Burst Mode Operation: AASRN,B 
(22 Apr 2013) 

Page 144, equation (148) 
Equivalently to the corrections applicable to Chapter 5.6, the factor of two is not appropriate 

to represent the complex ambiguous spectrum, and (148) needs to be modified, in order to ac-
count for both signs of k. 

𝑝a,𝐵s,𝑖 = E

⎣
⎢
⎢
⎡
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𝑁
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 (C.148)  
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