Optimal Frame Synchronization for Continuous and

Packet Data Transmission

Patrick Robertson

June 12, 1995



Contents

Introduction

1.1 Overview . . . . . o o e,

Improvements for Traditional Frame Synchronization

Problem Definition and State-of-the-Art
2.1 Frame Synchronization Model . . . . . . . .. .. ... L.

2.2 State-of-the-Art . . . . . .

Traditional Frame Synchronization - Derivation of Likelihood Functions
3.1 Short Introduction to Detection . . . . . . .. ... o oo

3.2 Likelihood Functions for Uncoded, Coherently Demodulated Frames Transmit-
ted over an AWGN Channel . . . . . . .. ... o o

3.2.1 The Optimal Likelihood Function . . . . ... ... ... ... .....

3.2.2  High Signal-to-Noise Ratio Approximation of the Optimal Likelihood

Function . . . . . . Lo
3.2.3 Correlation Rules . . . . . . . . . . .
3.2.4  Interpretation . . . . ... L Lo L o

3.3 Derivations for Differentially Encoded Phase Modulation and Differentially Co-

herent Detection . . . . . .. ..
3.4 Synchronizers [or Demodulation with Phase Ambiguity . . . . .. .. ... ..
3.4.1 Resolving the Phase Ambiguity . . . . .. .. .. ... ... ... ...

3.5 The Case where Data is Coded and the List Synchronizer . . . . . . . .. ...

10

12

15



V1

3.6 Synchronization of Terminated Convolutionally Encoded Sequences . . . . . . 30
3.6.1 The Likelihood Function . . . . .. .. .. .. ... ... ... .. 32
3.6.2 Simplifications of Likelihood Functions . . . . . .. .. .. .. ... .. 34

3.6.3 Synchronization of Terminated Trellis Encoded Sequences for Demod-

ulation with Phase Ambiguity . . . . . .. .. .. ... ... ... 35

3.6.4 Implementation of the High SNR Rule for BPSK . . ... .. .. ... 38

3.7 Synchronization in the Non-Frequency Selective Fading Channel . . . . . . .. 39
3.7.1 Likelihood Functions . . . . .. .. .. .. ... ... 41

4 Performance of Traditional Frame Synchronizers 44

4.1 Performance of the ML, High SNR and Correlation Rules for the Noiseless Case 44

4.2 Union Upper Bound on the Synchronization Failure Rate for the Correlation
and High SNR Rules . . . . . .. ..o o 45

4.2.1  Union Upper Bound on the Synchronization Failure Rate for the Soft
Correlation Rule and BPSK . . . . .. ... .. . o 0. 47

4.2.2  Numerical Upper Bound for the High SNR Rule and Coherent BPSK

Signalling . . . .. L L 55

4.2.3  Central Limit Theorem Approximation to the Upper Bound for the
High SNR Rule and Coherent BPSK Signalling . . . . ... ... ... 58
4.2.4  Union Bound for the Hard Correlation Rule and BPSK . . . . .. . .. 61
4.2.5  Phase Ambiguity . . . . . ... o 63
4.2.6  Extension to Other Modulation Formats . . . .. ... ... ... ... 65
4.3  Performance of the List Synchronizer . . . . . .. ... ... ... 66

4.3.1 Performance of ML, High SNR and Correlation Rules in a List Syn-

chronizer for the Noiseless Case . . . . . . . . . . . . . . . .. .. ... 67
4.4 Choice of Sync Words . . . . . . . .. oo 69
4.5 Monte Carlo Simulation Results . . . . . . . . . . . . . . ... ... ... 70

4.5.1 Uncoded Coherently Demodulated Frames Transmitted over an AWGN
Channel . . . . . o L o 71

4.5.2  Simulation of Synchronizers with Differential BPSK . . . ... .. ... 72

4.5.3  Variation of the Sync Word Length . . . . . . .. ... ... ... ... 72



Vil

4.5.4  Simulation of Synchronizers with Phase Ambiguity . . . .. ... ... T4
4.5.5 The List Synchronizer . . . . . . . . ... . T4
4.5.6  The Synchronizer using Trellis Termination. . . . . . . . ... .. ... 76
4.5.7 The Synchronizer for Non-Frequency Selective Fading . . . . . . . ... 79

5 Coded Frame Synchronization; Should the Sync Word be Added Before or

After Coding? 83
5.1 The Two System Structures . . . . . . . . .. ... ... 83
5.1.1  Advantages and Disadvantages of the Two Schemes . . . . . ... ... 85
5.2 The Interface Between the Decoder and the Frame Synchronizer . . . . . . . . 86
5.3 The Meta-Channel and its Use to Approximate the Synchronization Perfor-
mance of the DBF System . . . . ... .. .. 0 87
5.3.1  Use of Previous Simulations or Calculations of Frame Synchronization
Error . . . o L 87
5.3.2  The Signal-to-Noise Ratio of the Meta-Channel . . . . . . .. .. ... 87
5.3.3  Graphical Nllustration of the Procedure . . . . . . . .. ... ... ... 87
5.4 Node Synchronization . . . . . . . .. ... 89
55 Results . . . . . o o 90
5.6 Deterioration When Using the VA Instead of the SOVA . . . . ... ... ... 91
5.7 Improving the Decoding Performance of the DBF System . . . . . . ... ... 92
5.7.1  Decoding when the Trellis has Known Subsets of Transitions . . . . . . 93
5.8 Final Comparison . . . . . . . . . e 95
II Frame Synchronization for Preamble-less Packets 99
6 Packet Communications 100
6.1 Introduction . . . . . . . ... 100
6.1.1 The need for Packet Communication . . . .. .. ... .. .. ..... 100
6.1.2  Access Protocols . . . .. ... oo 100
6.1.3  Short Packets -Why and When are they Used? . . . . . .. .. .. ... 102
6.1.4 Packet Structures . . . . . . ..o 103

6.1.5 Packet Receiver Structures . . . . . . . . . .. . ... ... 103



Vill

7 Important Elements of Packet Receivers and Model of Packet in a Time-

Slot

7.1

7.2

7.3

105
Coding for Packet Communications . . . . . . . . . ... ... ... ...... 105
7.1.1 Block Coding . . . . . . . . . . 106
7.1.2 ARQ/FEC Schemes . . . ... .. .. ... .. .. ... 106
Processing of the Traditional Packet Structure - Packets with Preambles and
no Storage Prior to Decoding. . . . . . . . .. ..o 0oL 107
7.2.1  Frame Synchronization . . . . . . . ... ... o Lo 107
Preamble-less Packet Communication -a Modern Receiver Concept . . . . . . . 108
7.3.1 Problem Definition . . . . .. ... ... o 109
7.3.2  Algorithms for Timing and Carrier Synchronization . . . . .. .. ... 110
7.3.3  Frame Synchronization . . . . . . ... ... L Lo oo 114

8 Frame Synchronization of Packets in a Time-Slot - Derivation of Likelihood

Functions 115
8.1 The Likelihood Function . . . . . . .. .. . .. oo 115
8.2 Interpretation . . . . . .. L L 118

8.2.1 Geometric Interpretation (Coding Theory Approach) . . . .. ... .. 118
8.3 Simpler Likelihood Function . . . . .. .. .. .. o oo 119
8.4 Likelihood Function for DBPSK . . . . .. .. ... . oo 121
8.5 Implementation . . . . . . .. L L 122
8.6 Other Extensions . . . . . . . . . L 123
8.7 Sporadic, Preamble-Less Packets . . . . . .. .. .. . ... ... ... 124

9 Performance Evaluation of the Synchronizers for Packets in a Time-Slot 125

9.1

9.2

Random Data Limited Bound for the Soft Correlation Rule. . . . . . . . . .. 125

Union Upper Bounds for the Synchronization Failure Rate in the Case of Noise
and for BPSK . . . . . oo 126

9.2.1 Soft Correlation Rule . . . . . . . . . . . . . ... 127

9.2.2 Approximation for the High SNR Rule . . . . ... .. ... ... ... 128



1A

9.2.3 Extension for Demodulation of BPSK with Phase Ambiguity . . . . . . 130

9.3 Simulation Results . . . . .. ... oo 131
9.3.1 Coherent Demodulation . . .. .. ... ... ... .. ... ... ... 131

9.3.2 Resultsfor DBPSK . . .. .. ... . oo 134

9.4 Influence of Sync Word Choice . . . . . . . .. .. ... 135
9.5 Sync Word Design Using the Union Bound as an Optimization Criterion . . . 136
10 Design Aids and System Examples 140
10.1 Design Aids . . . . . o 140
10.2 System Examples . . . . . . .. 142
10.2.1 60 GHz Vehicle/Vehicle and Vehicle/Roadside Communication . . . . . 142

10.2.2 The INMARSAT-C Signalling Channel -Low Rate Ship to Satellite

Communication . . . . . . . . . o o 143

10.3 Remarks . . . . . . . 147
11 Conclusions 148
11.1 Major Achievements . . . . . . . . . .. L 148
11.2 Further Work . . . . . . . 151

A Notation and Symbols 152
A.1 Abbreviations . . . . . . . 152
A.2 Mathematical Notation . . . . . . . . . . . . . 153
A3 Symbols . . . 154

B Necessary Proofs 158
B.1 Proof for Derivation of Likelihood Function. . . . . . . . . . . .. .. .. ... 158
B.2 Proof of Random Data Limited Bound . . . . . . . . . . ... ... ... ... 159

B.2.1 Random Data Limited Bound for the ML, High SNR and Correlation
rules .o 159

B.2.2 Extension to the List Synchronizer . . . . .. .. ... .. .. ..... 161



C The PDF of the Partial Auto-Correlation of the Sync Word with Random

Data 162
D Necessary Means and Variances 163
D.1 Moments Needed for the Approximate Union Bound for the High SNR Rule
for the Traditional Frame Sync Problem . . . .. .. .. ... ... ... ... 163
D.I.1 Means . . . . . oL e e 163
D.1.2 Variances . . . . . . . .. e e 163
D.2 Moments Needed for the Approximate Union Bound for the High SNR Rule
for Packet Synchronization . . . . .. . ... 0o 164
D21 Means . . . . . .. 164
D.2.2 Variances . . . . . . Lo 164
E Tables of Binary Sync Words 165
F Approximate Union Bound for the high SNR rule for Packet Synchroniza-

tion for BPSK and Phase Ambiguity 167

G Tables of Parameters for Linear Approximation of the Sync Error Rate for

Packets

168

Bibliography 169



ircroaucuion 1

Chapter 1
Introduction

Frame synchronization is an essential component of all reliable digital communication systems,
from high data rate computer links to satellite and deep space communications. Essentially,
it can be formulated as the task of knowing where frames or packets of information begin,
in other words the correct association at the receiver of the received symbols to blocks such
as words, bytes or data-frames. For this reason, frame synchronization is often referred to as
word, burst or packet synchronization. It is of little use to the information sink in a commu-
nicalions system il this association is even one symbol off; thereflore, [rame synchronization
is very much a ‘hit or miss’ problem. Tasks falling into the category ‘Frame synchronization’
may be necessary at various levels in a data transmission system, depending on the organi-
zation of the transmitted data, see for example Fig. 1.1. On the other hand, some packet
transmission schemes may only require one such stage, this being the determination of the
location of the packet in a time-slot, see Fig. 1.2, for example. There is an inherent danger of
confusion that results from the widespread use of such a generic term as frame synchroniza-
tion; and since this work will treat both frame synchronization of data frames and packets,
we shall refer to the former as the traditional frame synchronization problem and the

latter as the frame synchronization problem for packets.

Over the last decades, a number of different measures have been introduced that allow a
receiver to accomplish frame synchronization. These usually include both special measures at
the transmitter, as well as a dedicated algorithm at the receiver. Such measures include the
use of block-codes that can detect small shifts of the detected bits [CS88], or the very popular
marker concept introduced by Barker [Bar53]. In the case of the latter we differentiate
between the ‘maximization” and ‘threshold’ techniques (see chapter 2). Optimal -in the sense
of minimizing the synchronization failure probability- is the former, since it can be derived
using the MAP (Maximum A-Posteriori) principle, based on a well defined problem definition
[Mas72]. The models defining the problem have the advantages of simplicity and universality:
we shall introduce the first one shortly. Based on these models we will derive optimal and

close-to-optimal frame synchronization techniques and analyze their performance. It is in the
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Figure 1.1: Example of three different hierarchies in a digital transmission system
that require some kind of frame synchronization. Shown are word, sub-frame and frame
boundaries that might all require independent synchronization, although knowledge of

frame synchronization might itmply knowledge of sub-frame and word synchronization.

packet

TDMA, slotted ALOHA systems

‘ sporadic transmission of packets

2

Figure 1.2: Packet frame synchronization. Packets may either lie within time-slots,

or arrive sporadically. In both cases reliable detection of the packet start is required at
the receiver.

spirit of Massey’s pioneering work on frame synchronization [Mas72], that we shall proceed.

1.1 Overview

This work is organized into two parts. In the first we shall address the traditional frame
synchronization problem, in the second frame synchronization for packets without preambles.
We have chosen this order for several reasons. Firstly, the former is historically the older and
more thoroughly covered by previous research, secondly the techniques developed in Part 1

can be extended to the more demanding frame synchronization task for packets.
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In Part I, ‘Traditional Frame Synchronization’, we shall proceed as follows:

Chapter 2: After introducing the traditional frame synchronization problem based on the
marker concept and maximization, we shall give an overview of the literature on this
topic, available prior to the commencement ol this work. This shall lay {he [oundations

for the derivation of likelihood functions and performance analysis.

Chapter 3: The kernel of an optimal frame synchronization technique is the knowledge of
the most suitable likelihood function that must{ be evaluated by the receiver [or each
possible frame starting position. These can be derived systematically for different chan-
nels, modulation formats and data encoding techniques based on the MAP principle,
hence the synchronizers are optimal in the MAP sense (and minimize the synchroniza-
tion failure probability). The MAP principle is used in many parameter estimation
and detection problems where an observer has to make a decision on the (unknown)
value(s) of a parameter(s) based on perturbed observations (direct or indirect) of the
parameter(s). In many cases, this decision process can be reduced to the evaluation
of a likelihood function for each possible value of the parameter(s), followed by maxi-
mum selection. We shall begin by re-deriving the likelihood function for phase coherent
detection of linear modulation (QAM and PSK), and present suboptimal likelihood
functions, in particular the virtually optimal high signal-to-noise ratio approximations.
By suboptimal we mean likelihood functions which can be seen as simplifications of, or
approximations to the optimal (in the MAP sense) likelihood function. This principle
will be extended to demodulation with phase ambiguity and differential demodulation
of binary phase shift keying (DBPSK). Subsequently, we shall address coded data in-
stead of independent data comprising the frames, and introduce the list synchronizer
and the synchronizer using trellis termination information. Finally, we shall show that
if channel state information is available to a synchronizer in a receiver confronted with
communications over a time-varying, frequency non-selective fading channel, then this

can also be used in the optimal and close-to optimal likelihood function.

Chapter 4: One reason why Massey’s optimal synchronizer has enjoyed relatively little prac-
tical use, is that hitherto, its performance analysis was limited to simulations. Only the
grossly suboptimal correlation rule has yielded to an analysis so far -in the form of a
union upper bound on the synchronization failure rate [LT87| of one synchronization at-
tempt. After presenting an expression for the synchronization rate in the noiseless case
[Nie73] we shall re-derive the union bound for the correlation rule in a Gaussian channel
and later extend it to the high signal-to-noise ratio approximation of the optimal syn-
chronizer. Subsequently, we shall investigate the performance of the list synchronizer
(as far as possible) and after a brief section on the choice of suitable synchronization

words (markers) we confirm our analysis by simulations. The latter will also be our tool
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to demonstrate the benefits of the more complex synchronizers that evade analytical

description.

Chapter 5: We have already hinted at several points of interaction between coding and
frame synchronization. However, the important question of whether to encode the
synchronization word or not, has never been fully examined. We shall present a simple
model to describe the two competing approaches (encode the synchronization word or
not), and use it to provide a very simple tool to estimate the performance difference.
The conclusion is that under certain circumstances, encoding the synchronization word

may be beneficial.

Part II, ‘Frame Synchronization for Preamble-less Packets’, is somewhat more concise and

presumes knowledge from Part 1.

Chapter 6: This will give an introduction to packet communications in general, and more
specifically to some applications of short packets transmitted over noisy and/or fluctuat-
ing radio channels that are particularly demanding as far as synchronization (including

frame synchronization) are concerned.

Chapter 7: Here the foundations for the rest of the work will be laid. Two different packet
receiver ‘philosophies” will be compared, one being the more traditional approach, es-
sentially treating packets as short ‘long data sequences’, requiring a preamble to achieve
carrier and symbol timing recovery. The other, more recently proposed and developed,
is the often called ‘preamble-less’ concept: the packet is first sampled, then stored and
processed. The latter approach allows a host of ‘holistic” processing techniques to be
employed, such as FF'T' carrier recovery and one shot timing synchronization (for the
latter we will present simulations confirming the suitability of the digital square and
filter algorithm). Finally, we will describe a very simple model of a preamble-less packet

within a time-slot for which we will develop the optimal synchronizers.

Chapter 8: In analogy to Part I, some optimal and close-to-optimal likelihood functions for
the just presented model will be derived. They include coherent detection of linear
modulation schemes (QAM and PSK) and DBPSK. Furthermore, these synchronizers
can, in addition, be used as an indication of whether a packet had been sent or not.
Finally, a simple realization possibility of such synchronizers is presented, making use

of a recursive (and hence easily computable) definition of the likelihood function.

Chapter 9: Again we follow the structure of Part I and indulge in analytical performance
evaluation. We shall limit our analysis to BPSK for reasons of complexity. Using our
newly developed union bounds as an optimization criterion, we employ computer search
to find new binary synchronization words suitable for packet frame synchronization.

Simulation results will also form a major part of the chapter.
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Chapter 10: A simple design formula based on simulations and analysis is given, which
allows the length of the synchronization word to be chosen, given the signal-to-noise
ratio and the required synchronization performance. Finally, two system examples -
both for packet communications over severe channels- are taken to demonstrate the

effectiveness of the newly derived algorithms.

Chapter 11: The main achievements will be summarized, followed by a list of further pos-

sible work and open questions on the topic, that are seen to be potentially fruitful.
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Improvements for Traditional Frame
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Chapter 2

Problem Definition and
State-of-the-Art

In this and the following chapters we will look into detail at the traditional frame synchro-
nization problem as formulated in [Bar53] [Mas72] [Sch80], for example. Frame synchro-
nization is defined as determining the start of each frame of data in a stream of continuously
transmitted frames. It can, but need not, be achieved by inserting a known synchronization
word or sequence -from now on: sync word, sometimes abbreviated SW- into the data to
be transmitted. This technique is referred to as the marker concept, and we shall focus

exclusively on it.

The receiver has two options to search for the sync word. The first is to perform a ‘sliding’
evaluation over discrete time g, of a likelihood function L(x) (or an approximation to the
likelihood function, e.g. correlation with the sync word) and to compare the obtained value
with a threshold. If it is exceeded, then that position is declared to be the start of the
sync word (Fig. 2.1 a). The other method, which yields a lower synchronization failure
rate because it can be designed to be optimal in the sense of minimizing the probability of
incorrect synchronization, is to examine a sub-sequence of symbols that is as long as one
frame and which will thus include the boundary between two frames, then to select that
position in time g that maximizes the likelihood function -we shall call this technique the
marker concept with maximum selection. It is illustrated in Fig. 2.1 b and Fig. 2.2.
The underlying problem is a typical example of a parameter detection problem where the
unknown parameter is the frame starting position (see Section 3.1 for a brief introduction to

detection theory).

We will treat only the latter approach in this work since it is more closely related to the ‘one
shot” synchronization philosophy for packet reception which we will come to later and because
detection theory allows this optimal synchronizer to be derived systematically using the MAP

principle [Mas72].
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a) Evaluation of a likelihood function with threshold test:

T
{ | | ) Data

: #i }
Sync
SW ///J//’
likelihood opt,

*
functon |7 1,,,, threshold

- 1 "
] =

b) Evaluation of a likelihood function with maximum search:

length of a frame

likelihood \\\\/A\\‘

function
H) L

Figure 2.1: Two principle methods of performing frame synchronization. Method a)
relies on the comparison of a likelthood function with an optimized threshold and is
simpler to tmplement than method b) which performs a mazimum selection over an
interval of the length of one frame, but which results in a lower synchronization failure

rate and can be derived from first principles.

In practice, the receiver may make its final decision for frame alignment based on one such
observation and search, or it may extend the search over several frames [Mas72], finally
making, for example, a majority decision [L'187] or by employing more elaborate techniques
(describable through state diagrams) [KL84| [JAS85]. In either case, it is possible to restrict
the analysis to the case where the receiver observes one sub-sequence of the length of a frame,
by first defining the frame structure and channel model (this chapter), then deriving optimal
and suboptimal likelihood functions to be evaluated by the receiver (chapter 3). Before we will
outline previous work in the area of frame synchronization, we shall present the underlying
frame structure based on the use of the marker concept and formulate the task of frame

synchronization precisely.
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2.1 Frame Synchronization Model

In the following, we will define the frame structure and transmitter/ receiver model up to,
but not including, the frame synchronizer for the case of an AWGN channel, random data
and coherent demodulation with perfect symbol timing. Later deviations from this simple

model will be explained where they become necessary.

iodi ?
Periodic frame structure L
position of frame boundary 1
sync word
(L symbols)  frame (N symbols)
S |S ‘ |
0| L1 ! |
I ~ ‘ b
N dt | random data (N-L symbols) d;_l i
e ! i
‘ \
3 N |
| |
| |
transmitted X X
X symbols 0 N-1
| |
| + |
noise n n
n 0 N-1
| |
‘ \
L acts \
J ‘ece'\\,e‘ e‘l\“ac _ i
O = |
| |
i received
symbols y0 yN-l

Figure 2.2: The model for traditional frame synchronization. The receiver extracts
-at random- a sequence of symbols of length N; ¥ = (Yo, Y1,..., yn—1) from the data
stream. ¢ is the realization of the random variable ¥ (see text). The receiver has mo
knowledge of the transmitted scquence corresponding to the cxtracted scquence T or
the noise sequence ©. The goal of the synchronizer is to determine the frame starting
position fi. Known to the receiver is the sync word S = (S0, 51, ..., Sp—1) comprising

the start of each frame.
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e We have used an equivalent complex baseband model to describe the channel and mod-
ulation/demodulation, hence the transmitted and received symbols of all linear quadra-
ture modulation schemes such as QAM and PSK, can be represented by complex num-
bers [Pro89].

e Consider the situation depicted in Fig. 2.2: Frames have a known synchronization

word inserted at the beginning of each frame.
e The length of each frame is N symbols, and the underlying frame structure is periodic!.
e The first L symbols are the known sync word S = (S0, 51505 S121)-

e The remaining N — L symbols are data, and are chosen randomly and independently
from the M-ary symbol set {W,;,1 < j < M}. We define the average symbol energy,

B, as B = ||VV]||2 assuming equally likely symbols.

M=

L
M =

e These constitute the frame data sequence dF the actual realization of which in any

particular [rame is the sequence dF = (d¥, dfﬂ, e dN ).

e The sync word is assumed to be chosen from the same symbol set {W,}; although a

choice from a sub-set is often used for practical reasons.

e The transmitted symbols (data and sync word) are disturbed by additive white Gaus-
sian noise: the real and imaginary components of the noise vectors are i.i.d. with zero
mean and variance Ny/2, where Ny is the one-sided power spectral density. The signal-

to-noise ratio is defined as F/Ng.

e The receiver extracts an N-long, perfectly demodulated sequence of symbols ¥ -at ran-
dom from the data stream- on which it will operate. The index of the symbol in the

frame corresponding to yq is the true frame starting position .

e y is a random variable, since it depends on the random data, random noise and random

ft. Let the actual value of ¥ in any one synchronization attempt be the sequence § =

(Yo,Y1y .- yn—1). In our model, ¥ is constructed as follows: the transmitted sequence
of symbols corresponding to the sequence i shall be called ¥ = (g, x1,...,xy_1), it is
added to the noise sequence 7 = (ng, n1,...,ny—1) to yield the sequence § with:

Y, = T; + n;. (2.1)

e We also define {the observation data sequence a, the actual realization ol which in
any particular observation is the sequence d = (dp,dry1y -y dn_1)
= (:L'(HL)mOdN, ey x(ﬂ-}—N—l)modN)- The observation data sequence is the concatenation

of two partial frame data sequences, unless g = 0 (in which case d= d_ﬁ.)

Lthis does not mean that the data is the same from frame to frame.
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e Our synchronizer must generate an estimate of i: i € {0,1,..., N — 1}; synchroniza-
tion is defined as being correct when i = [i. The estimate shall be based on
the evaluation of a likelihood function L(yx) (derived from the MAP principle) for all
possible p € {0,1,..., N — 1}. We shall choose that ji that maximizes the likelihood

function.

2.2 State-of-the-Art

We shall now briefly outline important previous work on optimal and close-to optimal frame
synchronization that has been carried out prior to the commencement of this work (1990). In
Barker’s pioneering work dating back to 1953 [Bar53], frame synchronization for the binary
symmetric channel was proposed using the marker (or sync word) concept. Henceforth, this
principle has been widely applied to a variety of situations. Several decades later, Stiffler
recognized that the approach -at the receiver side- proposed by Barker (correlation of the
data stream with the sync word) was not optimal, the random data part of the frame should
somehow be used in the optimal synchronization rule; he concluded, however, that the analysis
would be too involved [StiT1].

The breakthrough for optimal frame synchronization came in 1972 [Mas72]. Massey presented
a relatively simple derivation of the optimal frame synchronizer for binary modulation for the
frame structure and receiver model we have introduced in the previous section. Massey

concluded that there exist three frame synchronizers of interest:

1. The optimal synchronizer (in the Maximum Likelihood sense).
2. A high signal-to-noise ratio approximation to 1.

3. A low signal-to-noise ratio approximation to 1.

We already have the formalism to express these three synchronizers. We would like to present
them at this stage, and the reader is referred to section 3.2, for details on their derivation.
Following the same order as above, our frame synchronizers should generate the value fi of u

in (0,1,..., N — 1), which maximizes the following likelihood functions:
L-1 N L=l _
1. L(p) = ;} Yigp S — F 20 In cosh(2v/ Esyiy,./No).
-1 -1
2. LH(N) = Z:u Yitu = Si — EU |?/i+u|'

L1 T
3. Lp(p) = ;) Yitu Si—1/No - Z% Yitu -
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The commonalities and differences are as follows; all three synchronizers share the first term
in common, it is called the correlation term because the sync word is correlated with
the received data stream. The optimal synchronizer modifies, or augments this correlation
component by a correction term, which has its origin in the random data part of the frame.
It is a non-linear function of each received symbol, summed over the length of the sync word.
For an interpretation of the correction term, see Fig. 3.1 in section 3.2.4. For high signal-to-
noise ratios the values of y;/ Ny will generally be high, as y; = x; 4+ n;. The high signal-to-noise
ratio approximation to the optimal synchronizer approximates the individual correction term
by the absolute value of each symbol, whereas the low SNR synchronizer uses a true energy
correction. The solt correlation rule, hitherto often thought optimal [Mas72], comprises just

the first (correlation) term.

Simulations by Nielsen [Nie73] showed that only the first two rules above were of technical
relevance; in fact, an astounding observation was that the high SNR rule that was designed
for high SNR, performed well at low SNR also. ‘Being optimistic” about the channel proved
not to be a disadvantage at lower SNR [Mas93b]. The high SNR rules have become the
synchronizers of practical interest throughout previous work and the work presented here.
Nielsen was also the first to provide an analysis for the frame synchronization rate of the
frame synchronizer using the maximization technique for a noise-less channel, he named his
upper bound on the correct synchronization probability PRpy,, RDL stands for Random
Data Limited; it takes into account the possibility of the sync word occurring in the data
itself.

In a tutorial paper on the topic, Scholtz reviewed the literature up to 1980 [Sch80], but
focussed mainly on the threshold algorithm. He gave some analytical expressions for the
synchronization failure rate for this technique with a binary symmetric channel (BSC). Bi, in
1983, heuristically applied Massey’s ‘optimal’ synchronizer to the threshold technique (instead
of correlation) for Gaussian channels [Bi83]. It outperformed both the soft and hard correla-
tion rules, and interestingly, Bi was the first to indicate that soft correlation was inferior (at
high SNR) to hard correlation. He also applied the central limit theorem to approximate the

performance of the threshold algorithm, although the method presented is cumbersome.

Lui and Tan derived optimal synchronization rules for various optical modulation schemes
(OOK, PPM), and extended the random data limited bound PRy, to higher order signaling
formats [L.T86]. One year later they extended Massey’s work to coherent and non-coherent
phase, M-ary signaling (in other words including PSK, QAM, FSK and PPM) [LT87]. For the
correlation rule they derived a union lower bound on the synchronization rate but concluded

that the optimal rule or high SNR approximation did not yield to analysis.

A lot of work has been done in the field of sync word choice, both for binary and polyphase
modulation, for example [Bar53] [Sch80] [T'S61] [GS65] [ZG90]. We have very briefly reviewed

some of the more important work in section 4.4. Put very briefly, one has searched for sync
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words that minimize some function of the synchronization failure rate -usually by simple
brute-force search. Essentially, this boils down to evaluating the partial auto-correlation

function of the sync word, and finding those sequences with minimal partial auto-correlation.

There have also been some approaches for joint coding and frame synchronization. Chang
and Sollenberger used cyclic block codes to correct small frame timing inaccuracies in TDMA
systems [CS88]. However, such approaches are unsuitable if the time shifts are larger (e.g.
acquisition) or when the SNR is very low so that channel errors occur (they used an error
detection code). The question of whether to encode the sync word or not (and in the former
case to search for it in the decoded data), has not been analyzed in depth. One systems is
known where the sync word is in fact encoded, this is the NASA deep space standard [Con87],
although this decision has been criticized by Paaske in [Paa90], on the grounds that optimal
synchronization could only be achieved with the rules developed by Massey, since they require
soft decisions. We shall address just this problem in chapter 5, in particular motivated by the
recent availability of soft decisions at the decoder output, [HH89] [HR90].

It is the philosophy of optimal frame synchronization promulgated by Massey, Nielsen and
[Lui and Tan that is the main motivation for this work, and shall be the subject of Part I for
the traditional frame synchronization problem. In Part II we shall address the problem of
optimal frame synchronization for preamble-less packets and, for a review of the literature on

this topic the reader is referred to chapter 7.
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Chapter 3

Traditional Frame Synchronization -

Derivation of Likelihood Functions

In the previous chapter we introduced the frame model and defined the problem to be solved.
We will now derive the optimal synchronization strategy for several modulation schemes and
data structures and also for the non-frequency selective fading channel. The underlying prin-
ciple of these synchronizers is to evaluate a so-called likelihood function for each possible
starting position of the sync word [Mas72]. The likelihood function is a measure for the prob-
ability that the true starting position of the sync word was at the corresponding position in
the observation sequence. It can be derived in a systematic manner and can be approximated

by simpler to evaluate sub-optimal likelihood functions.

Unfortunately, the correlation rule (using soft or hard decisions) is still widely implemented in
situations where the optimal rule and simplifications thereof could provide improvement. This
is, perhaps, due to the fact that although the signal-to-noise ratio gain over the correlation
rule(s) amounts to several dB, the number of sync word symbols that can be saved is not that
large. However, in systems where the sync word has been fixed in length, but synchronization
performance is poor, the benefits of using the optimal or nearly optimal synchronizer can be
significant. Furthermore, the ‘soft’ correlation rule can perform catastrophically under certain
circumstances and we will later arrive at the interesting result that the ‘hard’ correlation rule
actually outperforms the soft correlation rule contrary to widespread belief [Sch80] (this has
hitherto only been pointed out in [Bi83]). One must also not forget that for terrestrial
scenarios, bandwidth restrictions are becoming just as tight an issue as power constraints,
well known from satellite communications, imposing strong bounds on the redundancy that
system designers can spend on overhead such as the sync word. We will present synchronizers
that if compared to the correlation rules show such an improvement that hopefully engineering

practice will implement them.

Although we will later focus on synchronization of packets (Part II), the similarity of the two

frame sync tasks is so great that a deeper understanding of the well-known traditional frame
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sync problem will help us. For this reason, we will briefly mention some of the differences

between the two tasks at appropriate places, already in this chapter.

3.1 Short Introduction to Detection

Since this work is based on the derivation of synchronizers derived from the MAP principle,
we shall briefly introduce the concepts detection, estimation, Maximum A-Posteriori
and Maximum Likelihood detection. The problem of detection has been addressed first
by Bayes well over two centuries ago [Bay64] and the reader is relerred to [Tre68] [or a detailed

coverage of the wide topic.

Stated briefly in words, detection can be viewed as the task of deciding on the cause of
an output that is random in character, based on the observation of this output -for instance
the ‘cause’ can be a binary symbol transmitted over a channel, resulting in an observation
after the channel. The detection may be binary (two possible causes) or N-ary, (/N possible
causes). In contrast, estimation requires the estimation of the value of a parameter that has
influenced our -random- observation. The latter problem might be seen as the continuous
extension of the former. Frame synchronization. discrete in nature, falls into the detection
category, although we will sometimes use the word ‘estimate’ when referring to the discrete

decision outcome, for linguistic reasons.

Estimation and detection theory are based on the concept of risk or cost minimization, the
idea being that false decisions (or estimates deviating from the true value of the parameter)
incur risks or costs. The goal is now to reduce the average risk, and the so-called Bayes test
in a detection problem is a decision rule that minimizes the average risk. Because of its ‘hit or
miss’ nature, frame synchronization can be treated as a uniform cost problem, which simply
means that the cost of a false decision (frame synchronization failure) is the same regardless of
the nature of the false decision. In this case, the detection problem can be called Maximum

A-Posteriori detection (MAP detection), see [Tre68], page 5H7.

Let us formalize this at this stage, and present a one-dimensional detection problem where
we have to decide on a discrete cause A. Our decision will be based on the observation (one
or multi-dimensional) r which is a realization of a random variable (or vector) r. The MAP

rule can be written as:

e Select that A, that maximizes:

Pr{A=Alr=r)}. (3.1)
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In words, we should find the maximum of the probability of A given that we observed r.

Using the mixed Bayes rule [WJ65], we can write,

Pr{A = A}

PT{A =Alr=r} = fr(r|A =A)- RO

(3.2)
and ignoring the term f;(r) which will not affect our detection outcome, the MAP rule can

be rewritten as

o Select that A, that maximizes:
fe(r|A = A)- Pr{A = A}. (3.3)

Now Pr{/l = A} is the a-priori probability of the event A = A. This a-priori knowledge
affects our decision as well; not only the observation r. If all non-zero values of Pr{A = A}
are identical for all A, then the MAP rule is identical to the Maximum Likelihood rule
(ML):

o Select that A, that maximizes:
fr(r|A = A). (3.4)

Often, we are not able to directly express this PDF because some other unknown event(s)
that are present in our model will also influence the observation r. For example, we might
only be able to determine the PDF

fe(rlA=A,B = B), (3.5)

for all possible B. If we are interested in B as well, then our search will become a two-
dimensional one (over A and B). If, on the other hand, we are not interested in detecting B
at all, and A and B are statistically independent, one can simply integrate (or sum) over all

possible B, yielding

fe(rlA=A)=>" fi(rl]A= A,B = B)- Pr{B = B}. (3.6)

VB
In a technical environment we are often only interested in the outcome of the maximization
process, so it need not be necessary to maximize over the PDFs themselves, but instead over
a strictly monotone increasing function of the PDF. For example, it is possible to take the
logarithm of the PDF; the resulting function of A is often referred to as a log-likelihood

function. We shall adopt the simple notation of calling any monotone increasing function of
the PDF a likelihood function, and it shall be denoted by L(A). Here and in the future we
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explicitly assume the dependence of L(A) on r. Since we will also encounter approximations
to a true likelihood function (approximations in the sense that they are no longer strictly
monotone increasing functions of the PDF'), we shall use indices with L(A) to denote this
fact. However, we have also yielded to the popular temptation of calling them likelihood
functions, despite the fact that they are only approximations to the true likelihood function.

Let us now address the frame synchronization problem.

3.2 Likelihood Functions for Uncoded, Coherently
Demodulated Frames Transmitted over an AWGN
Channel

3.2.1 The Optimal Likelihood Function

We shall now replace A by the true [rame starting position fi, and the observation r by the
observation vector . The MAP approach requires that a frame synchronizer must choose fi

as that p that maximizes the conditional probability [MasT72]

Prip = ply = y}.

Remember that ¥ is an N dimensional random vector, the realization of which is ¢, where
Y, = x; + n;. Assuming that all g are equally likely, this corresponds to the Maximum
Likelihood (ML) rule where we maximize fg(y|u). Clearly we can expand this PDF and

write,
fe(fln) = ny flp, d) - Prid}. (3.7)

Splitting this into two individual products, we obtain

. 1 L=t —||y,+ﬂ Sill 5 N=b leig=dili? )
fy(lp) = ~1le ZPr{d} H O (3:8)
(ﬂ'No) i=0

where ||z|| is the Fuclidean norm of x, because the noise samples are Gaussian distributed
and i.i.d. The sync word symbols are 5;, the observation data symbols are d;. The first
sum takes into account the Euclidean distance between the sync word and the portion of the
sequence i where is is expected to occur, had i been equal to u; the second takes into account
the distance between any observation data sequence d and the corresponding symbols in 7.
Note that addition of indices is modulo N because of the periodic frame structure. Since

we wish to maximize this conditional probability over u, we can equivalently maximize a
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likelihood function that must be a strictly monotone increasing function of fy(y|pu). Leaving

out irrelevant factors and by making use of the periodic frame structure we obtain

Hd II

HeNo ZPr{d} ] At (3.9)

=1

in which (,) denotes the inner product: (a,b) = Re{a}Re{b} + Im{a}Im{b}. In appendix B
it has been shown that

N-1 5 [, o qal? NlML“WJ_W_”Q
H em[@”“’d‘)_@] — H Z No |:‘/+ W> zJ :|7 (310)

v 4 =0

where W; are the elements ol the M-ary symbol set. At this stage we make an important
assumption: the data sequences are all equally likely, so we can pull the a-priori probability
of d, Pr{d}, in front of the sum Y. This allows us to divide L (z) in (3.9) by the sum (3.10)

v d
and arrive at the likelihood function (ML rule in [LT87]):

(1w 112
= |:1/v+u W]>_

L—1 NO L—1 M % ]
= (Yt S —;Zane (3.11)
i=0 i=0  j=1

For binary signalling where W; = £/ F; and S; € {£\/F,}, this reduces to Massey’s result:

L-1 L-1
N, .
L(p) = Z Yigp = S — 70 Z In cosh(2v/Esyiy,/No). (3.12)

The receiver will make the best choice for i by choosing that p that maximizes
the likelihood function (3.11). Evaluation of just the first term in (3.11) corresponds to
the soft correlation rule. The second term is a ‘correction term’ [Mas72] that actually takes
into account the random data following the sync word, although the data portion of i is not
explicitly used to evaluate (3.11) for one p, this is due to the division of Lq(g) by (3.10). In

the sequel we will gain insights into the meaning and significance of this correction term.

3.2.2 High Signal-to-Noise Ratio Approximation of the Optimal
Likelihood Function

Evaluation of (3.11) requires knowledge of Ny (implying estimation of the signal-to-noise
ratio of the received signal) and needs either many complex arithmetic operations or a digital
memory that stores pre-calculated values for the correction term for, perhaps, 16 possible

values of y;, and this for several Ny. However, a useful approximation to (3.11) can be
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derived for high SNR that needs no value for Ny. In [LT87] an approximation to the ML rule

is given by

L-1 W- 2
Lp(p) = Z (<yi+u75i - W)+ | ZJH ) , (3.13)

where j is that j which maximizes (y;y,., W;) — H_V‘;ﬁ This can easily be explained by
inspecting the correction term of the optimal likelihood function (3.11): the second sum will
be dominated by one value of j, here denoted by j. The correction term we encountered in the
optimal likelihood functions (3.11) and (3.12) is still there, now it is simply the subtraction of
W- in the inner-product term. For PSK signalling, all values |W;||* are equal to the symbol
energy F and the term can be omitted. For BPSK in particular we obtain the very simple

result

L—-1
L) = 3 (vovn - S5 =/ Eelwiral ) (3.14)
=0

previously given by Massey in [Mas72].

3.2.3 Correlation Rules

The correlation rule is defined as just the first term of (3.11):

L-1

Le(p) = Y (Yivus Si)- (3.15)

+=0

The correlation rule is ‘soft” or ‘hard” depending on the quantization of the y;. Assuming no
quantization we are dealing with the soft correlation rule, hard decision at the demodulator

output yields the hard correlation rule.

3.2.4 Interpretation

Although we will treat the benefit of using the ML rule (or the high SNR approximation)
over the correlation rules in more detail in the next chapter, we would still like to provide
the reader with at least an intuitive reason or an example for why and when the ML rule

outperforms the soft correlation rule.

Consider the case depicted in Fig. 3.1. The value of the correlation term at any position u
is determined by the similarity of the data sub-sequence of length L beginning at g with the
real sync word and the noise samples affecting those symbols. In our example, the first graph

shows the value of the soft correlation; the noise was such that the energy at the receiver (and
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hence correlation term) of the sync word (starting at 1) was low. On the other hand, a part
of the frame data sequence of the frame starting at p’, differed from the true sync word in
only one symbol, but the noise made the correlation higher because the energy of the received
sub-sequence was higher. The soft correlation term would lead to synchronization failure
here, but the optimal likelihood function would take account of the energy of the symbols
and result in correct synchronization. The hard correlation rule’s performance actually lies

in between the soft correlation and optimal rules, as we will see later.

3.3 Derivations for Differentially Encoded Phase
Modulation and Differentially Coherent Detection

So far, a very important modulation and demodulation technique has not been investigated as
far as optimal frame synchronization is concerned: differentially coherent phase modulation
[Pro89] [LS73]. Information is not represented by the phase of each symbol, but by the phase
difference between two successive symbols. For example, in binary differentially encoded PSK
(often abbreviated DBPSK or 2DPSK), a 1 might be represented by a phase transition of
180°; and no phase change implying a —1 having been transmitted. The receiver can now
demodulate a successive stream of symbols coherently, the differential encoding making a
systematic 180° phase ambiguity on the demodulated symbols without effect. Alternatively,
decisions on the transmitted phase difference and hence information are made directly by
observing two successive symbols, then subtracting their phases to estimate the corresponding
information symbol. In the latter case no phase coherent demodulation is necessary, even a
small frequency offset between receiver and transmitter oscillators can be tolerated. The
advantages of not requiring a separate phase synchronizer has made DPSK a very attractive
scheme in a wide number of applications, especially when phase synchronization is difficult,
e.g. packet communication or on mobile channels [SD87] [Neu89] [WRL*91].

Differential encoding (sometimes called differential modulation) can be defined as follows: the

transmitted sequence corresponding to the N-long sequence extracted by the receiver is £,

where!

D
L

P, xi/\/E,. (3.16)

Hence we have differentially encoded the sync word symbols and also the observation data

symbols. Now, at the receiver side, we receive 7” = (y&,...,yX_,) where
y; =l +ni (3.17)

IThe division through +/E, is necessary in order to ensure that the dimension of xP is always

v/dim(Energy).
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Figure 3.1: Interpretation of the ML and correlation rules. We compare two ‘com-
peting’ frame starting positions, [t (real start of sync word) and w (beginning of data
sub-sequence similar to sync word). The soft correlation terms (top graph) are affected
by noise so that g’ has a higher value than ji, because the energy of some of the L
received symbols following ¢’ was higher than those following . The soft correlation
term augmented by the correction term (third graph) leads to the ML rule (last graph).
Interestingly, the hard correlation rule is on average worse than the ML rule (or high

SNR approzimation) but outperforms the soft correlation rule at high SNR.

We now need to modify our definition of i, our decision vector. As before, the synchronizer
will operate only on this sequence. The choice for the calculation of 3 must be such that

one is able to determine it without the need of phase synchronization. The decision variable
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normally chosen for binary DPSK is:

yi = 2Re{y! (v2,)"}, (3.18)

()" denotes the complex conjugate). In the sequel, it is important to bear this modification
of the definition of % in mind. It is clear that an identical phase error affecting both y” and

D .
y;”, does not influence y;.

We must be careful later when working with 7: y”, and hence y, has not been defined. To
overcome this difficulty, one can make the observation interval N + 1 symbols long, making

yD, available. The vector i, however, is still of length N.

But how do we optimally perform frame synchronization if the data is differentially encoded

and we assume differential detection?

In [Neu89], Neul derived the maximum likelihood metric for Viterbi decoding of differentially
detected sequences. It was necessary to derive the conditional probability density function of
the decision variable y;, given that either a phase change (z; = —/F,) or no phase change
(z; = +v/E,) had been transmitted. For the AWGN channel the following result is obtained:

‘Mm+%@:{j%ww&mmwmm>mrw>o 3.19)

yi) for y; <0

Fo(yil = VE = fy(—uil + /B, (3.20)

(see [Neu89], (5.12); for AWGN), where A(D) = 53- exp(—£, /Ny + D/Ny), E is the symbol
energy and ()(a,b) is the Marcum Q-function:

Q(a,b) = /OQ zoe T Ig(azx) - dz, (3.21)
b

[Par80]. With [Neu89], (5.12) it can be shown that fy(y;| & \/E;) can be approximated to

fy(y2| + \/Es) ~ 2—]\]06 /0Ty °. (322)

Let us now return to the frame synchronization problem where we can write fg(¢/|p) in terms

of the products of fy(y;| = V' E;) (neglecting the statistical dependence of the y;):

L-1 L, N-1
Fotdto) = L) - S Prid) IT folvebd). (3.23)
=0 v d 1=
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Inserting (3.22) into (3.23) and following a similar derivation as before leads to the close-to

optimal likelihood function

L-1 1 NU L-1 2 1
L = —— 5 Yy, — — » In ) exp [—Wyi } . 3.24
a(p) ; WE. +u 5 ; ]; NoVE. ’ +u ( )

As before, we can approximate (3.24) by a high SNR rule

L—1 1
Ly(p) = <—5¢ Yivw — Ui |) ; (3.25)
; /—Es +u +u

the even simpler soft correlation rule comprising just the first term. Equation (3.25) corre-

sponds exactly to the binary coherent case (except for the /£, normalization term).

3.4 Synchronizers for Demodulation with Phase Am-

biguity

So far, we have assumed coherent detection or differentially coherent detection when deter-
mining the optimal likelihood functions. However, as illustrated in [Mas72] it is important to
treat the case of a remaining phase ambiguity after phase recovery and coherent detection,
because one will often resolve this ambiguity by using the sync word itself (see 3.4.1) or by
making use of properties of the error protection coding [MS90]. The phase ambiguity after
demodulation is a result of the symmetry of the signaling constellation. For example, for
BPSK there is an ambiguity of = radians, since the phase recovery unit may lock onto one of

two possible phases.

Massey gave the result for BPSK and we will now extend the principle to other signalling
formats. We presume that there are M, possible phase references remaining after carrier
recovery and demodulation; for PSK modulation M, will be equal to the number of phase
points in the constellation, i.e. M. For QAM modulation schemes M, will generally be 4
-due to the rectangular structure of the QAM constellation. We denote the possible discrete
phase errors due to the ambiguity by ¢,(k) =k -2-x/M,, with k£ € {0,..., M, —1}. Our one
dimensional detection problem has now been extended to a two dimensional one: we have to
estimate ¢,, the actual phase error, as well as ft. In order to eliminate one parameter, we shall
integrate over all possible ¢, (just as we have done with the observation data sequences cf),

then determine our estimate of fi. Derivation of the likelihood functions is straightforward,

we will proceed as before with the ML approach

Fo @) = 3 S F i d, 6u(k)) - Prid) - Pr{o.(k)). (3.26)

k=0 v J



LIKCeHnood rulictions 1or itradivional rramie JDynciuronizZatioll ZJ

The probability of any phase error ¢, is %a, we assume them to be equally likely, hence

r—lL 1 _||5—J¢a‘:k).y1+w_sl||2

fy(ylpw) = M, (N > Ile o

M(WNO k=0 =0

— 2
lle=3%alkly, \  —d;|

ZPT{J}- HL e i : (3.27)

It is easy to show that

1. we can pull the sum Y in front of the first sum (because the data is random), and
vd

. if the value of Z (emi%ak) oyt S (the correlation term) is large for only one value of

k then the first exponent will be dominated by this one k.

The high SNR rule can, therefore, be written as

=3 ||
LH(IU/) = Z<6—3~k~2~r/M ) z-I-MS W z+u)> +

=0

2
Hl

2 9

(3.28)

. -1 .
where k is that k that maximizes Y. (e=7%a(k). Yitpur Si). For binary PSK this simply becomes
1=0
(Mas72]),

-1 L-1
La(p) = |22 vivw - Si| = D2 Wizl -/ Es. (3.29)
1=0 =0

In other words, before the correlation term is added to the correction term we must take the
absolute value of the former, which is intuitively pleasing -the correction term on the other

hand, is independent of the phase ambiguity if the data is random (premise 1 above).

3.4.1 Resolving the Phase Ambiguity

A technique often employed in order to resolve the phase ambiguity is to simply store the

value k above. This can be justified because the ML detector for ¢, should maximize
ny (k) - Pr{d}, (3.30)

which becomes,

2
1 L-1 _|\6—J¢a(k).yi+ﬁ_si”2 N-1 ||e—]¢a(k).yi+ﬂ_di||

fy(glk) = ¢ o : e % S (3.31)
=S e 1 =1
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We have postulated that the synchronizer (3.28) can be seen as an detector for gZ)a if fLois
correct, where k is chosen so that it maximizes

L-1

S (e Ly S, (3.32)

=0

But because the data term of (3.31) is not a function of ¢@,, it is irrelevant, hence the likelihood

function based on (3.31) deteriorates to (3.32). Q.E.D.

3.5 The Case where Data is Coded and the List Syn-

chronizer

0 — T 1 T "~ T "~ T "~ T "~ T T T T T T
L Correct sync position Position with highest L(w)

s L L (Wrong sync) / |

735 - -

—40 T o Y Y S TSN RO
0 10 20 30 40 50 80 70 80 90 100 110 120 130 140

o
Figure 3.2: Motivation for the list synchronizer: The Value of the likelihood function
as a function of p. g = 13, i = 97. Note that L(f1) is almost as large as L(f).
Ezample of a simulation with BPSK, N =133, L =13 and a SNR of —2 dB.

Looking at Fig. 3.2, one can see the values of L(p) obtained in a simulation. In this special
case [t # [i, i.e. sync was not achieved. The true sync position had a likelihood function not
much lower than the largest, in fact it was the second largest. This situation is quite typical for
a synchronization failure event. By nature, traditional frame synchronization is a hit or miss
problem, there is nothing in-between false and correct sync. We thus propose that it would
make sense to make available say, the two or three most likely positions to the next stage in the
receiver. This can only be an advantage if the next stage has some way of eliminating those

positions which are wrong, which could be done by a decoding stage following the frame sync
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unit. There is, of course, an overhead introduced through several processings (e.g. decodings)
becoming necessary at times. If this technique can provide improved performance, then why
is evaluation of the optimal likelihood function not sufficient to find the value of ji that will

most often be correct, since we have called it the ‘optimal’ synchronization rule?

In 3.2 we assumed that all observation data sequences d are equally likely. This allowed us to
eliminate the sum over cf, and construct a computable correction term. However, if the data
is coded? then the data symbols are not independently chosen from the symbol set and hence
not all sequences are equally likely (some might never occur). Let us look again at the last

term in (3.8) which has to be evaluated for each cz

- yirn — dilI”
Pr{d} - H exp(—T). (3.33)
i=L 0

The situation is somewhat complicated, because the observation data sequence of ¥, the
sequence cz is usually composed of the concatenation of the frame data sequences dF from
two frames (only if g =0, is dF = cf) If the data symbols are chosen independently, this is
of no importance, but now there will be frame data sequences dF which the coder (or source)
can produce {or are more likely), and others which it will not (or which are less likely). We
are now faced with the dilemma of determining how this extends to the observation data
sequence of Z -the transmitted sequence corresponding to our observed sequence . This will
depend very much on the nature ol the dependencies. Fortunalely, this problem does not
apply to the ‘one shot’” synchronization case of packets (see chapter 8), where we consider just

one packet being transmitted.

Let us assume for a moment that g = 0, or the packet synchronization case, i.e. dF = d
Furthermore, the data be coded, such that some frame data sequences (=observation data
sequences) occur (=‘legal’ cf)7 and others can not occur. Evaluating (3.33) for all d will give
very small values when the expected data portion of ¥, (Y4, ..y Yn—1+44), lies far away (large
Euclidean distance) from any legal d Conversely, if (yr4,,..., yv—14,) s close to any J, then
(3.33) will be larger. Note that the sequence (yp4,,...,yn—14,) is a function of x and that
the value of (3.33) will depend greatly on p. Choosing that cz given i and p = fi is exactly
what is performed by a ‘correctly synchronized” MAP decoder. The influence of (3.33) in
(3.8) can be very much larger than that of the first term (corresponding to the sync word).
An optimal receiver would evaluate (3.8) -i.e. also decode (Y144, ..., ynN—14,)- for all d and 7
Frame synchronization and decoding has to be seen as a joint detection problem. The number
of decodings necessary, however, is equal to N. In fact, if the structure of the code is such
that for only one p and one d will (3.33) become large, then the sync word will no longer be
needed!

2Statistical independence of the data symbols may also be due to the nature of the transmitted information

- digitally encoded audio or video signals for instance.
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A way to reduce the number of decodings is the following: a small number v << N of likely
frame starting positions be selected using the likelihood function derived assuming equally
likely data sequences. The final choice is made by evaluating (3.33) (or (3.8)) just for these v
positions. In order to necessitate only evaluation of (3.8), the decoder must accept only one
data sequence and one p as correct (i.e. error detection). We will see later that with suitable
error detection coding this scheme improves frame synchronization performance considerably,
because the probability that the correct position i is contained in the v-list provided by
the simple, one dimensional frame synchronizer is high even for v as small as two or three.
The relationship between the optimal synchronizer for the coded case, and the suboptimal

realization using a list has been illustrated in Fig. 3.3.

Assumption of
equally likely observation
data sequences

L1
Likelihood ; < Yo 50 > -
function for equally likely = . R
observation data sequences | No %=, & [<@n+wW1>—+
o Z In Z e
+=0 =1

Choose p that maximizes:

2
9igp—dill

Decoder Z 1:[ — g

o]

—>

Figure 3.3: Comparison of the optimal likelihood function for the coded data case and
the likelihood funclion for random dala. Our lisl synchronizer can be inlerpreled as an
approzimation of the synchronizer that should evaluate the top line for all . Note that
we have assumed dominance of (3.33) in (3.8). Otherwise the “decoder” must evaluate

(3.8) completely.
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Since we have intuitively motivated our list synchronizer by employing perhaps a decoder to
select that frame starting position that leads to frames being decode-able, we shall get around
the dilemma of d +* cZ: in practice, by assuming that the decoder that does the final selection
of [i, has available a complete frame and not just a subsection of two frames enclosed in the

N-symbol observation available to the synchronizer.

Using a decoder to select fi is not the only application of the list synchronizer. The likelihood
functions derived so far are rather straightforward, or can be approximated well by simple
likelihood functions (high SNR approximations). However, we will come across likelihood
functions whose evaluation require some computational effort, for instance those proposed in
the next section. It is not necessary to calculate these likelihood functions for each p, but
for only a small subset (v-list); this list can be generated by a simpler, suboptimal likelihood
function, see Fig. 3.4. As we will see later, it is even possible to cascade list synchronizers,

starting with a simple synchronizer, the last stage being a decoder.

N>v

N positions

Simple frame sync

v positions

Optimal frame sync

Final position

Figure 3.4: Principle of concatenating frame synchronizers. Here the first synchro-
nizer outputs a list of length v of positions -the result of evaluating a simple likelihood

function. The more optimal synchronizer chooses the best position from this list.

A similar technique has been employed in [SS89] by cascading decoders: The first decoder
is the Viterbi algorithm that outputs not just one sequence of symbols (the ML sequence),
but several likely sequences to some subsequent stage -for instance a source decoder, or er-

ror detection decoder. This is in contrast to the more sophisticated ”Soft Output” Viterbi
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algorithm (SOVA) that provides reliability information for each symbol individually [HH89]
[HR90] [NS93]. Returning to our frame sync problem, there is unfortunately little point in
supplying the value of L(ji) -the reliability- with every decision, because of the difficulty of
making use of such information since we are usually only interested in a single /i, not a se-
quence thereof. Nevertheless, the list synchronizer is a way of ‘softening’ the output of the

otherwise incomparably ‘hard’ frame synchronization process [Rob92a].

Let us complete the discussion of the list synchronizer at this point by making a few remarks
about the implementation thereof. Basically, the only modification to a normal frame syn-
chronizer is the replacement of the maximum searching unit (to find fi) by a unit that finds
the v largest L(u)’s. These can be kept as a sorted list that is continuously updated as the
L(p)’s are evaluated. If the stage following the list synchronizer is able to immediately detect
a correct sync (e.g. error detection decoding), then the synchronizer can start by supplying
w1 -corresponding to the highest L(p)- to the decoder. In the case of a sync failure, the next
position ps is output (corresponding to the second highest L(yx)), and so on; until x,. If this
finally leads to no correct sync, then a sync failure must be declared. v is the largest number

of times the next stage has to be activated.

3.6 Synchronization of Terminated Convolutionally

Encoded Sequences

In the previous section we looked at the case where data is encoded, i.e. the symbols of
the observation data sequence d are no longer independent. A special kind of coding for
error protection that is often used in environments where the signal-to-noise ratio is low,
is convolutional coding [Pro89] [VOT79]. A convolutional code can be described through its
trellis; a trellis is simply the representation of the different states that an encoder can be in
(the encoder can be represented as a finite state machine) but re-drawing all the states after
each transition. An example of a four-state trellis is given in Fig. 3.5. Only certain transitions
are allowed, and [or simplicily we will restrict ourselves Lo two {ransitions per state in this
introduction. The number of states is equal to 2™ where m is the memory of the encoder,
here m = 2. In our example the code rate is 1/2, since two output bits are generated for
every input bit. The transitions are labeled with the output of the encoder € {0,1}; a path
going up represents a 0 as input bit, it going down means a 1 was at the input. The output
is modulated and transmitted across the channel. In the following derivations we shall treat
codes of rate k/n, i.e. for k information bits, n bit are actually transmitted. One popular
way to increase the rate other than increasing k, is by puncturing the output of a low rate
coder: certain symbols are simply not transmitted -an advantage is that the same decoder
can be used as for the lower rate; an example of such a class of codes are the Rate Compatible

Punctured Convolutional codes described in [Hag88]. The pattern of deletion is deterministic



LIKCeHnood rulictions 1or itradivional rramie JDynciuronizZatioll a1l

and must be known to the receiver which will replace the deleted symbols by zero (equivalent
to an erasure) before decoding. At the receiver, one can use the Viterbi algorithm to find the

most likely sequence of input bits of the encoder [For73].

When using convolutional codes to protect relatively short data sequences the effective code
rate is reduced through the use of terminating bits which force the encoder into a certain
state (usually the all-zero state) at the end of the frame data sequence. The number of data
bits needed for this is equal to the memory of the code. Not transmitting the corresponding
output bits of the coder without loss of decoding performance can only be achieved through
tail-biting which increases decoding complexity quite considerably [MW86]. In this section we
suggest a way of indirectly using these ‘obsolete’ symbols for frame synchronization [Rob93].

Let us look at Fig. 3.5 which shows the termination of a 4-state trellis. We observe that the

Trellisof memory 2 code (4 States):

Terminate

00O O

! States

00
Possible termination u ®
sequences:
10
11
01

Figure 3.5: Terminalion of a four slale lrellis. Below we see lhe sel of possible

termination sequences at the output of the encoder.

possible output sequences corresponding to the two terminating bits are: 00 00, 11 00, 10 11,
or 01 11. If we were to look at a long stream of frames of such encoded data, we would be
able to make a good estimate at where the tail of the trellis is located, since only one of the
above four sequences would occur at the end of each frame. A similar argument holds for the
starting symbols of the trellis, assuming that the trellis starts in a known state. We could
thus try to make use of this knowledge to aid frame synchronization, our sync word becoming

effectively longer.
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In the following, we derive the optimal likelihood function (for the AWGN channel) that
uses both a known sync word and the starting/terminating information. We also give some

suboptimal algorithms which are easier to implement and reduce computational complexity.

3.6.1 The Likelihood Function

The derivation is fundamentally similar to the uncoded coherent case discussed earlier. The
N — L data symbols (not including the sync word!) are convolutionally encoded (and ter-
minated) information. The memory of the rate k/n code is m, thus the last n - m symbols
(of N — L) are required for trellis termination. The frame structure is shown in Fig. 3.6 (in

practice, the position of the sync word and starting/terminating portions are arbitrary).

Frame length N

S O

%0 SLat N-nm-1 N-nm N-1
Sync word Starting portion Terminating portion
(n m symbols) (n m symbols)

- Coded Data >

Figure 3.6: Structure of trellis encoded and terminated frames.

Subsequence N

FRAME 1 /‘ FRAME 2
Starting portion Terminating portion Starting portion
Sync word (n m symbols) (n m symbols) Sync word (n m symbols)

Figure 3.7: Silualion where lrellis lerminalion aided synchronizalion can degrade:

Owr receiver has chosen 4 Lo cul through o brellis slarling porlion of a frame.
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Because the frames are presumed to be transmitted in a continuous stream, the observed
sequence contains one complete synchronization word and at least either a legal complete
termination portion or a legal complete starting portion of the trellis. Unfortunately, it is
possible that the receiver has chosen a sequence 3 whose termination or starting trellis-portion
does not completely belong to the same frame by ‘cutting’ through either of the former, see
Fig. 3.7. This effect will degrade the performance slightly, and has been taken into account in
the simulations presented later. It will not apply, however, when performing synchronization
of a single packet, since then a complete packet is available to the receiver. For simplicity,
our derivation will only take into account the trellis termination; trellis opening can be dealt
with in exactly the same way. For fg(y]p) we can write

fy(gln) = r No PR ZPT{d}

(Ll lwipp=sil2 Nomm—1 gy ,—a)> N1 ||yi+M—ti||2)

[Lemm > I &% - I e

=1L 1=N—nm

(3.34)

Note that we have chosen to split the observation data sequence into two sub-sequences, the
latter nm long sub-sequence corresponding to those symbols in the termination portion of
the observation data sequence of . The symbol ¢; = dy_,m44, is the i-th terminating symbol
(modulator output) belonging to the terminating sequence (of length n - m); ¢; is a function
of the frame data sequence d¥ of the frame to which the terminating sequence 7 belongs. If
we ignore the dependency of f on that part of the corresponding frame data sequence s

preceding it, then we can rewrite

. - |yz+ =sili? 20l N-b gy, il
) ———x H : [T ¢ ™
2m (7TNO =0 g=0 (=N-nm
L Nenm=1o gy, =4l
Sopr{dy- ] e Moo, (3.35)
vd =L

There are 2™ possible terminating sequences. #;(g) is now the ¢-th terminating symbol (mod-
ulator output) belonging to the g-th possible terminating sequence which we have labeled
arbitrarily from 0 to 2™ — 1 and which we have assumed equally likely. In our example see
Table 3.1.

In the second term in (3.35) we sum the conditional probabilities corresponding to all of the
2™ possible terminating sequences. To find i we can equivalently maximize the approximate

likelihood function

"1 N- Il ()12

2 . . _ g
L (p HeNO YitprS =Y H o T (Wit inti(9)) =5y

g=0 1=N—-nm

. N—-nm-—1 L( ‘ [[.>_M
dopr{dy- [ emotet TR (3.36)
vd =L

If the data were uncoded and all observation data sequences were equally likely, then we

could proceed as in section 3.2. However, since the data is coded, we would ideally have to
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Table 3.1: Values of termination sequences (taken at the modulator output) ( ) for
our example of a four slale convolulional code wilh oclal generalors 5 and 7. There

are four such Lerminalion sequences.

Hg)/VE;

1 -1 -1 —1
T14+1 -1 —1
Tl 1 41 41
14141 41

W NN = Ov

decode the data IV times as discussed in the forgoing section®, implying huge computational
complexity (list synchronizer with v = N). For this reason, we assume equally likely d and

using similar arguments as before, we finally obtain the suboptimal likelihood function:

m_ — -
271 [t ()1

Z_: yH-wS + —hl Z H eNLO<yi+Mvti(9)>*|’N—0_
i=0

g=0 i=N—-nm

, AR , w112
NO L=t M NAO |:<1/i+wWJ>__éL:| NO N-1 M NAO |:<1/i+wWJ>——2L:|
721HZ€ -5 Y Ind e (3.37)
=0 j=1 i=N—nm  j=1

The first and third terms are the correlation and correction terms for the sync word and
correspond to the sync word in the frame, the second and fourth terms take into account the
trellis termination. Similarly, consideration of the starting portion of the trellis introduces

another two sums.

3.6.2 Simplifications of Likelihood Functions

To simplify the suboptimal likelihood function, we can make the following approximation if

the terminating sequence {{n_nm(g), .oy In-1(g)} 18 close Lo {yN_nmtpus s YN—14,} [Or any one

2m-1 N-1 _lolP = , 14911
—h’l Z H e Mo <yz+p,t (9)) Ng ~ Z yz-l—p, g > — '2—7 (338)
9=0 i=N-—nm i=N—nm

) N-1 ) 2
and hence ¢ is that ¢ (0 < ¢ < 27) that maximizes i_NZ_:nm [(yiﬂ“ti(g» — ”tlg 1 ] To avoid
evaluation of all 27 correlation terms in our search for ¢, we can make use of the tree structure

of the terminating portion of the trellis. It is sufficient to use a tree searching algorithm that

3Also the separation of the termination sequence from the foregoing frame data sequence would be

unnecessary.
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calculates the value of the best sub-correlation at each trellis node by making a decision at each
node; this reduces the computational complexity; in section 3.6.4 this process is explained in
more detail. Applying the high signal-to-noise ratio approximation of before to the correction

terms, together with the approximation (3.38), leads to a high SNR approximation of (3.37),

= W11
Z (i S = Wi) + —— | +
=0
= WP = 11L@)II*
|: yz—l—uv W}> + : 9 ’ (339)
1=N—nm

N-1
The term ||t;(§)||* can be omitted if o [t:(¢)|* are equal for all g. ||W,|* and ||t;(¢)||?

1=IN—nm

can be omitted when all ||W;|* are equal (e.g. PSK signaling). The selection of g, i.e. the
selection of the largest correlation to a termination sequence has been illustrated in Fig. 3.8.
Intuitively satislying is the [act thal the process boils down to two stages, where first the
most likely ‘sync word’ is selected from the 2 possible ones, then it is treated exactly in the

.
same way as an extension of the the conventional sync word 5.

We can also simplify the suboptimal likelihood function further and give a correlation rule

(soft or hard)

L) = S lrmSd+ > [t - O (3.40)

=0 i=N—nm

The high SNR rule for DBPSK can be derived similarly.

3.6.3 Synchronization of Terminated Trellis Encoded Sequences

for Demodulation with Phase Ambiguity

We proceed in the same way as in section 3.4 where we will average over all the possible phase
errors due to ambiguity, ¢,(k), when determining the (one dimensional) likelihood function.

We rewrite (3.36) as

L ( ) Mfl{Lﬁ = (em9%alF)y; .S zmz_:l 1:[ 75 {e” 100 (k) gL (9))—””(9)”2
ALlp) = e € ’
k=0 1=0 9=0 1=N—-—nm
N—-nm-—1 L( ‘ d.),”_dﬁ ) .
Pr{¢.(k ZPr{d} [[ emtem =, (3.41)
i=L

again assuming equally likely data sequences. Now to find an approximation we first make

use of the fact that

Jn_y B 5 N-1 N2
2 jemidalk), o L@l 2 (e=ita(R) .y, 1)) — La@IE
Z H o (6 g y1+;“tz(g)> _% ~ e ™o (6 J yz+M:tz(g)> 2 , (342)

g=0 i=N-nm i=N—nm
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Yu Y L-1+u Y N-nmp Y N-1+p
N v N v

correlation with SW

Y

SW |_LJ_| -1-1)-1-1

+1+1-1-1
+1-1+1+1
-1+1+1+1

correlation with
4 possible termination

MAX

energy sequences
correction
terms l

+

L(w)

Figure 3.8: Suboptimal synchronizer using trellis termination information for m = 2.
The 2™ possible termination sequences are correlated with the recetved sub-sequence and
the largest correlation is chosen. Note that § is determined implicitly in the selection

of the greatest correlation, and the value of the correction term is independent of the

outcome of this maximization process.

where g(k) is that ¢ which maximizes

—

X s tilg ?
S (e i)~ O (3.4
i=N—nm

-exactly the same assumption as (3.38) only before taking logarithms. Now again assuming
Ma—1

that one of the summands will dominate the sum Y in (3.41), we arrive at the high SNR
approximation =
I R L
S e oty — ey I |2u<g<f%>>|27 )
i=N—nm
where k is that & which maximizes
SR s S G — ||ti<g<2k>>||? (3.45)

=0 1=N—nm
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This rather complicated relation between ¢ and f: can best be explained with the aid of BPSK
as an example. Here, k € {0,1} is chosen to be 0 if

Z%w Si + Z Yitu - Li(g(k = 0)))

i=N-—nm

Z “VYitp S + Z “Yitp tz(f](k = 1)7 (346)

=N —nm

and vice-versa. §(k = 0) is that ¢ that maximizes

N-1
Y i tilg), (3.47)

i=N—nm

and g(k = 1) is that ¢ that maximizes

> —Yiru tilg)- (3.48)

From this example and also from (3.43) we see that the search for ¢ must be performed M,
times -once for each phase ambiguity. Each ¢ is then used in (3.45) (BPSK: (3.46)) to find
the most likely phase ambiguity qga k2. 7/M,. These selection processes must be carried
out for each position p. The value of gga corresponding to i can be used as a phase reference

to resolve the ambiguity before further processing (e.g. decoding) as illustrated in 3.4.1.

3.6.3.1 Code invariance to phase ambiguity

One special case still remains to be treated, and that is if the code is invariant to a phase

rotation of one or more £¢, = :tk?\/jﬁ. If this is the case, then one can write
Yk, Yg: {0<g<2™), 3hE(g) £ g ¢ tilg) = 5 - 1,(hE(g)), (3.49)

since every termination sequence rotated by j:khﬁ remains a ‘legal’ termination sequence,

t:(h*(g)), hence

N-1 o N=-1
Ve D0 (T i ik (9) = X0 (i ti(9))- (3.50)
=N —nm 1=N—nm

The left and right hand side above correspond to three of the possible cases over which (3.43)
must be maximized, namely k£ = 0 (right hand side above) and k = Fk, resp k=M,—k, (left

hand side above) -bearing in mind that the normalization term — g I in (3.43) will be the
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same in all three cases. Thus (3.43) need only be evaluated for those k£ € &, where the set
EcC{0,1,....M, — 1} is constructed such that

k; + k) mod M, ;
Yk, Yk €&, ~Tkj € & 1 ki = (k; 4 kr) mo o (3.51)
(ki — k. + M,) mod M, .
and
ki + ky) mod M, ;
Vhy, Vi €10, My — 1}, 3k, €€« Iy = (ks + kr) mo o (3.52)
(kj — k, + M,) mod M, .

Example: Let M = M, = 8 (e.g. 8PSK) and k, = 4 (= £180° phase invariance) then we
must evaluate (3.43) V k € £ ={0,1,2,3}.

3.6.4 Implementation of the High SNR Rule for BPSK

As mentioned in section 3.6.2, one can make use of the tree structure of the terminating (or
starting) portion of the trellis. This leads to quite a simple implementation for small code
memories. In Figs. 3.9 and 3.10 we have drawn the structure of the high SNR synchronizers
for BPSK that makes use of just the termination portion of the frame for rate % codes with

memory two and four respectively.

We note the higher complexity of the memory four scheme (21 adders, 9 maximizers compared
to 5 adders, 3 maximizers for the memory two scheme). In general, for rate %, we can calculate

the number of maximizers, ny; as

m—1
ny =1+424+44 .. 4277 42=3Y 2 +2=2""1 41, (3.53)
=0
and the number of adders, n4 as
na=(my—2)-24+(m—-1)-24+1=2"42-m—3. (3.54)

As we would expect, the complexity increases exponentially with the memory m; with the
brute force solution of (3.37) it would increase with order m - 2™ -order m operations for
each of 27 possible g. One must not forget, that two such modules are needed if both the
starting and termination portions are to be utilized; if processing speed is not critical one
unit may be time-shared by changing the coefficients of the multipliers to take account of the
difference between starting and termination sequences. Nevertheless, the complexity may still
be justified if one wants to shorten the sync word or operate at a lower signal-to-noise ratio.
Furthermore, use of the list synchronizer can reduce the computational burden, especially in

a DSP implementation. Performance evaluation results will be given in section 4.5.
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************************************************************

From +
sync word

L (1)

Figure 3.9: Structure of the synchronizer using trellis termination (starting portion
is treated analogously) for memory two and octal generator matrixc (;) The two
mazimization units on the top left calculate the highest correlation of the two symbol
long sequence comprised of the symbols yy_4_, and yy_s_, with the two pairs of
sub-sequences {—1,—1}, {1,1} and {1,—1}, {—1,1}. The final marimization unit
calculates the highest correlation with all (four) possible termination sequences, by
adding to the two results of the first maximizations, the correlation of the two symbol
long sequence (comprised of the symbols yn_o_, and yy_1_,) with either the sub-
sequence {—1,—1} or {1,1}. From the correlation value we then subtract the sum of
the absolute values of the received sub-sequence -the corvection term characteristic of

the high SNR rule. The associated trellis is shown in Fig. 3.5.

3.7 Synchronization in the Non-Frequency Selective
Fading Channel

Up to now, we have assumed an AWGN channel when deriving our likelihood functions. It
is interesting to investigate how the optimal synchronizer must be constructed for different

channel models. Recently, Moon and Soliman derived the ML rule for a time invariant AWGN
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From sync word |-
—»E_J,—(M)
MAX

Figure 3.10: Structure of the synchronizer using trellis termination (starting portion

is treated analogously) for memory four and octal generator matriz (;2;:2) The number
of maximization units decreases by a factor of two at each stage -corresponding to the

halving of the number of branches.

channel with known intersymbol interference, together with two approximations [MS91]. One
is confronted with this type of channel when transmitting over telephone lines or in many

mobile communications environments [Pro89] [Hoe90].

Here we look towards the derivation of the ML rule for a non-frequency selective fading
channel with M-ary phase coherent signaling. By non-frequency selective we mean that no
intersymbol interference occurs, i.e. the frequency transfer function of the channel is constant
over the frequency range occupied by the transmitted signal. Only the phase and amplitude of
the channel are time variant. We encounter such channels in mobile communications when the
path delay between signal arriving at the receiver have a time difference much smaller than the
symbol duration [Pro89]. The 60 GHz mobile channel [Sch91] is a good example, furthermore,
the fading is quite rapid with respect to the frame (or packet length), as presumed in the

following.

We assume that channel state information (CSI) is available for each received symbol (which

is the case, for instance, when a subsequent ML Viterbi decoder uses CSI to improve decoding
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performance; CSI perhaps generated using a Kalman filter [HM88], or might be derived from
an AGC circuit). As will be explained later, it is assumed that the sync word is spread over
the data frame. We derive a high SNR rule, and later we will show that there is no useful

equivalent of the soft correlation rule.

The use of channel state information to improve the performance of a ML (Viterbi) decoder
in the case of fading was proposed by Hagenauer [Hag80]. The new metric is hardly more
complex than the common soft decision metric for the AWGN channel, but gives significant

improvement in terms of power efficiency.

3.7.1 Likelihood Functions

We assume a multiplicative non-frequency selective fading channel followed by an additive
white Gaussian noise channel (AWGN). Fig. 3.11 shows the discrete equivalent channel model
used, together with the structure of a possible receiver employing a Viterbi decoder that also

uses CSI. By assuming fast fading and spreading the sync word across the frame we have

channel phase
|
Coherent . Channel State
(: j) ( ) Demodulator Estimator A
a.
i ! y
Additional | | - data
observation Viterbi Decoder >
8 n. of fading , y X
Fading Noise Yi
»| Frame Sync
Syncinfo:ﬁ

Figure 3.11: Possible receiver structure with a synchronizer using CSI: CSI is gener-
ated for both o ML Viterbi decoder and the frame synchronizer. Coherent detection is
assumed, hence the channel states a; are real valued as far as the frame synchronizer
and decoder are concerned. In practice, channel estimation may be obtained with the

aid of a Kalman filter.

independent channel states for each symbol, see Fig. 3.13. The complex fading value (channel
state) for each symbol ¢ is represented by a; and here we assume perfect channel estimation
i.e. a; = a;. Furthermore, a; is assumed to be constant over a symbol interval. Our channel

model is thus:

Yi = x; - a; + ng, (3.55)
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which is illustrated in Fig. 3.12 for the case of BPSK. The CSI estimator now has to estimate

XETJE»S Y

Figure 3.12: Channel model for the non-frequency selective fading channel in the case
of BPSK. We have assumed phase coherent demodulation, hence the fading values a;

are real valued.

both the phase and amplitude of a; in oder to enable coherent detection. If we assume thaft
the phase estimation is possible, and that the received symbols are re-rotated (phase correct
demodulation) before being passed to the frame synchronizer, then we can replace our a; in
the model by just the amplitude of a;. For simplicity, we shall still denote the real-valued

channel state by «a;.

Because the sync word is spread across the frame, the synchronizer must know which symbols
of a frame are sync symbols. The sequence g = (¢(0),¢(1),...,g(L — 1)) denotes the positions
of the L sync symbols; similarly, h = ((0), h(1),..., A(N — L — 1)) denotes the data positions
(see Fig. 3.13).

We begin by writing the PDF

. 1 L=l g u=SiagaeulP L N1 Wni et ull®
fe(glp) = W IIe o > Pr{d}- e o . (3.56)
0 1=0 v J =L

as before. After a derivation similar to those presented in the previous sections we obtain the

likelihood function [Rob92b]:
L-1

1
Lip) =Y (%(i)w@g(i)wsﬂ - §||5¢ag(i)+ﬁll2) -

=0

(12 .
|:ag(i)+u(1/g(i)+wwj)‘HWJ II* W]

No bt Mo 2
5 i:ZO hl; e (3.57)
If we compare this likelihood function with (3.11) we notice that there is an extra term, and
that the channel state information is used in several places in (3.57). Note that even if all

||I/Vj||2 are equal, the last term in the exponent of (3.57) cannot be deleted. The first term is
the correlation rule with CSI. The equivalent high SNR approximation of (3.57) is

L 2

Ay
Lir(p) = 3 |aaerbalUatirens S5 = Wi) + =25 (||W;|2—|si||2)], (3.58)

|
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N symbols at receiver:
Random data ¥ (yO yN-l)
h(0)=0, ..., h(4=5, ..., h(8)=10 ... etc 0(0)=4, g(1)=9 ... etc

Figure 3.13: Frame structure for the non-frequency selective fading channel: by in-
terleaving the sync word in the frame, we ensure independent fading values for each
sync word symbol. Here we show the indices b and ¢ that are needed to address each

symbol of the sync word and data.

where j is that j which maximizes (i)t Yg iyt Wi) — ||I/V]||2aﬂ12M For PSK signalling

||[W;||? are all equal and can be omitted:

L
Lu(i) = Y |tgtiyinBatyen S — W) (3.59)

7

|
—

Il
=)

This is very similar to the high SNR rule (3.13) derived earlier, except for the multiplication
with the CSI factor corresponding to each symbol, and reminds us of the metric to be used

by a Viterbi decoder utilizing CSI [Hag80].

We must, however, look critically at situations where the likelihood functions using CSI will be
employed. We have assumed perfect estimation of the phase (to achieve coherent detection)
and amplitude (a;’s) of the fading value. In a traditional frame sync environment, the first
tasks of a receiver will be to achieve timing and phase synchronization i.e. in this case channel
estimation; only then will frame sync be attempted: in such a case assuming CSI could be
realistic. However, in the ‘one shot’ packet frame sync problem which we will concentrate on
later, the number of symbols available for a Kalman filter, for example, to reach acquisition
is very small. It might even be necessary to use information about known symbols (e.g. the

sync word!) to estimate the channel at all: here, CSI cannot be assumed available.
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Chapter 4

Performance of Traditional Frame

Synchronizers

In this chapter the performance of some of the different synchronizers from the previous
chapter will be compared, both analytically and with approximations. In the former case it
is possible to exactly determine the synchronization rate at infinite SNR. Subsequently, we
will make use of the union bound to derive an upper bound for the synchronization failure
rate of the correlation rules and the technically important and quasi-optimal high SNR rule.
Since the evaluation of the union bound involves convolution of PDFs -which in the case of
the soft correlation rule are Gaussian- if they are not Gaussian, we apply the central limit
theorem when treating the synchronization rate of the high SNR rule and will give a simple
to calculate bound for BPSK with and without phase ambiguity and also QPSK (without
phase ambiguity).

Simulation results will confirm these findings and will be essential to describe the more com-
plex synchronizers (ML rule, list synchronizer, trellis termination and the synchronizers for
the fading channel). Also, we shall very briefly introduce the problem of sync word choice
which, of course, has an effect on the performance of the synchronizers. In the following, we

will denote the frame synchronization failure rate by Pr{f}.

4.1 Performance of the ML, High SNR and Correla-

tion Rules for the Noiseless Case

In [Nie73], [LT86] and [LT87] the synchronization rate of a frame synchronizer is analyzed,
whose performance is limited by the possible repetition of the sync word in the random
data surrounding the true sync word. We can express their argument briefly as follows:

Assuming that the frames are not perturbed by noise, the value of the likelihood function
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corresponding to the correct frame starting position will always be the same, and the highest
value it can obtain. Furthermore, the choice of likelihood function is arbitrary (correlation
rules, ML rule and its high SNR approximation), as can be trivially shown by inspection of
the corresponding likelihood functions. If the sync word is repeated once anywhere in the
observation data portion of i, then the receiver must make a random choice between the two
possible positions; likewise, when two repetitions occur it must make a choice out of three.
The synchronization failure probability Pr{f|RDL} (RDL: Random Data Limited) can be
calculated exactly, and with the necessary premise that no equally long prefix and suffix of

the sync word shall be equal, i.e.
VS ) 1 S S S L—1": (So, S], Ve Ss—l) 7£ (SL—57 SL_5+1, ey SL—I) (41)

one obtains (see [Nie73], [Mas93a] and Appendix B):

|N/L—1] ; .
Pr{f|RDL} = 3 % (N -1 _Z,(L N UZ) M (4.2)

Remember that N is the frame length, L the sync word length and M the number of symbols
of the modulation format. In Fig. 4.1 we show the values of Pr{f|RDL}, evaluated as a
function of the frame length N and sync word length L, for M = 2 (i.e. binary signaling). We
observe that increasing I slightly leads to a marked synchronization improvement, increasing
N only degrades performance slightly, for moderate to large N. Pr{f|RDL} can be used as
an initial help when designing communications systems, as it serves as a loose upper bound

on performance.

4.2 Union Upper Bound on the Synchronization Fail-
ure Rate for the Correlation and High SNR Rules

An upper bound to the synchronization failure probability of the soft correlation rule for
coherent demodulation without phase ambiguity has been presented in [LT87]. Unfortunately,
the derivation is hard to follow and details are partly erroneous in the paper. For this reason
we will again derive the same bound in a different way, but initially confine our analysis to
BPSK (see 4.2.6 for extensions to PSK in general). The framework of our analysis will -in
principle- enable different likelihood functions to be tackled. This is valuable for the extension
of the bound to the high SNR synchronization rule which we will direct our attention to in
4.2.2. Furthermore, the steps of our derivation can be illustrated graphically, which will lead
to a deeper understanding of why the high SNR rule originally proposed by Massey [Mas72]

outperforms the simple soft correlation rule.
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Figure 4.1: Values of Pr{f|RDL} as a function of L and N, M = 2.

Because of symmetry and equally likely fi, we can limit our analysis to the case i = 0. The
synchronizer will chose that x that has the highest value of L(x). Applying the union bound

an introducing the variable p’ to denote a ‘competing’ frame starting position, we can write:

N-1
Prif) < X [PrLG:) > LGi= 00} + 5 PriL() = LG =0)]. (4.3)

w=1
Note that the accuracy of the bound is influenced by the definition of a sync failure event.
There are synchronization rules that can lead to discrete values of L(p) occurring -specifically
the hard correlation and high SNR rules. In these cases, the receiver will have the chance of
randomly choosing from all positions yielding equal valued likelihood functions, we made use
of this when deriving Pr{f|RDL}. To account for this in our bound, we shall assume a sync
failure probability of 0.5 if L(y') = L(jz = 0) which is included in the bound (4.3). It is easy

to show that this does not affect the validity of the bound -on the contrary, it makes it looser

for very high SNR.

Let us now define
AL=L(p=0)— L(,u’). (4.4)

We must be aware that AL is a random variable that depends on many parameters (noise,

data, sync word etc). Assuming statistical independence® of L(y') and L(0) we can write the

'we shall discuss this restriction shortly
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PDF of AL as
faL(AL) = fro)(L(0)) * frn(=L(1)), (4.5)
where #* denotes the convolution. Thus we can write our union bound (4.3) as

N-1 - ) 1
Prif} <> [lir% / faL(AL)AL + 3 Pr{AL =0}
=1 €— s

—€

N-1 .
- Z_: [{E}% / Tr)(L(0)) * friu(—L(p'))dL + % Pr{L(p') = L(ii = 0)} ], (16)

where € > 0. We must now find a way of expressing the PDFs of L(0) and L(x'). We
should at this stage remember that the likelihood functions are generally a sum of individual

components. Arriving at these PDFs is quite easy if the following applies:

e the PDFs of the components forming these likelihood functions can be expressed, and

can be easily convoluted.

We will tackle this restriction as well as the assumption of independence of L(0) and L(y’) in
the sequel.

4.2.1 Union Upper Bound on the Synchronization Failure Rate
for the Soft Correlation Rule and BPSK

The soft correlation rule for BPSK is (equation (3.15))
L-1 L-1
Lol = 3 pin S = 3 (4.7
=0 =0
The PDF of Lo(p) is given by the convolution

fuc(Le) = fog * foy * - fop 4 (4.8)

as the C; are independent (because of white noise). Assuming that the elements of data

and sync word are chosen [rom {—1 - /Energy,1 - /Energy}, (i.e. unit symbol energy [or

simplification), we can write

/ 1 (Ci=Sizip ) )
fCl (CZ) = N - € No = NC@'(SixH-M/? Nu/Q), (49)
0
where z; is the i-th element of the actually transmitted sequence ¥ = v — 7. We have

introduced NV, (m,o?) to denote a Gaussian distribution of the random variable @ with mean
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m and variance . Note that in the following we will omit the dimension \/Energy in our

illustrations and examples.

Assuming that L < g’ < N — L, i.e. the elements ¢; of L(0) and Le(p') are independent, as

our ‘competing sync word’ starting at y’ does not overlap the real one, we can insert (4.9) into

(4.5) and simply convolute the pertinent fCi by adding means and variances. At this stage it
should become evident that the first moment of C; = S;z,4,, is itself a random variable that
can take on the values 1, depending on the similarity of 5; and ;;,,. We now introduce
ky, to denote the cross-correlation between the random sequence (z,,...,x,45_1) of
length I with the sync word (S,...5;,_;), that is

-1
KL= Y SiTipu. (4.10)

=0
k1, 1s a random variable since the data symbols are random, with discrete PDF f’iL (kp); for its
calculation, see Appendix C. This discrete PDF can be expressed simply as the probabilities
of each kp: Pr{ky}. Very large r are unlikely, since they correspond to a strong similarity
between the sync word and the random sequence; similarly, very small £, are unlikely. The

distribution of xy, is shown in the first curve of Fig. 4.6.

L-1

Now the mean of Lo(0) = Y Six; = L, hence the PDF of Lo (0) becomes:

=0

fLeo)(Le(0)) = NL(O)(LaL%)v (4.11)

since there are L contributions from noise terms with variance %, leading to a variance of

L- % Similarly,

; Nq
ch(u’)(LC(:“/,)) = NL(M’)(’WMLT)- (4.12)

So inserting the last two equations into (4.5), we obtain the desired PDF of AL¢:

\ N, N,
faLgep) (ALe) = Ny (L, L70) ¥ N (—#r, L70) = Naro (L — kp, LNg).  (4.13)

One should be aware that the PDF of AL is itself a function of a random variable, namely

kr. We can now express the integral in (4.6) as

\L/%) o (4.14)

e 0
1

lirr(} / fALc(HL)(ALC)dALC = / Nape(L — kp, LN)dALy = 3 -erfc (

where we have made use of the complementary error function

erfc(a) = % 7e_t2dt. (4.15)
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Let us now look at the case when the ‘competing sync word’ starting at u’ overlaps the real
sync word, i.e. when 0 < p' < Lor N—L <y < N. In this case the components C; belonging
to Lc(0) and Le(p') in the overlap region are no longer independent. This is because the
noise samples that have perturbed the x; ’s in the overlap region and which effect both L (p')
and L (0) are, of course, identical. We must look at the effect this has on the resulting value
of AL¢c. This can best be illustrated using an example: Let the sync word S = (1,—-1,1,1),

and our competing position be u' = 2; see Fig. 4.2.

overlap region

syncword: |+1 |-1 +1 | +1

77777 0 1 2 3 4 5
77777 +1 -1 [+ |+ % 1
+
77777 o | M (M i, g

C, C, C, C,

u=0 | 1+n,rl+n,| 1+n,| 1+n,
Co C; C G4
=2 1+n, | 1+n, H+n, H+n,

Figure 4.2: Illustration of the overlap case. Shown are the transmitted symbols, the

noise and the values of C; for the two cases: g = fi = 0 and the competing p = p’ = 2.
Thus
Le(0)=(14n0)+ (1 —n1) 4+ (1 +n2) + (14 n3), (4.16)
Le(p' =2) = (1 4+n2) + (=1 —n3) + (£1 + ny) + (£1 + ns). (4.17)

The signs of the noise terms affecting the individual C; depend on the sign of 5;, and the +1

indicate the unknown data in the non-overlap part. Let us now evaluate ALc = L¢o(0) —
LC(M/)v

ALc=(14mn9)+ (1 —ny)+0+4+2(1 +ns) — (£1 + ny) — (£1 + ns). (4.18)
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We observe that the noise term ny has disappeared, and the term ns is doubled in amplitude.
In general, it is clear that, in the overlapping region, transmitted symbols of the ‘competing
sync word’ starting at p’ that are equal to the corresponding real sync word symbol (i.e.
when Siy, = @;y,0 = 5;) have no influence on AL¢c. On the other hand, if Sy, = x40 # 5
(again only in the overlapping region) ALc is increased by 2 4 2n;4,s. The number of each
of these two cases is given by the partial auto-correlation function of the sync word at shift

i, defined as

L=1—u'
Ry= % Si-Sipw (4.19)
i=0
Now:
L—p'+R, .
e cases where: x;y,, = S; ; occurs ———* times,

L—p/'—R, .
—— fimes.

e cases where: x4,/ # 5; ; occurs 5

The contribution to the PDF of ALs by the remaining symbols lying outside the overlap
region is similar to the case before (equation (4.13)), only now the number of these symbols
is no longer L. but x'. Similarly, we must replace k7, by &,» which denotes the partial cross-
correlation between the random sequence of length p' with the p’ long sub-sequence of the

sync word.

The mean of ALs is now

.L—,u'—RM/

L= (R ), (4.20)

mar = (4" — k) +2

where the first term (g’ — £,/) is from the non-overlap region. The variance of AL¢ is

N, Nog L—p' — R,
UZLZQ'HI'_O—FZL'_O'#

5 5 5 = (L — Ry)- No. (4.21)

The factor 4 - % takes into account the doubling of the amplitude of the noise terms where

Ty, 7 5;. So in analogy to (4.14) we can write

lim [ fasots (DAL)AL =

—0

0
, _ _ _ 1 L—(Ry+ k)
_é Napo(L—(Ry+ £), (L — Ry)Ng)dA Ly = 26rfc ( 2L RN ) . (4.22)

The evaluation of the union bound has been illustrated graphically in Fig. 4.3. The general

principle holds for all possible likelihood functions (not, however, those for phase ambiguity).
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integrate over negative AL
add 1/2 Pr{AL = 0}

multiply with Pr{iq } (*1)
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|

Pr{f}

Figure 4.3: Illustration of the evaluation of the union bound. The principle holds
(with exceplions) for all likelihood funclions (correlalion rule, high SNR rule, elc.).
Those cases where Lhe compeling sync word overlaps Lhe Lrue syne word have Lo be
treated specially: in particular, (*1) denotes that k7, be replaced by K, and the partial
auto-correlation R,y be taken into account. Also, (*2) indicates that dependencies have

to be treated when determining the PDF of AL.

Central to the procedure is the evaluation of the PDF of the (additive) components of the

likelihood function -in the case of the soft correlation rule they are Gaussian.

To evaluate (4.6), it is necessary to compute the expectations over £, and ks, since they are

random variables, yielding

N-1 U N-L 1 L — kg
PT{f} < Z / fALc(ALC)dALC - Z ZPT{KJL} ) 5 erfe (w/QLNo) +

uw'=L Vxy,

— 00

L_l — ! !
S Prisyg}- L erfc L= (B + k) + (4.23)
(=1 2 2L — R)Ny

& 1 L—(Ry_p+ ki
> > Prien_p}- = -erfe (RN & Fn-w) . (4.24)
W=N-L+1Vuy_ 2 \/Z(L — RN—,M)NO

For reasons of symmetry, the last two sums -both accounting for overlap cases- are identical,

and can be combined. Also note that AL equals zero with probability zero. The first sum

can be written as a multiplication with N — 2L + 1, giving us the result previously found in
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[LT87]:

1 L*KJL
Pr{f} §(N2L—|—1)~ZPT{/@L}-§~erfc(\/m) +

= L— (R )
S Pri{su}-erfe (R + i) . (4.25)
W=1VE Q(L — Ru’)NO

VHL

For the calculation of Pr{x,} and Pr{x,} see Appendix C. The result we have obtained is
identical to that in [LT87] (save their mistake in equation (28)), however, the derivation here
is intuitively better understandable, and can be extended to other likelihood functions more

easily.

Let us give an example of what the PDFs of the individual components of the likelihood
functions L (0) and Le(p') look like. We restrict ourselves to any piece of random data not
overlapping the real sync word S = (1,1,—=1,—=1,1) of length L = 5. The observation data
sequence beginning anywhere at 4’ > 5 be (1,1,1,—1,1), thus x;, = 3 (i.e. one symbol does
not match the sync word). In Fig. 4.4 we can see the PDFs of the y; and C; for p = i = 0.
Similarly, the corresponding PDFs for y = y’ are illustrated in Fig. 4.5.

fy A (yO) 1 fyl(yl) 4 ) A A fy4(ya
Yo yi. %2 ¥3 Y4
xll xll x-li x-ll xli
fCO (CO) A fCl(C1 A A A A fc4(C4)
% €1 €2 3 €4

Figure 4.4: PDFs of the received components and elements of the likelihood function
for the real position, i = 0. The received symbols y; are Gaussian distributed, the

means correspond to the values of 5= (1,1,-1,-1,1).
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fy0 (yo) A fyl(yl) A A A A fy4(y 4)
Yo b1 Y. Y3 Ya

xll xll x-1l x-ll xll

fCO (CO) A fcl(cl) A A A A fc4((;;1r)
% ‘@ @ 3 €4

Figure 4.5: PDFs of the received components and elements of the likelihood function
for the competing position, u = u’. The received symbols y; are Gaussian distributed,

the means correspond to the values of (2, ...,z 14) = (1,1,1,-1,1).
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The convolution of all the fc leads to the PDF of AL which has an average of L — k; =
5 — 3 =2 and variance 2L - Ny/2 = LNy. We will later compare this with the corresponding
result for the high SNR rule.

It is interesting to shed some light upon the components in the first summation ol (4.25) (non
overlapping case, the other terms behave similarly). In Fig. 4.6 we have plotted Pr{xp},
1 erfc (%) (equation (4.14)) and the product of the two as a function of 7. Note that
the sync word is longer now: L = 13. Equation (4.14) is the probability of sync failure at

the position of a data sub-sequence with a particular xj, this must be weighted with the

probability of that k1; we arrive at the product. The greatest contribution to the sync error

10° —
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4 ’ ! v LH- - '@* O
1o m . . <0
s o Pric} A ,X’ ,0' ¢
1075 16 2 1/2 erfo() for 3dB //<>/ L i
& % 1/2 erfc() x Prir} for 3dB . o 9
-6 | o, , ’ i
107 1 a 1/2 erfc() for 5dB o A
© 0 P
1077 [ 9 1/2 erfe() x Prix} for 5dB o , i
107 + s y 1
’ <> I’I’
107 | / A, i
1A
A ’ IQ
1071 I I I I I I I I I 1 I I e 4| I I I I I I I
-13 =11 -9 -7 -5 -3 —1 1 3 3 7 9 11 13
L

Figure 4.6: Components of the union bound for the soft correlation rule. [ = 13,
no overlapping. SNR=3 dB and 5 dB. As a function of kj we see: Pr{sr}, % .
erfe (M> equation (4.14) and the product of the two. Notice at which K the

V' 2LNg
greatest contribution to the sync evvor occurs: Ky, = 9 for 3 dB, and 11 for 5 dB.

is [rom k, = 9 or 11, depending on the SNR. For very high SNR only x; = 13 will contribule,
leading approximately? to the random data limited bound discussed in section 4.1.

We can make a simplification to the above union bound by treating the overlap cases in the

same way as the ‘random data’ case. The simplification leads to

Prift~(N=1)-3 Prix,}- %-erfc (%) . (4.26)

VHL

“The value of the union bound for infinite SNR is not the same as the value of Pr{f|RDL}, equation
(4.2), since the former does not take into account: 1) the fact that the sync word will never occur again in
data partly overlapping itself, 2) the exact probability of choosing the correct position even when two or more

repetitions of the sync word occur in the random data.
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We have thus ignored the beneficial effect of a low partial auto-correlation of the sync word,
R, that helped to keep the second term of (4.25) small (by keeping the argument of the erfc

. L_(RMH_HM/) .
function, Vo high).

4.2.2 Numerical Upper Bound for the High SNR Rule and Co-
herent BPSK Signalling

In the last section, we were fortunate in being able to express all the PDFs that have to be
convoluted, as Gaussian distributions. This enabled us to restrict the evaluation to a series
of table-lookups of the erfc function. However, the high SNR rule which we will investigate
in the following leads to PDFs which are non-Gaussian and, therefore, have to be convoluted
explicitly. This is a substantial task, even when relying on fast convolution techniques using
the fast Fourier transform (FFT). It can be argued that the computation necessary approaches
that needed by a Monte-Carlo simulation of the frame synchronizer. Fortunately, as we will
see in the next section, one can make use of the central limit theorem when determining the
distribution of AL. We intend to show that the exact calculation using the correct PDF's
produces results very close to the approximation, so that the technique discussed in this

section can be neglected in practice.

The derivation of the union bound for the high SNR rule can best be understood if we again
pick up our example (L = 5) of the previous section. The synchronizer now subtracts the

absolute value of y,, from the individual correlation terms,

L-1 L—-1
=0 =0

This non-linear function of y;;, influences H; in the following way:

For all positive values of y;,, - S;, H; will become zero;

for all negative values of y;y, - Si: H; =2 yi4, - 5.

There are now again two cases to be distinguished (not to be confused with the two cases

abovel):

1. If 24, = 5;, then the main area of le(HZ) will be concentrated on a § at zero -since
usually vy, - S; will be positive- weighted by the area of the Gaussian distribution with
mean 1 and variance Ny/2, right of the y-axis; with only a small negative ‘tail’ remaining

(when y;y, - 5; is negative):

N, (2,2No) + H; <0 }+<

o AR . o
fﬁi(Hi):{ 1—§erfc<m>)-5(ﬂi), (4.28)
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2. If, on the other hand, z;1,, = —.5;, the situation is reversed and the main area of le(HZ)

will be to the left of the y-axis, and a small 6 remains at zero:

)

The sign £ in fu, denotes the sign of the product x4,/ - 5;. Assuming that L < p < N—1L,

that is, our ‘competing sync word’ starting at ¢ = u’ does not overlap the real one, we can

Ju,(Hi) = {

express fALH(“L) as

_ * + . * + (_ g * ~(—H.
Note that we have denoted L-fold convolution by ZL_*_; The PDFs ffl and fALH(“L) are
- 1

illustrated in Fig. 4.7. In the example, the distribution fALH is dominated by the distribution
of Hy -corresponding to that position where the data differed from the sync word. The

majority of H; do not contribute much to the variance of Ly(u').

The overlap cases can be treated similarly, except that again the noise dependencies have to
be considered. Since we will not continue using the results of this subsection, we will just give
the simplified bound; similar to (4.26),

Pr{ALy =0}
5 .

Pr{f} = Y Prisy}-lim (N —1) / SALggtep ) (ALi)dALy + (4.31)

VHL

Note that in the evaluation of (4.31), we let a 6 in the PDF of AL at zero contribute to the
integral with half its value. Let us look again at the PDF of ALy, equation (4.30) (third line
of Fig. 4.7) over which we must integrate, for k7, = 3. Compare this with the corresponding
PDF from the previous section, equation (4.13) (bottom line of Fig. 4.7). In our case, k, = 3
means that the data at the competing position comes quite close (before transmission) to
the real sync word; four symbols are equal to 5;, one unequal. We notice that for the soft
correlation rule, the area to the left of the y-axis is much larger, because the corresponding
Gaussian distribution has a larger variance than that of the high SNR rule whereas the means
ol the distribulions are actually identical. For smaller k7, the difference in variance is not so
pronounced, but these k1 do not contribute so greatly to the frame error events. It seems that
the introduction of the correction term in the high SNR rule protects from synchronization
failure events for large, and hence threatening, k. We shall return to the comparison between

soft correlation and high SNR rules shortly.

In Fig. 4.8 we have plotted Pr{xz}, lim._q T fALH(HL)(ALH)dALH + Pr{ALy = 0}/2
and the product of the two as a function of kr. As before, I = 13. The quantity
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Figure 4.7: Qualitative illustration of the PDFs of the received components and el-
ements of the likelihood function for the high SNR rule, shown in the same manner
in the bottom line are the resulting PDFs for the soft correlation rule. The advantage
of the high SNR rule becomes evidenl: Lhe area (shaded) conlribuling Lo a syne failure

event 1s smaller.

0
f fALH(HL)(ALH)dALH + Pr{ALy = 0}/2 is the probability of sync failure resulting from

a data sub-sequence with a particular . this is weighted with the probability of that xp;
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Figure 4.8: Components of the union bound for the high SNR vule. L = 13,

no overlapping. SNR=0 dB and 3 dB. As a junction of kr we see: Pr{kp},
—€

limeg [ fALH(HL)(ALH)dALH + Pr{ALyg = 0}/2 and the product of the two.

Notice now at which k7, the greatest contribution to the sync evror occurs: Ky, = 9 for

0 dB, and 13 for 3 dB.

we arrive at the product. We notice from Fig. 4.8 that the greatest contribution to the sync
error is in the case k;, = 13 for 3 dB. The high SNR rule has successfully reduced the danger
of those sync failure occurrences with k; < L, especially at higher SNR.

Finally, we return to the comparison of the soft correlation rule and the high SNR rule in
Fig. 4.9. The product for the soft correlation rule is much higher than for the high SNR rule,
leading to a higher synchronization failure probability of the soft correlation rule. For k;, = 13
both rules result in the same integral, the difference becomes greater for those threatening
that are more common. This is because the variance of AL becomes greater for the correlation

rule.

4.2.3 Central Limit Theorem Approximation to the Upper
Bound for the High SNR Rule and Coherent BPSK Sig-

nalling

We would like to find an approximation to the distribution of AL allowing us to integrate over
it to determine the probability of a sync failure event. A similar problem was encountered

in [Bi83] where the sync failure rate of the threshold frame synchronizer using Massey’s high
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Figure 4.9: Components of the union bound for the high SNR rule and soft correlation
rule. I = 13, no overlapping. SNR = 3 dB. As a function of kr we see: Pr{krp},
lim._g jf fAL(HL)(AL)dAL + Pr{AL = 0}/2 and the product of the two. Notice the
markediioT:LpTovement of the high SNR rule over the soft correlation rule: those k7, < 13
(with a higher probability of occurrence) do not have such o detrimental influence on

the syne rate.

SNR rule instead of the soft correlation rule was analytically approximated. The underlying
conjecture is that if the length of the sync word is adequately large, then the distributions
of the likelihood functions will become Gaussian (central limit theorem). We adopt a similar
strategy, but with some important differences. In particular, we present a simple method that
allows us to exactly compute the required means and variances of the (approximately Gaus-
sian) distributions of AL with less computational effort. In [Bi83] the means and variances

could only be approximated and the resulting expressions were very complex.

4.2.3.1 Non-overlap cases

For simplicity let us first treat the case where Ly (0) and Ly(p') are independent, i.e. L <
i < N —L. To obtain the variance and mean of Ly (0) and Ly (x') which we need in order to
determine the mean and variance of ALy, we need means and variances of the components
of Ly(p): H; for the two cases x4, = £5;. We shall call these mpy+, my-, alz_ﬁ and O'%I_

respectively.

The mean of Ly(0) is

ML) = L mmg+. (432)
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Similarly, since all H; are independent, the variance of Ly (0) is

The mean and variance of Ly(u') are

L+ & L —k

M) =~ s+ - (4.34)
L + KT, . L — Ry,

U%H(M’) -5 Ofre + 5 - (4.35)

The [our necessary means and variances my+ and o34 are calculated in Appendix D. With

ML (0) 0%11(0)7 mr,(u) and U%HW) we can easily determine the mean and variance of ALy:

L + Ky, L — Ry,

mar, = L-mpy+ — Mg+ — 5 smpg-

B L —«p L —«p

= 5 mg+ 5 mg-

=L —kp, (4.36)

where we have made use of the fact that myg+ — mpy- = 2 (see Appendix D). Similarly,
3-L + RJ, L— Ry,

O'ZL = U%H(O) + O%H(M/) == T . O']2q+ + 5 . 0'12'{_. (437)

4.2.3.2 Overlap cases

Fortunately, the treatment of the overlap cases is quite straightforward. This is because in
the overlap region the energy correction terms |y;| comprising Ly (0) and Ly (y') are identical
and do not affect ALy (they cancel each other out!), only the correlation terms are important
-we have treated them in 4.2.1 already. The only correction terms affecting ALy are from
outside the overlap region and can be treated in the same way as in the previous section. The

mean of ALy is thus

/ ] g / L— /—R/
mAL:(M'_H_’W).mm_M.mH_JF#.Q

2 2 2
I, I,
:%'WLH+ —%-mH——i—L—p’—RM/
=1L - Ry — RM" (438)

Taken together, the first two terms of the top line comprise correction and correlation terms
outside the overlap region: we have simply replaced L in equations (4.32) and (4.34) by u'.
The last term comprises the correlation term inside the overlap region and is taken from the

second term of the middle equality in equation (4.20).
A similar argument yields,

/{/—I—s / /—Ii/ . \
0%, = “T“ ot + “T“ oo+ No(L — p' — Ry). (1.39)
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4.2.3.3 The complete approximation

Let us now put the results of the previous two sections together. We have exactly determined
mean and variance of ALy, the distribution of which we are now approximating as being

Gaussian. To evaluate the union bound (4.3) we approximate

N-1 Y N-1 0
Pr{f} <Y / ALy (ALu)dALy ~ Y. / Nap, (map, 04, )dA Ly, (4.40)
n'=1 u'=1

=00 - =00

and insert equations (4.36), (4.37), (4.38) and (4.39) for the mean and variance that are

functions of p" and, therefore, depend on which of the cases overlap/non-overlap applies.

This, then, is the very important and hitherto unavailable approximate union bound for the

synchronization failure rate:

VHL 0_%_[++(L_5L)0-%[_

Pr{f}*<N—2L+1>-2Pr{m}é'erf€(WSLH ) — )+

Lz_:l > Prikylerfc ( L= (o + Bu) ) . (441

W=1V5, \/(3,U/ + R )0z + (1 = fu)of— 4+ 2No(L — p' — Ry)
Let us compare the components of the approximate bound with the correct bound obtained
through numerical convolution. They are shown in Fig. 4.10. The deviation from the correct
bound becomes larger for decreasing ;, but these contribute little to the overall synchro-
nization failure rate. The deviation can be explained as follows: we are not interested in the
actual distribution of ALy, but in the area to the left ALy = 0. For k, = L the distribution
will be symmetrical (w.r.t. y axis), so no matter how accurate the central limit approximation
may be, the area will be 0.5. Now as xkj decreases, the contribution to the area to the left
ALy = 0 will come more and more from the ‘tail’ of the distribution of ALy -and exactly
here the central limit approximation is less accurate. The deviation also increases with higher
signal-to-noise ratios, this is because the PDF fI—_i_Il(HZ) becomes more and more a Dirac delta
at zero, this in turn reduces the number of ‘dominant’ (non-delta) PDFs in the convolution
reducing the central limit theorem’s validity [Pap84]. In Figures 4.14, 4.15 and 4.17 we can

see the closeness of the bound for lower sync failure rates.

4.2.4 Union Bound for the Hard Correlation Rule and BPSK

The hard correlation rule’s performance has been analyzed by several authors, for example
[or the threshold algorithm by Schollz in [Sch80]. We will employ some ol the results ol this

paper to derive a union bound for the maximum search method investigated in this work.

The hard correlation rule differs from the soft correlation rule in that the correlation is
performed on hard decisions. We are, therefore, able to use simple combinatoric manipulations

to arrive at the desired bound.
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Figure 4.10: Components of the approximate and true union bounds for the high
SNR rule. L =13, no overlapping. SNR = 0, 3 and 5 dB. As a function of K7, we see

—€
Pri{kr}-limco [ fALH(HL)(A'LH)dA'LH‘ The deviation from the correct bound be-

comes Larger for decreasing K7, but these contribute little to the overall synchronization

failure rate.

4.2.4.1 Non-overlap cases

A sync error is definitely made if the correlation with the random data is higher than that

with the real sync word. The probability of a sync error for any L < y/ < N — L is

PriLe(p) > Le(i = 0)} + 5 - PriLe(s) = Lo(ii = 0)) =

gl—pe p(f)%(é(é%& ) (4.42)

where we have abbreviated p. = %

(BSC). The first sum (over ¢) is over all possible number of channel errors in the real sync

- erfc (\/;NT) to denote the probability of a channel error

word. The second sum is over all possible number of sync word disagreements, less than ¢ in
number, in the L-long random data portion beginning at p' -these cases will certainly lead to
a sync error. The (5) cases where k = 1 are treated separately and lead to a sync error of 0.5

(fifty percent chance of still choosing & = 0).
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4.2.4.2 Overlap cases

Again these cases have to be treated separately. A similar argument as in section 4.2.1 leads

to the following result:

. 1 .
Pr{L(p) > L(i = 0)} + 5 - Pr{L(p') = L(j = 0)} =
L—M/—RM/ )
! _; R HI 2 L—p'—R , iy 4 L—pu —R“,
(l_pe)M 'pel(-)' Z (1_}75) ? '7‘}75]( 2 )
=0 4 =0 j
0 il n, <0
% lf n, = Iu/
1 it n, > (4.43)
Ty —1 ; , ]
2[5 ) 3] 1 orgm<wn

The terms can be explained as follows: the first sum is over the possible channel errors in
the real sync word in the p’ long non-overlap portion; the second sum is over the possible
channel errors in the real sync word in the L — p’ long overlap portion, but only for those
bits where x4, = Siy # S;t the cases Siy, = S; do not influence ALc. The final term
takes into account all the possibilities of disagreements between the random bits and the sync
word, in the ' random data sub-sequence following the sync word, that can still lead to a
sync error. The maximum number of such disagreements that can still lead to a sync error
isn, =14+25 — ﬂf“—ﬂl. The number n, can be interpreted as follows: on the ‘fi side” of
a pair of scales that weighs ‘sync word disagreements with hard decisions’ (Fig. 4.11), we
put ¢ errors that account for the errors in the real received sync word outside of the overlap
region; then add {o ¢ the number of errors j in the overlap region and W%lere Sitw = —5;. On
_RS,_M
overlap region, and where S;,,, = —5;) that are error-free -they are sync word disagreements

the ‘i’ side’” of the pair of scales we have to put the remaining L — j symbols (in the
when seen from u'. To the ‘i’ side” we finally add the number of disagreements between the
random bits and the sync word, in the p’ random data sub-sequence following the sync word:
q. The scales will tip to the fi side or remain horizontal (actual or possible sync error) if
v+ > ﬂfd — 7+ gq, 1e if ¢ < n,.. Of course, if n, is less than zero, there will never
be a sync error. If n, is greater than or equal to ', there might be a sync error, since ¢ will

always be less than or equal to p'.

Equations (4.42) and (4.43) can now be inserted into the basic union bound (4.3).

4.2.5 Phase Ambiguity

Up to now, our bounds have treated coherent detection without phase ambiguity. We can,

however, find a simple modification to the preceding bounds for BPSK to take account of
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Figure 4.11: Illustration of the overlap case for the hard correlation rule. On a pair
of scales we weigh ‘sync word disagreements with hard decisions’. A sync error (SE)
occurs if there are more disagreements on the ‘fi side’ than on the ‘' side’. If both
sides are equal, there is a B0 % chance of a sync error. See text in section 4.2.4.2 for

a further description.

this. The high SNR rule for BPSK with 7 radians phase ambiguity is (3.29):

LH(N) =

L-1
Z Yitu Sz
1=0

L-1
Sl (111
=0

The synchronizer effectively computes two correlations, one with the sync word, and one with
the inverted sync word. It selects the correlation term with the highest value, i.e. it implicitly
decides on the phase error due to the ambiguity. The value of the correction term is unaffected
by this process. For large (in magnitude) values of k1, (and £,/ + R, in the overlap cases) this

selection process can be viewed as being equivalent to s, and s+ R, being replaced by |xy,|
-1

and |k, + R,|, respectively. Let us show this for the case . If k7, and hence Y y;4, -5 is
=0

large in magnitude, then

L-1
Z Yitp Sz
=0

L-1 L-1 -1
R sign (E Tip Si) > Yiyu Si=sign(kr) - D Yiyu - S (4.45)
=0

1=0 =0
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-1
~ 3 gipn - 5L (4.46)
1=0

where §" = sign(kg) - S.

Since Ky, can be positive or negative, we need to examine two cases:

1. §=5. No change needs to be made in the evaluation of the mean and variance of AL.

2. 5" = —S. The sync word with which we are ‘comparing’ the random data sub-sequence
is inverted. Hence for each former symbol-similarity with the non-inverted sync word
we now have a non-similarity, and vice-versa, i.e. we must replace k;, by —k, in the

equations describing mean and variance of AL.

A similar argument holds for the overlap cases, here it is sign(x,s + R,/) that determines the

sign of s,

To modify the bounds (or approximations) we simply need to replace

k1 by [kl (4.47)
and

Ky + Ry by |k + Ryl (4.48)

When R, or k,: stand alone, they will just be multiplied by sign(x,, + R,/) -the receiver’s
estimate of the phase error (gAba) due to phase ambiguity. We have assumed that k7 and
kuw + R, are large: the approximation (4.45) will not hold otherwise. If; on the other hand,
they are small, then the chance of a sync error will be very small anyhow, as is evident
from Figs. 4.6 and 4.8. Hence, the approximate bound for phase ambiguity should be quite

accurate.

4.2.6 Extension to Other Modulation Formats

The union bound for the soft correlation rule is, in fact, correct for PSK in general, if the
energy of a symbol £, is normalized to 1. It is easily extended to QAM (in fact only the sync
word energy has to be determined) [L'T'87].

However, if the modulation format is two dimensional (complex), the partial auto-correlation

function of the sync word at shift x" must now be defined as

L—1—u'

Ry= % (9% Siyw)- (4.49)

=0
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1
Similarly, &, = ME (Si, x;1,0); the PDF of which is given in Appendix C, for MPSK.

1=0
The approximate union bound for the high SNR rule is also valid for QPSK, as becomes clear
when inspecting the likelihood function (equation (3.13) for MPSK),

h
L

LH(IM) = <yi+u7 Sz’ - W}(i+u)>7 (4.50)

.
Il
=)

where j(7 4 1) is that j which maximizes (Yiyu, W;). For QPSK, (4.50) becomes

L) = 3 (Re{yis,} - Re( S} + Im{yis, ) - Im{S:)
—|Re{yipu}] — IIm{yip,} ). (4.51)

Hence the approximation for the bound (central limit theorem) can be applied to both real
and imaginary components, paying attention that mpy+ and mpy- are to be multiplied by
1/4/2, since real and imaginary symbol components share the total symbol energy; whereas
o4 and of_ are unchanged, although they enter the bound twice -for real and imaginary

components. For example, mr,, (. in the non-overlap case becomes

L+2k;, L+ 2/{2 Mg+
mLH(M') = { 2 + 2 } ) \/§
L—2x% L—2kY) mpy-
. 4.52
+{ 2 o } V2 2
L-1 . L-1 :
where k7 = Y Re{S;} - Re{z;y,v}, and &5 = ¥ Im{S;} - Im{z;1 v}, so & = &} + &Y.

Therefore,

_L+I€L

mLH(M’) =

my+ L — kg my—
9. + 9. .
2 V2 2 V2
Applying these and similar modifications to the approximate union bound (4.41), results in
no change other than those necessary in the evaluation of R, and the PDF of ks (for QPSK).

Other modulation types (e.g. 8PSK, QAM) would require new analysis of the distributions of

(4.53)

correlation term minus the energy correction term for all possible deviations of the transmitted
symbol from the sync word symbol. Furthermore, the extension to QPSK does not include

phase ambiguity, this case remains an interesting exercise for the ardent reader.

4.3 Performance of the List Synchronizer

We defined the list synchronizer to be a frame synchronizer that supplies the v best frame
starting positions (g1, ..., it,) to either another (more reliable) frame synchronizer or a decod-

ing unit, that is able to select the correct position from the list. Let the probability that the
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correct frame starting position, i is not in the v-long list supplied by the list frame synchro-
nizer be Pr{f}(v). Pr{f}(v) is a monotone decreasing function with v: in other words, the

list synchronizer will become more and more reliable the longer the list is.

4.3.1 Performance of ML, High SNR and Correlation Rules in a

List Synchronizer for the Noiseless Case

We extend the results of section 4.1 by denoting the probability of correct synchronization in

the noiseless case (Pr{f}(v) for infinite SNR) by Pr{f|RDL}(»). In Appendix B it is shown
that

Pr{fIRDL}(v)=1— me —(N-1) (4.54)

J+1

where ) = | (N — L)/L]. The value D; is the number of possible observation data sequences
in which exactly j occurrences of the sync word occur. The term M~N=L) is simply the
s T ) is the probability that the

correct position is in the sel of v positions chosen out ol 7+ 1 compeling positions. Nole that

probability of any one observation data sequence, and min(1

in the case of j + 1 < v, the correct position will always be in the list. D; can be defined

recursively by

N—L—(L-1)j , @ '
D; = ( ( )])M(N—L—LJ) — Z DZ'(Z,), (4.55)
] .
with

Do = (N —b- Q(L a UQ) MWN-L-1e), (4.56)

Because numerical inaccuracies were observed when evaluating (4.55) and (4.54), we rewrite

D, N—L—(L-1)j\,, . & D [i
MN—L = ( ] M= — _z: MN_L ] ) (457)
=741

which can be directly inserted into (4.54).

In Fig. 4.12 we see the values of Pr{f|RDL} as a function of N, L and v for M = 2.
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Figure 4.12: Values of Pr{f|RDL} as a function of L, N and v, M = 2
4.3.1.1 Applications of list synchronizers

As noted earlier, the price to pay [or this improved sync performance is the requirement ol
overhead in a subsequent processing stage. This could be a channel decoder; or a source
decoder that checks the validity of the final data (perhaps using some kind of extrapolation
from previous data, e.g. in voice transmission); or a supervising frame sync unit that makes
majority decisions based on many N length observations. Ideally, this subsequent stage would
perform optimally in all cases, i.e. it would never declare a frame correctly synchronized to
be false and vice-versa. In real applications when for instance the next stage is a decoder,
decoding errors lead to these situations. In the following, we will neglect the possibility of

incorrectly synchronized frames being declared correct.

Let Pr{EC} denote the probability of declaring a correctly synchronized frame incorrect
(e.g. [rame decoding error), note that Pr{EC} is relevant only [or our discussion ol the
list synchronizer. Assuming Pr{f}(r) and Pr{EC} to be independent, we can express the

probability that any one frame will eventually not be received correctly, Pr{FE}, to be
Pr{FE} =1—-[(1 — Pr{EC}H(1 — Pr{f}(v))]. (4.58)

We can also calculate the average number of activations of the subsequent processing stage,
denoted by nj,
ns = vPr{EC} + (1 — Pr{EC}) {vPr{f}(v) + (1 — Pr{f}(1))+
2([1 = Pri{t}(2)] = [1 = Pr{f}(D)]) + ...+
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v([L = Prify(v)] = [1 = Prif}(v = )])}

v—1

= v — |(1 = Pr{EC}H) S (1 — Pr{t}(1))| . (4.59)

i=1
For example, let the subsequent processing stage be a Viterbi decoder followed by a block
decoder which we presume can detect errors in the Viterbi decoder’s output (for instance a
CRC code), see Fig. 4.13. Pr{EC} is the probability of at least one Viterbi decoding error
occurring in a block and can be upper bounded by
N R(N-L)
Pri{EC}<1— (1= > ciby ) (4.60)

d=dp,in

[Hag88], where d,;;, and the ¢;’s are given by the convolutional code with the code rate
R [CC81]. Py, is equal to %erfc\/dEs/No. For estimates of Pr{f}(r) we can use simulation

results. The number g, of course, is the average number ol decodings per [rame.

4.4 Choice of Sync Words

In this section we will briefly mention the criterion used to select good sync words. For a
more detailed discussion of this topic the reader is referred to [Sch80], which is good review

of the literature covering this topic.

Usually, techniques such as the minimax or min-average method are employed to select sync
words. These involve finding a function that is related to the synchronization failure prob-
ability in the portion where data and sync word overlap [Wil62] [MS64] [NH71] [Tur68].
The measure used can be the value of the partial auto-correlation function [Lin75], which
should be as small as possible (and close to zero if phase ambiguities are expected after de-
modulation). In Barker’s pioneering work [Bar53], sync words (Barker sequences) of lengths
L =2,3,4,57,11,13 were given that have partial aulo-correlation [unctions always less or
equal to one in magnitude, i.e. |R,| <1, Vu : 1 < p < L —1. Storer and Turyn showed
that there exist no other Barker sequences of odd lengths [I'S61], and there are constraints on
even lengths that indicate that other even Barker sequences are unlikely [Z2(G90]. Note here
that we should not confuse those sequences with good partial auto-correlation, with sequences

having a good cyclic auto-correlation function, such as those used in DS/PN modulation.

The result of the search for binary sync words for channels without phase ambiguity by Maury
and Styles for lengths L. = 7 to 30 and with phase ambiguity by Turyn for L = 7 to 34 are given
in tables E.1 and E.2 in Appendix E. Multiphase markers called generalized Barker sequences
have better partial auto-correlation properties than binary sync words of the same length due

to greater flexibility in design, they can be used in the case of higher order modulation [GS65]
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N positions

Frame sync assuming
independent data

v positions

Convolutional
decoder

CRC check
(error detection)

No

yes

Figure 4.13: Example of a list synchronizer in conjunction with error correction and
detection coding. The frame synchronizer, suboptimal since the frame data sequence,
d_F, is coded, provides v ‘candidate’ positions p1,..., i, to a convolutional decoder and
subsequent CRC check. The data is decoded up to v times, until the CRC check is

successful.

[Tur74], an algorithm for finding M-phase Barker sequences is given in [ZG90]. In practice,
however, one can choose the sync word from a subset of the modulation symbols, for instance

use a binary sync word in a QPSK modulation.

In section 9.5, we shall use the approximate union bound for the high SNR rule and packet
transmission as an optimality criterion for developing sync words; we will see that in this
case, the values of the side-lobes of the auto-correlation function are themselves not the only

governing parameters, but additionally their exact position.

4.5 Monte Carlo Simulation Results

In order to compare the frame synchronization performance of the different synchronization

rules and to confirm the accuracy of the upper bounds and approximations, we performed
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simulations of the frame synchronization process. In the case of traditional frame synchro-
nization (and no trellis termination information is used, see Fig. 3.7) we can rely on the fact
that correct results are obtained when restraining i to 0 (for reasons of symmetry, see also
4.2.1). So only one frame has to be randomly generated, with the sync word at the correct
position. This frame is perturbed by additive white Gaussian noise (preceded by fading if
necessary). The ‘receiver’ then evaluates the likelihood function for all potential frame start-
ing positions, 0 < y < N — 1. The position with the highest likelihood function is chosen.
The list synchronizers are implemented by sorting the v highest likelihood functions and their
corresponding p’s; subsequent synchronizers (or decoding processes) operate on this reduced
list of positions. Care was exercised to assure a sufficient number of simulation trials, and
to use a reliable random number generator®. The latter problem is not at all insignificant;
to quote [PFTVS8S]: If all scientific papers whose results are in doubt because of bad rand()s
(random number generating subroutines, the author) were to disappear from library shelves,
there would be a gap on each shelf about as big as your fist. In all simulations for BPSK (and
analytical bounds) we have used the sync words given in Appendix E in Tables E.1 and E.2

for no phase ambiguity and 7 radians phase ambiguity, respectively.

4.5.1 Uncoded Coherently Demodulated Frames Transmitted
over an AWGN Channel

We will first look at the performance of the ML, high SNR and correlation rules, for several
different L, N and M. The results are identical to those found in [LT87] -we have chosen
the same parameters. Fig. 4.14 shows the result for L = 7, N = 35 and M = 2 (BPSK).
One can see the low maximum synchronization rate reached for infinite SNR, this is due to
Pr{fIRDL} = 0.0835, compared with Fig. 4.1; indeed, the sync word length L = 7 would
not generally be used in practice, as it is too short. Furthermore, the soft correlation rule
performs several dB worse than the other rules, and surprisingly, the hard correlation rule lies
between the soft correlation rule and the high SNR approximation of the ML rule for high
SNR, but is the worst choice for very low SNR. What is the reason for this? In Chapter 3
we have given an interpretation for why the soft correlation rule is worse than the M1 rule:
the missing correction term that corrects differences in the energy of the received symbols.
The hard correlation rule does not suffer from the problem of ‘over-weighting’ higher energy
components, since it operates on hard decisions. On the other hand, if the SNR is extremely
low, then soft correlation actually becomes the optimal sync word search strategy (the noise
dominates over the observation data portion) and the correction term is of little importance:
in this case the ML rule and soft correlation rule perform almost identically. The ML rule
i1s only marginally better than the high SNR approximation -a very important fact from a

practical point of view. In the following, we will not always give the results for all types of

3We chose the ran1 function of [PFTV88]



rrerioriiaince o iradiviolial rralre JyIrciuromnizZers

synchronizers, but will often omit the ML rule for the above reason. For later comparison
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Figure 4.14: Simulated frame synchronization performance. I = 7, N = 35, BPSK.
We compare the ML, high SNR and correlation rules. The dotted lines show the results

of the

bounds (approzimation for high SNR rule).

with the analytical solutions of the previous sections, we include another example for BPSK

modulation and larger values of N and L (Fig. 4.15). From these figures we can see that our

bounds (or approximation) are quite accurate for larger SNR (typical for a union bound).

4.5.2 Simulation of Synchronizers with Differential BPSK

In Fig. 4.16 we show the sync failure rate of the high SNR, soft- and hard-correlation rules
for DBPSK (random data). The length of the frame data sequence is again N — L = 117, and
the sync word length is L = 13. There is approximately a 3 dB penalty to be paid compared

to coherent demodulation, but only for the high SNR and hard correlation rules, the soft

correlation rule suffers a higher penalty. It seems that the energy correction term becomes

even more important when using differential demodulation than with coherent demodulation.

4.5.3 Variation of the Sync Word Length

In Fig. 4.17 we see the sync failure rate of the high SNR rule for BPSK (random data) without

phase ambiguity and N — L = 117, for various sync word lengths L. One can achieve a marked
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Sync Failure Rate

a———4 high SNR . rule
o—— soft correlation rule
*————% hard corrélation' rule

E./N, [dB]
Figure 4.15: Simulated frame synchronization performance. L = 13, N = 130,
BPSK. We compare the ML, high SNR and correlation rules. The dotted lines show
the results of the bounds (approzimation for high SNR rule).
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Figure 4.16: Simulation of the sync failure rate for DBPSK. Parameters: N — L =
117, L = 13; random data. There is approrimately a 3 dB penalty to be paid compared
to coherent demodulation, but only for the high SNR and hard correlation rules, the

soft correlation rule suffers a higher penalty.

synchronization improvement by only increasing the sync word slightly. The deviation of the
bounds for larger L is due to the approximate bound not being equal to Pr{f|RDL} for
infinite SNR.
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Figure 4.17: Sync failure rate of the high SNR rule for various sync words lengths
L. Parameters: N — L = 117, BPSK (random data). No phase ambiguity after
demodulation. Thick lines are simulations, dashed lines show the approzimate union
bound that appears to deviate more from the simulations at higher SNR and for larger
L. One can achieve o marked synchronization improvement when only increasing the

sync word slightly.

4.5.4 Simulation of Synchronizers with Phase Ambiguity

In Fig. 4.18 we show the sync failure rate of the high SNR rule for BPSK (random data)
with 7 radians phase ambiguity and N — [ = 117, for various sync word lengths L. There is

approximately a factor of two between these results and those shown in Fig. 4.17.

4.5.5 The List Synchronizer
4.5.5.1 Simulation results of the basic list synchronizer

Before we discuss applications of the list synchronizer in more detail, we present simulation
results and evaluation of the bound for the noiseless case (4.54). The likelihood function used

in the simulations is the high signal-to-noise ratio rule for BPSK.

Our measure of performance is the probability that the correct sync word position does not
correspond to the best v likelihood functions: Pr{f}(v). In Fig. 4.19 we see the performance
using BPSK modulation on the AWGN channel with frame length N = 42. Note that the
gain is especially high for higher SNR, this is because of the decrease in Pr{f|RDL}(v), for
larger v. Similar results are obtained for larger NV as can be observed in Fig. 4.20. The

greatest improvement is achieved when v is increased from 1 to 2.
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Sync Failure Rate

E./No [dB]

Figure 4.18: Sync failure rate of the high SNR rule for various sync words lengths L.

Demodulation with remaining 7 radians phase ambiguity. Parameters: N — I = 117,
BPSK (random data). Thick lines are simulations, dashed lines show the approzimate
union bound that appears to deviate more from the simulations at higher SNR and for
larger L. There is approximately a factor of two between these results and those shown

in Fig. 4.17

4.5.5.2 Concatenation of frame synchronizer and Viterbi decoder and error de-

tection decoding

As an example for a list synchronizer that is followed by a decoder, let us consider the
concatenation ol [rame synchronizer, convolutional decoder and error detection decoder (that
is assumed perfect). The performance of such a system using a memory 6, rate % code with

171
calculations are taken from the simulation results shown in Fig. 4.20. We observe that the

the octal generator matrix (133) is shown in Fig. 4.21. The values of Pr{f}(r) used in the

benefit of the combined system becomes smaller as the decoder produces more errors (low
SNR). The upper bound (4.60) is not very tight for low F,/Ny, thus Pr{FE} and n, are
not very accurate in this region. Note that the average decoding overhead n; (see Fig. 4.22)
becomes very small when the performance improves (high SNR). The value of n; could be
significant when designing systems with frame processing spread amongst several processors,
or when power consumption of the receiver plays a role. The maximum number of decodings

can, of course, reach v per frame.
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Figure 4.19: Simulated frame synchronization performance of the list synchronizer
with short frames. BPSK modulation, N = 42, I = 7. Note the dramatic gain from
using v > 2 especially for high SNR, this is linked to the decrease in Pr{f|RDL}.

Pr{flRDL}(1)=6.57x]
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Figure 4.20: Simulated synchronization performance of the list synchronizer with

longer frames. BPSK modulation, N = 133, L = 13. Again note the large gain from
using v > 2 especially for high SNR, this is linked to the decrease in Pr{f|RDL}.

4.5.6 The Synchronizer using Trellis Termination

In the following, we present Monte-Carlo simulations of the synchronizer that uses both trellis

opening and termination information to aid performance. Two frames are randomly generated
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Frame Error Rate

E./N, [dB]
Figure 4.21: Total frame error rate of a system using a list synchronizer. BPSK
modulation, N = 133, L = 13, code rate R = 1/2, memory 6. We see both simula-
tions of the complete system as well as evaluation of (4.58). Note how for small SNR
the list synchronizer provides no advantage as the decoder failures dominate over the

synchronization errors.

v 5——8 simulatioh

S
calculation
|

Average Number of Decodings per Frame n,

E./N, [dB]
Figure 4.22: Average decoding overhead of a system using a list synchronizer. Pa-

rameters as Fig. 4.21. We see how the stimulation matches (4.59) closely.

and concatenated, from this 2N long sequence an N long sub-sequence is chosen at random,
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in order to take into account the situation depicted in Fig. 3.7. Care has to be taken when
choosing the sync word. Because the data is coded, not all sync words may be equally good
because the decoder may or may not be able to output exactly the sync word from time to
time if L > nm, i.e. the sync word is longer than the memory of the code times the number
of symbols per branch. In the first case the frame sync performance will be degraded. If the
code has the property that an inverted encoder output sequence is not a valid code sequence
we can simply chose either the sync word or the inverted sync word depending on which of
the two is a valid code sequence or not. If one chooses the incorrect sync word, then one will

suffer a slight penalty at higher SNR.

4.5.6.1 Suboptimal rule

We begin by showing the performance of (3.37), but with both trellis termination and starting
portions being used. The rate 1/2 code’s constraint length was 4 (m = 3) with the octal
generator matrix Gi) [CC81]. The length of the frame was 133 bits, with L = 13. The
simulation results are shown in Fig. 4.23. We observe that the trellis aided scheme performs
about 1 to 1.5 dB better than the traditional frame synchronizer. In Fig. 4.24 we show the
same scheme but with a more powerful code. Here, m = 5 and the generator matrix = (g;)
The performance enhancement is now improved (up to 2.5 dB), since this code has a longer

termination sequence.

4.5.6.2 Simplifications to the suboptimal rule

In the same figure we have plotted the sync performance of the high SNR rule (3.39) with and
without the trellis information. Both curves are slightly worse, the degradation being greater
using trellis information. This can be explained by our use of the approximation (3.38) as

well as the traditional high SNR approximation, in the derivation of (3.39).

4.5.6.3 Short frames with suboptimal high SNR rule and with preceding list

frame synchronizer.

For very short frame lengths the performance increases even more as the ratio of termination
symbols to frame length increases. We simulated: N =47, L = 7 and the same m = 5 code.
The improvement in the sync rate is dramatic (Fig. 4.25), especially at high SNR, when the
traditional frame synchronizer fails due to the random appearance of the sync sequence in the
data. A list synchronizer that outputs a list of v = 4 candidate positions to the frame synchro-
nizer using termination information which were selected using the traditional high SNR rule
(no trellis information), was likewise examined. We observe that v = 4 is adequate to ensure
almost exactly the same performance as v = 47, although the computational complexity has
been reduced by a factor 4/47.
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Figure 4.23: Simulated synchronization performance of (3.37) for a code with memory
m = 3. BPSK modulation on the AWGN Channel with coherent detection. Code rate
R =1/2, 60 info bits, L = 13, N = 133. Using trellis termination/opening information

improves synchronization by about 1 to 1.5 dB.

4.5.7 The Synchronizer for Non-Frequency Selective Fading

Monte Carlo computer simulation results are shown for BPSK and QPSK modulation schemes
in Figs 4.26 and 4.27. Following the ordering of the legends, we start by showing the
performance of the ML and high SNR rules for the AWGN channel, the difference between
the curves is, of course, low. Next we see the ML, and high SNR rules with and without CSI,
on the Rayleigh distributed fading channel. Finally the performance of the correlation rules
without CSI are given.

We observe that the ML and high SNR rules with CSI perform up to 1 dB better than
those without CSI. We also notice that the high SNR rules approach the ML rules at high
SNR. Interesting is that the difference between the ML and high SNR rules at low SNR, is
larger than for just the AWGN channel. The greatest improvement that can be reached when
starting with the AWGN high SNR rule is almost 1.5 dB (ML rule with CSI). But the low
additional complexity of the high SNR rule with CSI (assuming CSI is available) makes it

seem very attractive in practice.

Notice that the soft correlation rule performs significantly worse than the other rules. Looking
at the performance at high SNR, it appears that the soft correlation rule never gives the same
performance predicted by Pr{f|RDL}. The explanation -in the case of no noise- is simple:

The soft correlation term (without CSI) at the correct position, does not necessarily equal the
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Figure 4.24: Simulated synchronization performance of (3.37) and (3.39) for a code
with memory m = 5. BPSK modulation on the AWGN Channel with coherent detec-
tion. Code rate R = 1/2, 60 info bits, I, = 13, N = 133. The high SNR approzimation
performs almost as well as the (near) ML rule. Using trellis termination/opening

information now improves synchronization by about 2 to 2.5 dB.

energy of the sync word, but will depend strongly on the fading values. At other positions
in the frame, which closely resemble the sync word, the correlation term might be higher
than at the true position; this leads to a sync failure. The situation is rather similar to the
illustration of Fig. 3.1, except that here the fading leads to the changes in the correlation.
The same also applies to the correlation rule using CSI, but even to a greater extent: using

CSI in the correlation rule degrades performance significantly [Rob92b].
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Figure 4.25: Simulated synchronization performance of a trellis aided synchromnizer
ustng the high SNR approzimation with a preceding list frame synchronizer (with list-
length v = 4) for m = 5. BPSK on the AWGN Channel, code rate R = 1/2, 20 info
bits (N — L = 40), sync word length L = 7.
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Figure 4.26: Simulaled synchronizalion rale of various synchromizers in a mon-
frequency seleclive Rayleigh fading fading environmenl. Paramelers: N = 130, L = 13,
BPSK modulation. Note how badly the soft correlation rule performs, its synchroniza-
tion rate never even reaches 1 — Pr{f|RDL}. One can gain slightly less than 1 dB by
using CST in the high SNR and ML rules.
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Chapter 5

Coded Frame Synchronization;

Should the Sync Word be Added
Before or After Coding?

In this chapter we will try to answer the question concerning the relative locations of the
frame synchronizer and decoder. The work is described in more detail in the Masters thesis
by Jacobs [Jac92] (supervised by the author). The motivation for performing decoding first
(i.e. adding the sync word before coding) is that the decoder will hopefully reduce the number

of errors in the sync word thus aiding the search.

5.1 The Two System Structures

In Fig. 5.1 we have shown the transmission chain for the two systems. The one on the left
hand side we will denote by DAF (Decoding After Frame synchronization), the one on the
right by DBF. In the DAF case, the sync word is inserted after coding, we deem this to be
the more traditional case as opposed to inserting it before coding (DBF). Before discussing
the individual receiver elements we have to (re-)introduce and modify some terminology that

will enable us to compare the two approaches.

e R is the code rate, in the example of Fig. 5.1 it is 0.5.
e [ is the number of information bit that are sent in one frame, in our example I = 200.

o [ is the length of the sync word at that place in the receiver where it is inserted and
looked for. The latter amendment is very important as we shall see. Here we have
chosen LPBY =13 bit, LPAY = 26 symbols.
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Figure 5.1: Slruclures of lhe DAF (Decoding Afler Frame synchronizalion) syslem

on the right hand side and DBF (Decoding Before Frame synchronization) system on

the left.

n 95.3.

On the right we have bracketed the meta-channel, which we will describe

Note that the in the DBF system we attempt to guarantee independence of

the disturbance on the sync word bits by spreading them across the information bit

sequence.

e N denotes the length of the sequence in which the sync word has just been inserted

and is equal to the length of the sequence in which it will be searched for. We have:

NPBE — [ 4 [PBF =913 bits and NPAY = [/ R + LPAF = 426 symbols.

e P is the length of the complete frame. Here P = 426 symbols in both cases.
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At this stage some comments are due. Although it may appear confusing to re-define the
length of the frame as P (no longer N), it can be justified when we state that in the sequel we
wish to retain our previous concept so far associated with N when dealing with traditional
frame synchronization: the length of the sequence in which we search for the sync word. This
becomes important when we introduce the concept of the meta-channel shortly. The situation
can be made a little less contradictory if we adhere to the use of superscripts DBF and DAF
for N. In order to have a fair comparison, we shall require that P and [ are equal for both
schemes (hence they carry no superscripts), in other words the same number of information

bits are transmitted with the same number of channel symbols.

Let us now proceed with our discussion of Fig. 5.1. The DAF structure needs little further
explanation, bul two points musl be made on the DBF scheme: The sync word is added
not in one piece but is ‘spread between’ the information bits, this is to try to reduce the
effect of burst errors made by the decoder, on the frame synchronizer. Secondly, the block
entitled ‘node synchronization” fulfills the function of duly aligning the received symbols to a
branch of the trellis. It is not necessary for instance, when QPSK modulation and rate 1/2
coding is employed, as in this case one complex symbol is mapped to one branch with no
ambiguity. At this point we can mention that we are somewhat restricted in the coding we
can employ in the DBF system; no punctured codes can be used (at least there appears no
obvious solution) since the puncture matrix at the receiver would have to be aligned before
frame synchronization. Furthermore, interleaving the channel symbols to protect against

bursty channel errors is difficult for the same reason.

5.1.1 Advantages and Disadvantages of the Two Schemes

Before moving on to explain how the DBF system can be implemented, we wish to briefly
state the advantages that we expect from each. The DAF system has the advantage that for
a given code rate R, information sequence length [ and frame length P, the length of the

sync word LP4F can be chosen to be

LPAY = p— IR, (5.1)
whereas

LPPY = R.P—1=R. L4, (5.2)

i.e. the sync word of the DBF system suffers a kind of rate penalty. This is because the
absolute redundancy introduced by adding the sync word becomes increased through the
coding process. On the other hand, the length of the sequence in which we search for the

sync word is only half as long: NPBF = NPAF /2 Looking back at our results from 4.1,
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in particular Fig. 4.1, we see that for very high SNR at least, the DBF system will suffer
an inherent disadvantage; Pr{f|RDL} does not decrease as much when N is doubled as it
decreases when L is halved. For lower channel signal-to-noise ratios we hope that the increase
in the effective signal-to-noise ratio at the frame synchronizer input (a concept that we will
indulge in shortly) will provide a sufficient improvement to increase the frame synchronization

performance beyond that of the DAF system.

5.2 The Interface Between the Decoder and the Frame

Synchronizer

So far in this work, we have considered optimal frame synchronization that uses all available
channel- and other side-information. The ML and high SNR rule in fact only make sense when
soft decisions are available. In the DAF system the frame synchronizer is the first unit after
demodulation (other synchronization tasks are assumed to have been perfectly accomplished),
soft decisions pose no problem. Luckily, we are able to use the soft-output Viterbi algorithm
(SOVA) [HH89] [HR90] which we have already mentioned in 3.5, to provide soft decisions when
convolutional codes are employed. But in order to successfully link the frame synchronizer to
the decoder we must consider what it is that the SOVA outputs. In [HH89] it was conjectured
that the output of the SOVA, which approximately the log-likelihood-ratio of each information
bit 7,

Pr{i;, = +1/observation }
Pr{u;, = —1/observation }

A(iy) = log (5.3)

is approximately Gaussian distributed (at least for high SNR) if the all zero sequence is sent.

If we can model the output of the SOVA as a noisy version of the encoder input, then we
can very easily apply our frame synchronization techniques of chapter 3 to the sequence of
decoder outputs in which the sync word is embedded. Since we use the high SNR rule, we
need not derive a frame synchronizer that takes log-likelihood-ratios (or probabilities) at the
input instead of channel values, for the high SNR rule does not need to know the variance of
the noise. It is also invariant to multiplication of the input by a constant (for BPSK only),
which means that we can directly use the log-likelihood-ratio output by the decoder. This
now brings us on to the method we shall employ to estimate the performance of the DBF

system based on the above channel model.
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5.3 The Meta-Channel and its Use to Approximate
the Synchronization Performance of the DBF Sys-

tem

In Fig. 5.1 we have bracketed the units from the encoder to the decoder and labelled it a
meta-channel. There is one more condition that has to be met if we are to use it to model an
independent Gaussian channel with an SNR different to that of the physical channel as far as
frame synchronization is concerned. If the bits of the sync word are spread out sufficiently
s0 as to destroy the memory of the meta-channel, then we effectively have independent noise

samples for each sync word bit.

5.3.1 Use of Previous Simulations or Calculations of Frame Syn-

chronization Error

We have two ways of obtaining the frame synchronization rate of the high SNR rule synchro-
nizers for AWGN: 1) simulation results from 4.5 and 2) analytical calculations from 4.2.3. All
that needs to be done to estimate the performance of the DBF system is to evaluate the SNR
of the meta-channel and to evaluate the parameters LPBY and NPBY  These will replace L

and N in the above simulations/calculations.

5.3.2 The Signal-to-Noise Ratio of the Meta-Channel

The SNR of the SOVA’s output can be measured and has been plotted in Fig. 5.2 as a function
of the SNR of the physical channel for different code memories at rate R = 1/2. The octal
generator matrices for the codes of memory 3, 4, 5 and 6 were Gi), (;‘;’), (g‘;’) and G‘;‘;’)
respectively.

One can observe that the value of the channel signal-to-noise ratio where there is no benefit
from coding is the same for all code memories and is about —2.25 dB F,/Ny. Below this
value, the SNR of the output is in fact lower than the uncoded case -a consequence of the
‘threshold effect’ of convolutional (and most other) codes. But the very low SNR will not be

so interesting for us, since in that case decoding of the data will be impossible too.

5.3.3 Graphical Illustration of the Procedure

In Fig. 5.3 two curves are shown. The first shows simulation results of the synchronization
rate for the high SNR rule at different SNR for the parameters NPP¥ = 213 and LPBF = 13.
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Figure 5.2: The SNR of the output of the SOVA as a function of the SNR of the
physical channel for different code memories at vate B = 1/2. Also shown (dotted)
is the ‘uncoded” R = 1/2 case which surpasses the coded cases below about —2.25 dB
FEs/Ny. Note how all the curves for codes of different memories appear to pass through
the same point, again —2.25 dB F,/Ny.

In order to convert these results to those of the DBF system, we must proceed as follows: For
a given channel SNR, compute the SNR at the output of the meta-channel using Fig. 5.2; then
take the synchronization rale [rom the original curve at this ‘meta-channel SNR” and mark a
point with this synchronization rate at the channel SNR. This has been visualized for a channel
SNR of —2 dB FK,/Ng: the SNR of the meta-channel is 1.4 dB, the synchronization rate at
this SNR is approximately 94 %, so the DBF system will have an expected synchronization
rate of 94 % at —2 dB. We can express this a little more formally as

Es

E,
N y=1—Pr{f}(N = NPPF [ = LPBY psoval
0

No

1 — Pr{f}(DBF, ), (5.4)

where 1 — Pr{f}(DBF, ﬁ—o) is the synchronization rate of the DBF system at the channel
SNR of f,—o and 1 — Pr{f}(N = NPBF [ = [PBF E—/) is the synchronization performance of

> No
a traditional frame synchronizer working on a frame length of N = NPBF

with sync word
length I = LPP at an SNR of % (it can be a result from a simulation or from an analytical
calculation). PSOVA(%) is the signal-to-noise ratio % of the output of the SOVA operating
at ]]%;—0 The second curve shows the result of the construction. We should not forget that
we have assumed perfect node-synchronization, perfect interleaving of the sync word and no
deterioration due to not making use of correct termination of the code trellis or knowledge
that the encoder starts in a predetermined state. The latter two assumptions are reasonable

as we can let the decoder start a fraction of a frame before and run a fraction of a frame
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Figure 5.3: Estimation for the Performance of the DBF system for code memory
3, NPBF = 213 and LPP" = 13. The bold curve is conslrucled from the simulation
resulls of 4.5 (righlmosl curve) by making use of the SNR of Lhe mela-channel. See

the text for a detailed description of the construction.

beyond the normal frame length in order to increase the spacing of decoded data we will use

to locate the sync word from the edges of the (unterminated) trellis.

5.4 Node Synchronization

Before we come to simulation results we have to say how node synchronization can be estab-
lished. The method we have employed is very simple and is described for rate 1/2 codes: Two
decoders start decoding but are offset by one symbol (half a branch) relative to each other.
One decoder must be synchronized correctly, we shall take the offset of that decoder which
has the largest metric associated with its best path through the trellis [VO79]. It might be
possible (especially for large frames) to decode only a fraction of the frame and then to decide
which was the correct offset, we have not investigated this, since node-synchronization need
only be achieved or re-established when acquiring or re-acquiring frame synchronization and

not during normal data decoding.

Simulations [Jac92] show that the false node synchronization rate only exceeds 1 % for signal-
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to-noise ratios (F;/Ny) lower than —3 dB, so the effect on the frame sync failure rate will be

negligible at interesting SNR.

5.5 Results

In Figures 5.4, 5.5, 5.6 and 5.7 we show the results for two different code memories and two
set of frame and sync word length. We have plotted simulation results ! of the systems DBF
and DAF together with the results of the semi-analytical estimation described above. We
are reassured that our model is accurate by the fact that the simulations come very close to
our estimations. The results show that the DBF receiver structure is inferior to the DAF
structure as far as frame synchronization rate in concerned: although the DBF curves rise
more steeply (due to the strong increase of the SOVA output’s SNR above the threshold),
they do not reach the performance of the DAF system which has a larger sync word length
L leading to a lower Pr{f|RDL}.

100 ¢

m
4
4
4
4

g

90 F

80 F

=—=a DBF, N =213, L®=13, simul.
DBF, N®=213 " =13, constr.
a—a DAF, N?¥=426, |"=26 ]

sync rate [%]
~
o
T

80 [

50 |

E./No [dB]
Figure 5.4: Comparison of the DBF and DAF systems. Parameters: NDBE —
213, LPBE = 13, NPAF — 426, L[PAF = 26; code memory 3, R = 1/2.

1 — Pr{f|RDL}PBF = 0.9886; 1 — Pr{f|[RDL}PAF" = 0.9999.

To conclude this section let us point out that our hopes that the synchronization rate of the
DBF system would -at least for some SNR- exceed that of the more traditional DAF system

have not been met. However, this is not the complete picture as we will see in section 5.7.

lSimulations include node synchronization.
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Figure 5.5: Comparison of the DBF and DAF systems. Parameters: NDPBE —
213, LPBF = 13; NPAY = 496 LPAY = 26; code memory 6, R = 1/2.
1 — Pr{fIRDL}PB¥ = 0.9886; 1 — Pr{f|[RDL}P4" = 0.9999. Note how the per
formance of the DBF system drops even more quickly than for memory 3 (Fig. 5.4),

because the threshold effect of the decoder is more pronounced.
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Figure 5.6: Comparison of the DBF and DAF systems. Parameters: NDBF —

110, LPBF = 10, NPAF = 9220 LPAF = 20; code memory 3, R = 1/2.
1 — Pr{fIRDL}PBF = 0.9566; 1 — Pr{f|[RDL}PAF = 0.9999.

5.6 Deterioration When Using the VA Instead of the
SOVA

In chapter 4 we saw the surprising result that the hard decision correlation rule does not

perform as badly as expected (‘hard decision is worse than soft decision’). The soft correlation
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Figure 5.7: Comparison of the DBF and DAF systems. Parameters: NDPBE —
110, LPBE = 10, NPAF = 220 LPAF = 20; code memory 6, R = 1/2.
1 — Pr{fIRDL}PBF = 0.9566; 1 — Pr{f|RDL}”4" = 0.9999. The difference between

DBF and DAF is even greater than before due to the more pronounced difference on

the respective Pr{f|RDL} s.

rule was much worse for moderate and higher SNR. However, we would still like to show
the gain that is achievable when using the SOVA (allowing the high SNR rule to be used)
compared to employing the VA, making frame synchronization with hard decisions mandatory.
In Fig. 5.8 one can see that about 0.5 to 1.5 dB can be gained by going from hard decisions
to the high SNR rule, both curves are limited by 1 — Pr{f|[RDL}’Z¥  of course. The price
to pay (if the SOVA is not being used in any case) is an increase in decoder complexity of

about factor 1.8 [JVM93].

5.7 Improving the Decoding Performance of the DBF
System

So far, our results have indicated that the DBF system has a poorer synchronization perfor-
mance compared to the DAF system. However, we must bear in mind that synchronization is
only to be established at the start of a transmission session and occasionally when synchro-

nization is lost (synchronization can be continually monitored) [JAS85] [Dri93].

We shall see that the inserted sync word of the DBF system (the sync word is inserted before
coding) can actually help the convolutional decoder. This is because the bits of the sync

word are intertwined with the information bits and both the positions and values of these
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Figure 5.8: Advantage of using the SOVA in the DBF system. Parameters: NPBE -
110, LPBY = 10; and NPBF = 213, LPPF = 13: code memory 3, R = 1/2. Note
the improvement that ts achievable when using the SOVA instead of the VA: the SOVA

allows soft decisions to be used by the frame synchronizer.

‘sync’ bits are known when the recewwer is in the ‘in sync’ mode of operation, i.e. when frame

synchronization is accomplished.

5.7.1 Decoding when the Trellis has Known Subsets of Transi-

tions

In the normal decoding mode the receiver knows some of the information bits of the sequence it
is trying to decode. We can best illustrate this in a diagram: in Fig. 5.9 we see a subsection of
a four-state trellis with 9 transitions of which we know that the second transition is associated
with an information bit 0 and the 6’th is associated with a 1. There are only two out of the
possible four states that the true path can go through at steps 2 and 6, resulting in a reduction
of the number of possible paths by a factor of two. This can help the decoder choose the
correct path since an incorrect path with a path-metric greater than that of the true path
(which would normally lead to a decoder error) might be an ‘illegal” path and be rejected. In
practice we can implement this by setting the metric increment of every transition associated
with the opposite of the sync word symbol to a very large negative value thus penalizing the

transition and all paths of which it is a branch.

We expect an improvement in the BER of the decoder output which will become more marked
as the density of the known bits increases. The improvement for two examples of ratio of sync

word length to frame length is shown in Fig. 5.10. One sees that the gain is only a fraction of
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00O

Figure 5.9: Use of known bits to improve decoding performance. Shown is a subsection
of a four state trellis with 9 transitions. We know that the second information bit is a
0 and the 6’th a 1. Thus there are only two out of the possible four states that the truc
path can go through at steps 2 and 6, resulting in a reduction of the number of possible

paths. Knowing this can help the decoder choose the correct path.

3
/
/
/
/
r
/ |

w1077
1073
=—————=a& no known bits
s a N™=213, L™ =13 (=6.1% known bits)
- - - - NP1=220, L"™=20 (=9.1% known bits)
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Figure 5.10: Decoding performance (simulation) when using known bits compared to
not using the known bits. We see that the benefit from using known bits increases as
their density increases, but the gain is only a fraction of a dB in both cases. It should
be made use of, however, as it is virtually for free. It should also be made part of our

assessmenl of Lhe relalive performance of the DBF and DAF syslems.

a dB in both cases. It should be made use of, however, as it is virtually for free and must thus

be made part of our assessment of the relative performance of the DBF and DAF systems.
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5.8 Final Comparison

We are faced with the dilemma of having to compare two systems that differ in both frame
synchronization rate and bit error rate. In some applications this might be enough to make
the decision on which to use, but we wish to adjust one of the two systems so that one of
the two criteria of performance are equal for both. If we stay with our constraint that the
number of information bits / and channel symbols P per frame be equal, then one method of
comparison is to lower the code rate of the DAF system until we get equal coding performance
compared to the DBF system and to then compare their synchronization rate. This can be
done by using punctured convolutional codes, for instance those given in [Hag88]. Tn order
to choose the correct rate RP4! we have plotted the BER performance of RCPC codes with
different (but similar) rates in Fig. 5.11 together with the curves from Fig. 5.10 that show
what can be gained by using the known (sync word) bits.
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G 107
[aa)]
=—n Cod¢rate R=16/32
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— R=1p/34
10 = R=1/6/35
=% R=16/36
— — — = N®£213, =13 (=6.1% known bits)
NPEFL110, L% =10 (=9.1% known bits)
107"
—4 -3 -2

E./No [dB]
Figure 5.11: Simulation of the decoding performance of different rate RCPC codes.
We can use these results to find the code rate of the DAF system that has the same
BER as the DBF system that uses known bits to help decoding.

We can summarize the new frame structure of the DAF system for our two examples in table
5.1. From this we see that the constraint of limiting the length of the frame and reducing the
code rate RPAF leaves only a short sync word to be used by the DAF system if it is to have the
same BER as the DBF system. As can be seen from Figs. 5.12 and 5.13 the synchronization

performance is greatly reduced, especially for the smaller frame length.

It seems that to achieve a good BER is much more difficult than frame synchronization. As
we have seen before, the sensitivity of the frame synchronization rate (for the traditional

frame synchronization problem) on the length of the sync word is very pronounced. This
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Table 5.1: Parameters of the DAF and DBF systems with comparable bit error rates.
The vate RPAF is chosen such that the bit error vate of the DBF system using known
bits when decoding will be the same. This enables the length of the sync word LPAF

be determined (rightmost column).

Frame Info bits | Parameters Code rate RD—IM LPAF
length P | [ of DBF RPAE
426 200 NPBE =213 [PBF =13 % 413 13
220 100 NPBE 110, LPBF = 10 % 213 7
100 ¢ 1
i i
90 f
n D/
80 [ '
X
B 70; =
> Fo, = - o DAF, N®=426, ™ =28
60 [/ o—a DBF, N¥=213, 1%=13 E
& e— DAF, N=426, =13
50 L ]
40 | | | | | | | |
6 -5 -4 -3 -2 -1 0 1 2 3 4 5 6

E./N, [dB]
Figure 5.12: Comparison of the DBF and DAF systems -BER being equal. Parame-
ters: NPBF =913, LPBF =13, NPAF = 426, LPAF = 13; code memory 3, RPPF =
1/2. RPAF =16/34. 1— Pr{f|RDL}PBF = 0.9886; 1 — Pr{f|RDL}’AF = 0.976. The
reduclion of Lhe lenglh of the syne word Lo 13 has greally reduced Lhe synchronizalion
performance of the DAF system.

is especially true if the sync word is reduced below a certain threshold which is the case in
the second example. Therefore, the comparison might lead to the impression that decoding
before frame synchronization leads to greatly improved performance. However, when viewed
from the aspect of improved decoding performance the benefits seem quite small (about 0.2
to 0.25 dB). Furthermore, if no use can be made from the sync symbols when decoding, the
frame synchronization rate of the DBF scheme is worse, and in bad channel conditions will
suffer even more. But in the traditional frame sync problem we are interested in maintaining

synchronization during deep fades (or similar events) even when decoding is impossible.
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Figure 5.13: Comparison of the DBF and DAF systems -BER being equal. Parame-
ters: NPBE = 110, [PBF = 10. NPAY = 220, LPAY = 7. code memory 3, RPBE =
1/2. RPAY =16/34. 1 — Pr{fIRDLY’BF = 0.9566; 1 — Pr{f|RDL}P4" = 0.487.
The difference between DBF and DAF is even greater than before due to the more pro-
nounced difference on the respective Prpr’s. The reduction of the length of the sync

word to 7 has made the synchronization performance of DAF catastrophic.

I
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Frame Synchronization for
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Chapter 6

Packet Communications

6.1 Introduction

6.1.1 The need for Packet Communication

We will begin by giving a brief overview of packet communication systems. Packets are used
for transmitting data for two main reasons; firstly the need by several users to share a common
channel, secondly when data is to be transmitted only at certain times, perhaps because only
small amounts of data have to be transmitted, when for instance data arrives for transmission

sporadically.

Packet communication has been used [or several decades now, although it is becoming in-
creasingly important. Applications range from high speed LAN/WAN computer networks
and ATM networks [AW92], to low rate satellite communication, mobile communication and
fixed terrestrial communication over radio channels. Data rates encountered range between
several hundred mega bit/second, to a few hundred bit/second. Packet information content
also varies greatly, from many tens of thousands of bit of information to only a few tens of
bit. Similarly, the quality of the transmission medium encountered can vary between virtually

noise-free to hostile multi-path fading channels with low signal-to-noise ratios.

It would be futile to try to address all areas of packet communication in one piece of work.
Even reducing the field to simply radio communication leaves countless different possibilities
to consider. In this work we will focus mainly on short packet communication on radio

channels without inter-symbol interference. We will give examples of such systems later.

6.1.2 Access Protocols

Central to many packet communication environments is the question of access protocols. As

mentioned in the introduction, several users need to share one channel, e.g. a radio frequency
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band. They share it on a time-to-time basis; hence this form of multiple access is referred
to as Time Division Multiple Access (TDMA), in contrast to Frequency Division Multiple
Access or the more recently developed Code Division Multiple Access. One should mention,

that there are systems where two or even all these basic access techniques are combined.

6.1.2.1 Overview

For our purposes, TDMA random access protocols can be roughly classified into the following

main categories

e Fixed TDMA and reservation protocols

e ALOHA protocol

e Slotted-ALOHA protocol

The first group is historically the oldest and perhaps the most widely used. Basically, each
user of the common channel is assigned a time slot, often referred to as a TDMA slot or
window, in which it may send its data. The slots are commonly of equal duration, and in
the simplest of implementations each user may send data on a periodic, fixed basis. These
protocols can be refined by dynamically allocating slots to the different users, depending on

the users’ needs and other factors.

The second group is quite different, there is no time slot structure. All users transmit asyn-
chronously, on a random basis. To ensure a low collision rate, each user waits a random time
before attempting to transmit. There is, therefore, the possibility of packets colliding, when
two users transmit at the same time and their signals at the receiver are of such relative
strength so as to make reception of either impossible. Collisions, and hence complete or par-
tial loss of a packet must be tolerated in these types of communications systems. ALOHA
systems have the advantage of not requiring slot timing. They may be enhanced by so called
‘carrier sensing’ in which each user listens to the channel and only transmits if the channel
appears to be free. This only works, of course, if the users are able to receive one another,

which is not the case for uplink satellite communications, for example.

The third group combines the ideas of both preceding strategies. Time is again divided into
slots, just as in TDMA systems. However, the users transmit in these slots on a random
basis. Thus we observe basically the same behavior as ALOHA systems, except that the total
throughput is twice as high as that for ALOHA [Abr70] [K'T75].
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6.1.3 Short Packets -Why and When are they Used?

Since synchronization becomes more tough an issue to tackle and the gains in terms of band-
width saving are most pronounced, we will in this work concentrate on improving frame

synchronization for short packets.

Short packets are used when small amounts of data are to be transmitted, or data only arrives

sporadically or where delay must be kept low. Some examples are:

o Traffic management e.g. [WRLT91] [HW90]. Data is transmitted between moving vehi-
cles and other vehicles or roadside sites in order to pass position, speed and destination
information, or handle toll collection, provide route guidance and traffic information.

Data typically needs to be transmitted sporadically, and is often not long.

o Medical applications where patients carry with then monitoring units that transmit

information to a central receiver. Power consumption may be particularly important.

o Military uscs are numerous. Remote control, guidance and communication. Again
power consumption may be important; additionally short packets are more difficult to

detect and/or interfere with.

o Fnvironmental and measurement data may need to be transmitted from remotely located
monitoring sites to central stations. Information is usually accrued then transmitted.

Data may only amount to a few tens of bit per measurement.

o Access channels, packet acknowledgement and key (cipher) transmission are examples
of overhead needed for packet transmission that itself needs to be transmitted. Again
the data length is usually very short, a few bit at the extreme. Since many packets
belonging to this category may need to be transmitted for every information packet,

they may degrade the total throughput and/or energy efficiency considerably.

o Voice communication for personal communication such as the DECT system [SSHS92]
often uses short packets because of delay restrictions and because the transmission rate

can vary with the duty cycle of the speech.

o incremental redundancyis sometimes transmitted when a receiver cannot detect a packet
the first time. An example of such a scheme makes use of rate compatible punctured
convolutional codes [Hag88]. The amount of incremental redundancy transmitted is
typically a fraction of that of the the original data, furthermore, several such retrans-

missions may be necessary until the associated block of data has been received correctly.

It is only recently that short packets have been considered a useful means of transmitting data.

Short packets have been neglected because they have been too hard to synchronize without
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greatly increasing the bandwidth overhead, until recently, with the advent of preamble-less,
block-oriented algorithms which we will come to later (e.g. [CSV90] [O192] [SC92]). By
block-oriented we mean that the whole packet is used to recover the different synchronization

parameters, after the packet has been sampled, quantized and stored in a digital memory.

6.1.4 Packet Structures

Hand in hand with the development of efficient block oriented packet processing algorithms
went the introduction of a new packet structure. Traditionally packets consisted of a preamble,
followed by a sync word for frame synchronization and the the data [Feh83] [UTMT91]. This
arrangement was a requirement of the real-time processing of the packet: Initially carrier
phase and frequency and also symbol timing would be established, then the output of a
sliding correlator with the sync word was monitored. When the sync word was located, the
data was demodulated and decoded if necessary. Basically, packets were treated in the same
way as long continuous streams of data. Hence long preambles were common and discouraged
the introduction of shorter packets. It was slowly realized that in many applications of
packet transmission one had the enormous advantage that packets could be sampled and stored
prior to processing. It is only this that makes it possible to synchronize short packets on
hostile environments. In recent years, preamble-less packet structures have been proposed;
they depend vitally on effective block-oriented synchronization techniques for symbol timing,
carrier estimation and frame synchronization. The only redundancy remaining, besides coding
redundancy, is the sync word. The main goal of this work is to find efficient techniques of
reducing the length needed to achieve frame synchronization at a certain signal-to-noise ratio

1.e. to reduce the length of the sync word.

6.1.5 Packet Receiver Structures

We have already mentioned different packet structures, those with a preamble (or mid-amble)
and those without. The preamble-less structure depends on block-oriented methods of syn-

chronization. We define the following two classes:

e No storing of the packet (except for decoding). If the packet is to be processed purely
by hardware this is often adopted. A preamble becomes necessary since timing and
carrier recovery need to be accomplished prior to demodulation. It has the advantage
that the packet is processed in real-time, necessary for very time critical applications.
We must remember, however, that any packet communication system where collisions

occur will result in a possibly large delay.

e Sample then process (digitally). This is generally the most flexible approach. No pream-

ble is required as we can recover the synchronization parameters using the whole block.
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Our investigations will focus on the latter problem, since this novel processing technique seems
promising and allows the greatest improvements through the use of optimal or close-to-optimal

algorithms.
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Chapter 7

Important Elements of Packet
Receivers and Model of Packet in a
Time-Slot

7.1 Coding for Packet Communications

Due to the low signal-to-noise ratios and/or fading environments effecting many packet com-
munication systems, coding becomes necessary to protect the data against transmission errors.
Furthermore, since collisions may occur, and also the synchronization tasks that need to be
accomplished may not all be successful, error detection becomes necessary. The two, error
prevention and detection are often combined, both are achieved by adding redundancy either
in the form of extra symbols (resulting in a higher bandwidth) or by expanding the signal
format [Ung81] -or both. We do not wish to give an extensive review ol the vast literature
available on this topic; furthermore, the type of coding used is very dependent on the par-
ticular application. Since we are interested in low signal-to-noise ratios, we assume that if
error protection is employed, then it will often be using convolutional codes [CC81] [Bla83]
[Pro89], the principle of which we have already introduced in section 3.6. Their principle
advantage is their ability to use soft decisions or channel state information in a fading envi-
ronment [Hag80]; this is vital if all the information about the channel is to be used and can
provide a gain of several dB in signal-to-noise ratio (SNR). Additionally. soft output decoding
is possible, beneficial if codes are concatenated and advantageous for source decoding [Hoe93]
[Hag94]. One of the disadvantages of convolutional coding seems to be the difficulty in exact

analytical performance evaluations, although this has not discouraged its use.
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7.1.1 Block Coding

We will only mention another important family of codes: block codes. Most block codes share

certain properties that distinguish them from convolutional codes:

e Decoding is usually only on hard decisions, producing hard decisions.

e Performance at low SNR and for small code rates is generally less than that of convo-

lutional codes.

o The error statistics are different: convolutional codes result in bursts of errors in the
decoded data stream; use of block codes may yield block errors (or -in the case of

systematic block codes- blocks where the raw demodulator output is hard decided.)

7.1.1.1 Concatenated convolutional and block coding

The property of convolutional codes to work better at low signal-to-noise ratios combined with
the fact that they produce bursts of errors has led to their combination with non-binary block
codes. For these reasons the convolutional code is usually the ‘inner’ code, the block code the
outer code. The purpose ol the block code is o eliminale the errors lelt aller decoding the
convolutional code. Best known example of block codes to be used in such a scheme are Reed
Solomon Codes [Bla83] and an example of concatenation of trellis coded modulation and RS
codes is found in [Edb89]. The advantage of RS codes is that they can make use of the soft
decisions from soft output Viterbi algorithm (SOVA) [HH89] through erasure decoding.

An even simpler case of concatenated convolutional and block coding is to use a cyclical
redundancy check (CRC) code to determine with very high probability if there are errors
remaining in the convolutional decoder’s output. This is advantageous when short packets
are transmitted and errors after decoding are quite rare. An application of such a construction

will be given in the next section.

7.1.2 ARQ/FEC Schemes

Coding to protect against loss of data is often referred to as Forward Error Correction (FEC),
redundancy enabling error correction being added before errors occur. Another way to deal
with errors after they have occurred is to simply detect errors at the receiver by protecting

the data with an error-detecting code and requesting retransmission of the affected block(s)

il they are [ound to be in error, these schemes are called ARQ schemes, [Wel83] [MC85].

Both approaches can be combined, resulting in ARQ/FEC schemes that protect data in such

as way that errors can be corrected with a certain probability and any remaining errors are
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detected. Now in this case, it is known that making use of what has been received when
processing a repeated block is better than disregarding it. An elegant way of realizing this
was presented in [Hag88]. A special family of convolutional codes called Rate Compatible
Punctured Convolutional codes (RCPC codes) was introduced that allow the block to be
transmitted with little error protection (high rate) initially; should this result in errors !,
incrementally transmitted additional redundancy can be optimally combined by the receiver.
This process of retransmitting additional redundancy can be repeated several times if neces-
sary. The advantage is a high achievable throughput measured in error-free bits per channel
use (symbols). Characteristic of this scheme is that small packets must be transmitted when
supplying the receiver with additional redundancy -these packets must all be synchronized

reliably.

7.2 Processing of the Traditional Packet Structure -
Packets with Preambles and no Storage Prior to

Decoding.

The majority of present packet communications systems fall into this class. Examples are the

DECT system for personal communications [SSHS92] and many mobile satellite links [Boe92].

The algorithms used to recover timing and carrier parameters are most often feedback struc-
tures such as phase-locked-loops (digital or analogue PLLs) [LC81] [Fra80] [Oer89] [Kob71].
PLLs have the disadvantage of the hang-up phenomenon occurring, whereby the estimated
parameter, symbol timing offset or carrier phase is far from the correct value. In traditional
communications this leads to a loss of a certain amount of data. Here, it can mean the loss of a
complete packet. Closely linked with this phenomenon is the problem of acquisition of PLLs.
Since processing is on-line, the preamble must be long enough to ensure stable operation of
all loops. Particularly sensitive are loops where the timing acquisition depends on the carrier
acquisition and vice-versa, for instance the Mueller-Miiller timing recovery algorithm needs

phase synchronization to be achieved [MMT76].

7.2.1 Frame Synchronization

The method adopted for frame synchronization is usually to insert a known sync word between
the preamble and the data portion of the packet. A correlation (usually using hard outputs)
is then done with the sync word; when a threshold is exceeded the sync word is declared to
have been found, hence the position of the beginning of the packet is known [Sch80] [Boe92]
[Bi83].

LA CRC code was assumed to guarantee perfect error detection.
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A refinement of this principle has been given in [SH90] that enables the number of uncertainties
for the location of the sync word to be reduced by factor of two by making use of the preamble
with a periodic —1 1 —1 1... structure. Furthermore, the case of convolutionally encoded data
is investigated: by special code choice (the encoder must remain in the all-zero state during
the preamble) and using just one sync word symbol that is encoded to represent the start of
the data portion, the receiver is able to monitor the decoder output and observe when it first
leaves the all-zero state. This elegant method is an example of coded synchronization and is
well suited to environments requiring on-line processing of the packet, however a preamble is
a necessary requirement to ensure that the decoder has had time to achieve carrier, symbol

timing and node synchronization.

More recently, the optimal frame synchronizer for packets with preambles has been derived
[MM93]. The preamble is used as an extension of the sync word to aid frame synchronization
and not just timing and carrier recovery. The algorithm presented was shown to be consid-
erably better than the correlation rule -an observation that has often been made in the past

and which we will encounter throughout this work.

7.3 Preamble-less Packet Communication -a Modern

Receiver Concept

Recently, preamble-less receiver concepts have gained in popularity because of the bandwidth
and power efficiency associated with them. It is only the application of digital signal processing
techniques which allow the packet to be stored and subsequently be processed that make this
receiver concept attractive. The processing capabilities of modern DSP-chips are increasing
at a phenomenal rate, allowing more and more refined processing to be carried out for any

given transmission rate.

The underlying concept is very simple and appealing. The packet is simply sampled at a
sufficiently high rate and stored in a memory. Different processing stages are now invoked,
usually starting with coarse frequency offset estimation, based for example on FFT techniques
[Rif74] [Cow93b] or a novel technique proposed by Crozier requiring fewer operations [Cro93];
this is followed usually by symbol timing offset estimation, for example using the digital
square and filter technique presented in [OMS88]. After symbol timing has been established
and the matched filter values at the symbol rate are determined by interpolation, processing

is continued by either frame synchronization or phase and fine frequency offset estimation.
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7.3.1 Problem Definition
7.3.1.1 Implication of access protocols for packet synchronization

This part of the work will deal with synchronization, frame synchronization in particular, of
preamble-less packets. Let us reconsider the classification of the three main different access
protocols (see section 6.1.2). If one does not deal with the problem of collisions, then it is even
possible to treat slotted-ALOHA systems in the same way as TDMA systems; requiring only
two classes to be distinguished. This assumption is not so far fetched when one assumes that

a collision will often result in a loss of all packets involved (usually two, sometimes more).

The basic difference between the two (new) subgroups (IDMA and slotted- ALOHA;
ALOHA) is that in the first, the receiver is able to make use of the fact that a packet must
arrive in a designated time slot; whereas in the second case the packet arrives sporadically.
These two cases can be treated as one as far as synchronization is concerned if one assumes
that the receiver can detect energy on a continuous basis and then decide that a packet must
have arrived if a threshold is exceeded [WRL*T91] [MM93]. Thus an ‘artificial window’ can be

placed around the newly acquired packet prior to subsequent processing.

7.3.1.2 The model

At this stage we will introduce the model used to describe the packet and its location in a
time slot and the information provided for the frame synchronizer: see Fig. 7.1. We assume
that the time-slot either contains a packet or not (we do not explicitly consider collisions).
The slot is either a TDMA or slotted ALOHA slot, or an artificial window placed around a
packet after energy detection. The packet cannot extend beyond the boundaries of the slot.

Let us assume that a packet has actually been transmitted. The modulation used be M-ary
and the set of transmitted symbols is {W;,0 < 5 < M — 1}. The packets are N-symbols
long, ol which the first L symbols are a known sync word S = (S0, 51, -0y S1—1). The symbols
in the packet data sequence, d = (dp,dy,....dy_y), are assumed to be chosen randomly and
uniformly from the signal set. Our packet is assumed to start at the g-th position of the slot
of length G. Typically, the value of G— N will vary between 10 and 100, mainly depending on
clock uncertainties, delay differences or the accuracy of the artificial window. For instance,
the maximum delay difference between a geo-stationary satellite and mobile users at the
end of the beam coverage area is 16 ms, for a data rate of 2.4 k bit/s this corresponds to
a minimal slot over-length G — N of 38 [LY84]. The preamble-less INMARSAT-C access
channel has a slot over-length of 54 symbols [CSV90]. A proposal for an access protocol for
EHF communication between moving vehicles assumes an over-length of 40 ps at a data rate
of 500 k bit/s to 2 Mbit/s, corresponding to GG — N from 20 to 80 symbols [HW90].



11U lriporvalne riderieles of rraCKket neceivers alid rrackesw viodael

Slot length G
s s d d
O\ '\-1 L Packet length N N-1
‘ i
NOISE NOISE
\ ‘ Data Portion: N-L
T Sync
_ wordL
u
« X
0 G-1
X,
|
n n "
l i 0 —
yi
yo yG-l

Figure 7.1: Model for frame synchronization of a packet surrounded by noise. The
packet (shaded) lies in a time-slot. The receiver operates on of symbols of length G
¥ = (Yo, Y1, ---» Ys—1). The receiver has no knowledge of the transmitted sequence cor-
responding to the extracted sequence & or the noise sequence . The goal of the syn-
chronizer is to determine the packet starting position . Known to the receiver is the
sync word S = (50,91, ey S1,—1) comprising the start of each packet, and the length N
of each packet.

7.3.2 Algorithms for Timing and Carrier Synchronization

The in-phase and quadrature baseband signals are sampled -usually at four or eight times the
symbol rate [WRLT91] [CSV90] after the analogue signals have been band-limited to fulfill
at least the sampling theorem (taking into account a possible frequency offset). The complex
samples are A/D converted (for example with 16 bit in [WRLT91]) and stored in a memory.
For short packet transmission the memory costs are not very significant and may amount to
a few K byte only. We now look at some of the different algorithms used for processing. The
discussion is not intended to be complete by any means, it serves only to present the most

commonly found algorithms.
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7.3.2.1 Coarse frequency acquisition

The carrier frequency offset may be a significant proportion of the symbol rate. One method
that is predestined for block-oriented synchronization of sampled packets is an FFT based
search procedure. After stripping the signal of modulation, commonly done by squaring the
signal when using binary phase shift keying (BPSK) or taking the fourth power in the case of
QPSK 2, a FFT is performed and the spectral power density is calculated, then the FFT bin
is searched for that contains the largest peak hence enabling the stored signal to be corrected

by this frequency offset and subsequently to be matched filtered.

7.3.2.2 Timing synchronization

One very popular block-oriented timing synchronization method is the square and filter
method proposed in the digital form in [OMS88]. It is the digital counterpart of the commonly
known timing synchronizer that determines the phase of the spectral component (hence fil-
ter) of the square of the magnitude of the matched filter’s output. In the analogue version
of the method, this phase is used to generate a control signal for the sampling time of the
matched filter. In the digital implementation just the Fourier component of the squared
magnitude is evaluated and the phase uniquely determines the timing offset. Correct tim-
ing 1s then achieved by either choosing the sample nearest to the evaluated sampling time
or by performing interpolation. There are several advantages gained by using this method:
firstly no use is made of known data symbols, secondly the algorithm is insensitive to phase
offset or even non-frequency selective fading (use is made of the square of the magnitude
of the (complex) matched filtered signal), thirdly we have observed that it is insensitive to
noise surrounding the packet. It is the latter fact which is a strong argument for performing
frame synchronization after timing synchronization, this even holds when the packet whose
position is unknown in a comparatively large slot (up to twice the packet’s length). The
frame synchronization algorithms are derived in this work and earlier assume perfect timing
and phase synchronization. Most recently proposed block oriented phase recovery techniques
[VV83] [Ohs90] [Cow93b] also require that symbol timing be established. The invariance of
the digital square and filter timing method to unknown frame synchronization has not been
shown hitherto, we will give shortly present simulation results for this algorithm to confirm
the above statement. Finally, even some traditional timing recovery loops have been praised
for their invariance to carrier-phase offsets, for example the Gardner Algorithm (GA) [Gar86]
(it is also a non-data-aided technique). They can be applied prior to frame synchronization
provided that the algorithms operate on a part of the received vector where the packet is
guaranteed to lie. Finally, another method was proposed in [SC92] which performs similarly

to the above, it too is neither data aided nor decision directed (although it can be modified

2Some recent work has investigated other nonlinear operations [Cow93b].
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to be data-aided giving a performance improvement).

The Digital Square and Filter Timing Algorithm Let us present QOerder’s and
Meyr’s digital reformulation of the square and filter timing algorithm [OMS88]. We as-
sume that our estimator operates on the complex valued matched filter output sequence
gME = {yg/IF,...yy(%_l)} sampled with p samples per symbol period T, (p must be greater
than 2 [OMS8], p = 4 is chosen in that paper and here) corresponding to a sampled time
slot of length G in which a packet may lie. Goal is to generate an estimate 7 of the optimal
normalized sampling point of the matched filter, 7, where —1/2 < 7 < 1/2. The estimator is

indeed very simple, the absolute value of each element of the sequence ™% is squared, then

the timing estimate is evaluated through

_1 P'(G_l) . )
e =g—rarg| 3 e L (7.1)

k=0

In [OMS8S] it is shown that the estimate is unbiased, and an approximation for the variance
of the estimate was derived for large G 3. Instead of using the variance of ¢, as the measure
of performance we will simply look at the increase in the (uncoded) bit error rate of packets
that lie in slots of different lengths where the symbol timing evaluated with (7.1), compared
to the BER of packets with perfect symbol timing.

Simulation Results We investigated uncoded BPSK and QPSK modulated packets trans-
mitted over an AWGN channel. Phase coherence was not assumed at the point of symbol
timing recovery, only for demodulation. The transmission pulse is a raised cosine impulse
(Nyquist system) with the roll-off parameter 3 = 0.4, see chapter 6 in [Pro89]. The resulting
bit error rate for packet lengths of N equal to 25, 50 and 124 are shown in Figs. 7.2 and 7.3 for
BPSK and QPSK, respectively. We observe that the performance degradation for the smaller
packet lengths is more marked, becoming greater with a larger noise window surrounding the
packet (ratio G//N larger). However, the loss is still very small and is dominated mainly by
the length of the packet N. At this point it is important to observe how little of the loss is
due to performing timing recovery before frame synchronization, i.e. the effect of having noise
around the packet in addition to the noise perturbing the packet itself is small. It is known
that the above algorithm performs close to the Cramer-Rao lower bound on the timing off-
set variance [SC92], so we cannot find an algorithm that performs non-data-aided estimation
more efficiently. The alternative would thus be to perform decision directed timing acquisition
after (perfect) frame synchronization (G = N) -with all associated hang-up problems, leaving

the problem of achieving frame synchronization without timing recovery still to be solved.

3In that paper it is assumed that the receiver is operating on a continuous block of data of length G, i.e.

in our case this is equivalent to the packet length N being equal to G.
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Which ever way we see it, the loss due to imperfect timing synchronization is almost in-
significant except for very large ratios G/N which might be encountered only when receiving
sporadic packets. In the latter case, timing acquisition might even be done twice -a second

time after frame synchronization when G = N in the above equation.
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Figure 7.2: Degradation of the uncoded bit error rate in packets due to imperfect
timing recovery, for BPSK modulation. Parameter: The block size N and slot length

(G. Note the small degradation for larger N and the relative un-importance of the ratio

GJN.

7.3.2.3 Frequency and phase synchronization

So far, we have implied that timing synchronization has been successfully accomplished be-
fore fine-frequency and phase estimation are tackled. The task is essential for coherent de-
tection, and frequency detection is necessary even for differentially coherent detection [SD87]
[WRL*91]. In addition to the vast collection of traditional phase-locked-loop type algorithms,
there is increased interest in block-oriented techniques. Best known is probably that proposed
by Viterbi and Viterbi [VV83], which only considers phase recovery of blocks of data such as
packets. The major advantage is that is does not suffer from hang-up phenomena, however,

it is sensitive to frequency offsets.

The FFT method from above can be used for fine frequency correction if sufficient padding is
employed to guarantee the necessary accuracy [Cow93a] and it represents the true maximum
likelihood frequency estimator if the padding is sufficiently large. Another algorithm was
proposed in [Ohs90] and recently applied in [DS92]: the method of recursive least mean
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Figure 7.3: Degradation of the uncoded bit errov rate in packets due to imperfect
timing recovery, for QPSK modulation. Parameter: The block size N and slot length
G (QPSK symbols). Note how the degradation is even smaller than for BPSK. For

N = 50 there is virtually no loss due to imperfect timing.

squares. The algorithm is based on the maximum likelihood principle given observation of

the phase of the received samples (at least for high SNR).

7.3.3 Frame Synchronization

To the author’s knowledge, no work has been published so far that tackles optimum frame

synchronization for block-oriented processing of preamble-less packets in a similar way as it

has been done for traditional frame synchronization [Mas72] [Nie73] [LT87] [Sch80].

The only work presented at the time of writing is that of Schaub and Hansson [SH90] which
we have briefly encountered earlier and the recently presented paper by Mehlan and Meyr
[MM93] [SH90]. Both assume a preamble at the start of the packet, although the latter makes
use of ability to store the packet. However, it is argued by those who propagate the store-
and-process philosophy, that a preamble is not required. Filling this gap will be one of the

major contributions of the work presented, it is the subject of chapter 8.
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Chapter 8

Frame Synchronization of Packets in

a Time-Slot - Derivation of
Likelihood Functions

In this chapter we will derive the optimal MAP [rame synchronizers [or coherent demodula-
tion as well as DPSK for packets that are transmitted in time slots. The MAP approach also
vields an indication of whether or not a packet was actually present in a slot. The optimal
synchronizer uses both the correlation with the sync word and the energy of the packet to
correctly establish the position of the packet. In addition, we present a high SNR approxima-
tion to the MAP rule which, as expected performs almost as well, but is easier to implement.
Finally, we illustrate a method of implementing the optimum rules that requires relatively

few components by using a recursive definition of the likelihood functions.

8.1 The Likelihood Function

Fig. 7.1 shows a packet that consists of N — L data symbols preceded by L sync symbols,
randomly positioned in a slot of length G. Our synchronizer must make an estimate ji of the

real position i within the time-slot of length G, where the packet starts.

The modulation scheme is M-ary, demodulation is again assumed to be coherent with perfect
symbol timing. For the moment, we look at the case where a packet has actually been
transmitted. The set of transmitted symbols is {W;,0 < j < M — 1}. The packets are
N-symbols long, of which the first L symbols are a known sync word S = (S0, Sty eees Sp—1)-
The symbols in the packet data sequence, d = (dp,dy,...,dy_1), are assumed to be chosen
randomly and uniformly from the signal set. The demodulator output consists of a sequence of
(i complex vectors, the sampled matched filter outputs. Let this sequence (a random variable)

be denoted by ¥, the actual value for any one case is the sequence § = (yo, 1, ..., Yg—1), and
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is composed of either just noise or the sum of data symbols and noise. Transmission is over
an additive white Gaussian noise channel (AWGN) where the real and imaginary components
of the noise samples are i.i.d with zero mean and variance Ng/2: Np is the one-sided power

spectral density.

The frame synchronizer should generate the value fi of g in (0,1,..., G — N), which maximizes

pPrip = ply =y}, (8.1)

(MAP approach). Using the mixed Bayes’ rule, we can maximize

fy(@li =) - Priji = p} = 3 fe(fli = p,d) - MZV=D - Prfji = p}. (8.2)
vd
The probability of any packet data sequence cZ; is M~(N=L) The individual products are
Foldli = ) Priji = u) e O | W
[ = - Prin = = e M . e No
(7l = p == N o W i
HANZL S lei—di P G2l
S IL e w0 I e % - pr{i=ul, (8.3)
v g v=ptL i=p+N

the first and last products take into account the noise before and after the packet; the sec-
ond and third products correspond to the sync word and packet data sequence. We can

equivalently maximize the likelihood function

_ ” ”2 wt+L—1 u+N—-1 [ld; — ||2
H i H (i Siz) %3 1 o Tg WWerdion) = —Fo— . Priji = ul. (8.4)
i=0 i=n v 4 t=u+L

The first term is no function of y and can be disregarded. Rearranging indices and a similar

argument as in Part I (see also [Rob94]) yields

-t ,  _ N-tM w112
11 o (wienSi) 1 ZeN_U<1/Z+)MWJ>_ Yoo - Pr{jp=pul. (8.5)
=0 =L j=1

At this point we must be careful. Interestingly, (8.5) is exactly the result obtained at this
stage [or the {radilional [rame sync problem, where in the next step we are able to divide it

by

N-1 LAls

M 2
HZ g (it Wi = =53 7 (8.6)

because periodic frame boundaries make the value of (8.6) independent of p. Observe that in
O M 2y, W )_M
our case, we can only divide (8.5) by any number of the terms z = Y~ e™ "¥*"7/" %o (they
J=1
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are no function of g). One can find those elements z, which if we divide into (8.5), reduce the
number of In}"--- operations needed below. For the moment, however, we will not divide

(8.5) at all; manipulating further and taking the logarithm leads us to the likelihood function:

=, No = & 2wy N ,
L(p) = D (Yirwr Si) + 57 2 In Y Mo 4 —Sin(Priji = p}). (8.7)
=0 = =1

The terms can be explained in the following way: The first is the well known correlation term
(Le(p)). The second term accounts for the random data following the sync word. The last
term accounts for the likelihood of the event that a packet was sent and began at . The
correlation term provides a kind of ‘local protection’ of the correct position due to the sharp
peak of the sync word’s autocorrelation function, whereas the second term that takes the rest
of the packet into account ensures that only those p have a high likelihood function which

are close to fi. This will become clear in chapter 9.

Let us now address the case that no packet was sent: we call this event NT'. Detection theory
requires that we assign costs to all possible incorrect detection cases, and then arrive at a
receiver detection algorithm that minimizes the average cost. Hence, we would need to assign
a cost to the false alarm case (receiver decides that a packet was sent when in fact it was
not) and also the miss case (receiver decides that no packet was sent when, in fact, there was
a packet). If these costs are assumed to be equal, then our detection problem can again be
expressed with the MAP rule where we now need to make a decision on G — N + 2 possible
events (G — N + 1 possible i, one event NT'). We shall follow this approach and continue by
calculating the PDF of the received vector conditioned on the case that no packet was sent,

weighted with the a-priori probability of NT"

—lu; 12

f(FINT) - Pr{NT} = - Pr{NT}, (8.8)

and following the above derivation, remembering when simplifying (i.e. multiplying by and

adding constants) that we will wish to compare it with Lyap(p), yields

1ZIISII +— (In(M) - (N — L) + In(Pr{NT})]. (8.9)

If we now wish to make a decision on the G — N + 2 possible events (G — N 4 1 possible fi,
one event NT'), we must simply compare the G — N + 2 likelihood functions (8.7) and (8.9).
Alternatively, one can choose the highest L(x) and subsequently compare the highest value
with a threshold 7' = L(NT') since (8.9) can be pre-computed as it does not depend on the
received sequence . If the threshold is not exceeded, then it is most likely that no packet
was sent (event N1'). The higher the signal-to-noise ratio, the lower the threshold becomes,
Also, the ratio of the probability of the events NT and i plays a role: the more likely NT is,
the higher the threshold!.

'In practice, however, the term 22 In(M) - (N — L) dominates in the threshold.
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8.2 Interpretation

In analogy to chapter 3 we shall now give an intuitive interpretation of why the new syn-
chronizer is optimal, and what is ‘wrong’ with the correlation rule. We show the result of a
simulation for both the MAP and correlation rules. In Fig. 8.1 we see the value of the likeli-
hood functions as a function of g. In the simulation g =14, L =7 and G — N = 31. Notice
how the sync word gives a good local protection due to a low partial auto-correlation function,
whereas the energy of the packet data sequence gives global protection of [i against sync errors,
the correlation rule alone is susceptible to sync errors ‘further out’ from the correct position.
This explains the relatively low influence of changes of G — N on the performance of the MAP

rule.

+~——= soft correlation rule
=5 a—x MAP rule
— — energy term alone (L=0)

Figure 8.1: Tllustration of local and global protection against sync evrovs. ji = 14,
L =7 aand G— N = 31. Shouwn are the values of the likelihood function for the
MAP and correlation rules for one simulation. The dotted line shows the correction
term alone (L=0). The sync word gives a good local protection due to a low partial
auto-correlation function, whereas the energy of the packet data portion gives global

protection of fi.

8.2.1 Geometric Interpretation (Coding Theory Approach)

We shall now give a geometric interpretation of the frame sync task. We shall treat the prob-

lem as being the transmission of one of GG — N +1 possible fi (‘information’ to be transmitted),
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see Fig. 8.2. The ‘information’ is coded onto a G dimensional (complex) vector -the GG sym-
bols of the packet within the time slot. The mapping is not one-to-one, but one-to-M N~
since the packets contain N — L random data symbols too. The values of these N — L data
symbols are no function of fi. However, the mapping is invertible as each position p is mapped
onto a unique cluster of possible points. The data symbols of the packet determine where
exactly within each cluster the transmitted point lies: they determine the values of the sub-
coordinates (fi+ L, ..., i+ N —1) of the G dimensional space. The values of the sub-coordinates
(fty...,jt+ L —1) are determined by the sync word. The values of the unused coordinates are
zero in all cases, since the mapping is done before the noisy transmission channel, of course.
The MAP rule [or synchronization now does the [ollowing: given the received G dimensional
point ¥, it simply calculates the sum of the conditional probabilities (= squared Euclidean
distance for the ML rule) over all M™~ possible data sequences within one cluster (one y);
the resulting probability is compared over all clusters and the highest is selected. We shall
present the high SNR rule in the following section, this effectively determines only the cor-
relation with the closest data sequence, the underlying assumption being that this one data

sequence dominates over all the others in the sum over their conditional probabilities.

In Fig. 8.2 we have also tried to illustrate the underlying ‘code structure’: Clusters are far
apart if the corresponding fi are far apart, this is because the data symbols are mapped to
a different subset of N — L coordinates. Additionally, the good partial auto-correlation of
the sync word ensures that the distance between clusters corresponding to neighboring fi are
reasonably far apart. Furthermore, since the clusters do not overlap, it becomes clear that
as noise-free transmission makes the received vector identical to the transmitted vector, the
mapping guarantees protection against false synchronization, in other words a MAP or ML
synchronizer (‘decoder!’) would have a Pr{f|RDL} of zero. In the case of traditional frame
synchronization, however, the clusters do overlap, the degree of overlapping becoming smaller

as the sync word becomes longer.

But what does the correlation rule do wrong? It simply only looks at the sub-coordinates
corresponding only to the sync word: (g,...,p + L — 1), of each cluster. The ‘distance’ is
thus evaluated only along a p-variant subset of the (¢ dimensions of the ‘code space’. The
correlation rule is equivalent to the ML rule only in the trivial case when the random data

sequence has zero elements.

8.3 Simpler Likelihood Function

As before, a very useful approximation to (8.7) can be given for high signal-to-noise ratios.

Here we show the result only [or {ransmission where ||W;]|| are equal [or all j (e.g. PSK):

L-1 N-1
LH(IL[/) = Z yl-l-lm + Z yl-l-ﬂv 7 (810)
1=0 =L
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NN EREREEEEEEE ‘coded information’: the frame
starting position

G dimensional

space \

received "~
point NOIS )
“~._  transmitted

"~ point

Figure 8.2: Geometric illustration of the sync task. We have tried to see the prob-
lem as one similar to coding. The information to be transmitted is the frame starting
position i and it is coded onto non-overlapping clusters of points in a G dimensional
space. It is the data symbols of the packet that determine exactly which point is trans-
mitted. The recciver has to deeide which cluster is closest (ML rule) to the received

point represented by § -or a-posteriori most likely (MAP rule). Shown in the bottom

is only the evaluation of two clusters.

where j = j(z) is that j which maximizes (yiy,, Wj). Lg(p) is easier to implement than L(p),
requires fewer operations and needs no estimate of Nyg. However, the associated threshold

-which we have omitted for brevity- still requires that Vg be estimated.
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8.4 Likelihood Function for DBPSK

Earlier in this work (section 3.3), we derived the close-to optimum frame sync rule for the
traditional frame sync problem with differential binary detection. It was necessary to obtain
the PDFs

fy(yil £1), (8.11)

of the decision variable y; = 2Re{yPyP*}. Since we need to look at that part of the slot

containing no modulation, we additionally need the PDF

Fy3i10) = - exp(= el /o). (3.12)

If we do not consider the two cases where a transition leading to a y; falls on the border

between noise and the packet, the above PDFs can be inserted into:

p—1 ut+L—1 p+N-1
1) = H Ty (y:]0) H Ty (il Sizy) - Z H Ty (yildi-,.)
i=0 =p v 4 t=p+L
G-1
[T Fylyilo)- Prii=p}. (8.13)

i=u+N

G-1
After taking the logarithm and adding > |y;|/Ny we arrive at an approximation to the
=0

optimal likelihood function since we have aéain neglected the statistical dependence of the y;:

-1
yz yz

S Uy el ) + B ST IS gy + il

=0 N =L 7=1 NO

+In(Prip = pu}); (8.14)

0b<e1ve that the first and last product in (8.13) have disappeared after the addition of
Z ly;|/No. Fortunately, we have observed that the following high SNR approximation per-

forms almost identically:

L-1 N-1
L) = 3 mas(Ooyisn /2 5+ X lyigal/2 42 Ny Wn(Pr{ji = o)), (5.15)
1=0 =L

motivated first through graphical inspection of the functions In(fy(y:| £ 1)) + % |y’| , then con-
firmed by simulations of (8.14) and (8.15).
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8.5 Implementation

Let us now come back to the MAP synchronizer for coherent detection. If we divide (8.5) by
the following term that is independent of u:

N-1 (1w 112

M2y il
Eevo wlal=Tx (8.16)

=L 7=1

then we obtain a recursive rule:

L-1

N "
Ll =0) =3 (y:, ) + fln(Pr{u =0}), (8.17)
=0
! No i p W)= I
L{p) = Y (Yirur i) + 7‘“26% e Moo+ L(p—1)=
i=0 7=1
M w502 N
—1nZeNo L —Oln(Pr{ﬁ =pu}), (8.18)
where
L—1 NO \
Lo(p—1) = = 2_Wirpm1, Si) = - In(Prifi = p—1}). (8.19)
i=0

Note that it will not be possible to use our threshold 7', due to the division made; i.e. we
cannot make such a reliable decision whether a packet has been sent or not (still useful for
TDMA or reservation access protocols if we know a slot contains a packet). But the number
of operations needed is not very high, in fact, the correlation term is the most intensive. If

we still wish to use the threshold, then we must initially evaluate

L—1 N—-1 NO M L<7 ‘ W) ||W ”2 N()
Lip=0)=> {y, S)+ >, —In> em™™ + 7171(]37“{;2 =0}). (8.20)
=0 =L 7=1

In other words, we initialize the recursive formula with the full correction term, and our

recursive definition corresponds exactly to the MAP rule.

Similar formulae can be obtained for the high SNR rules, and for DBPSK. A block diagram
of the implementation of the high SNR approximation of (8.20) and (8.18) for BPSK is shown
in Fig. 8.3. Although (8.18) looks involved, the high SNR synchronizer simply adds the
correlation component for each p to the recursively evaluated sum over the absolute values of

the symbols of the data portion of the packet.
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z-1: one symbol delay

b T

Figure 8.3: Realization of the high SNR approzimation for BPSK for the recursive
definition (8.20) and (8.18). The G long veceived vector § is applied at the input on the
left. Each symbol time Ty, the memory is shifted one to the right and a new element of
7 is input. One can see that the ‘energy’ correction term from the packet data sequence
18 added to the correlation term. T demnotes the threshold test to decide whether a packet

had been sent or not.

8.6 Other Extensions

As in the case of traditional frame synchronization we can extend these likelihood functions

for preamble-less packets to include:

1. Demodulation with phase ambiguity.
2. Coded data (list synchronizer).
3. Use of trellis termination information.

4. Inclusion of channel state information.

For further details, the reader is referred to sections 3.4, 3.5, 3.6 and 3.7, respectively. The

extensions are straightforward, and the equations are omitted here for brevity. Case 1 above
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simply involves taking the largest correlation term (e.g. the absolute value of the correlation
for = radians phase ambiguity). The principle of the list synchronizer (case 2) is unaltered
in practice, but simplified in theory as now the packet data sequence is identical to the
observation data sequence. Case 3 is easily extended to the packet sync case by shortening
the random data component of the likelihood function by the termination (and/or opening)
portions of the coded sequence and adding the new correlation terms corresponding to the
closest termination (and/or opening) sequence, see (3.39) and Fig. 3.8. In practice, case 4
will not be of much interest, since the availability of reliable channel state information (both
phase for coherent detection and amplitude) is questionable for packet transmission, especially
since differentially coherent frame synchronization is possible (and quite reliable, as we shall
see), possibly making channel estimation and coherent detection redundant as far as frame

synchronization is concerned.

8.7 Sporadic, Preamble-Less Packets

So far, we have addressed the case of synchronizing a packet in a known slot of length G. What
is, however, the optimal synchronizer for sporadic transmission of preamble-less packets? We
can choose a slot of length G > N at times when a packet seems likely. If we continuously
monitor the energy of the matched filter output and choose a large enough artificial slot
around the event of an energy threshold being exceeded, we can then perform symbol timing
recovery and frame synchronization. The length of the slot chosen can be quite large, since
the optimum and high SNR synchronizers do not degrade significantly when the slot length

increases, as we will see in the following chapter.
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Chapter 9

Performance Evaluation of the

Synchronizers for Packets in a
Time-Slot

In this chapter we proceed in a very similar way as in chapter 4. We begin by extending the
union and random data limited bounds to the soft correlation rule. This is quite straight-
forward though a little more involved since we can no longer use symmetry arguments and
assume i = 0, but must sum over all possible fi. We will see that the high SNR and op-
timal synchronizers presented in the last chapter have a synchronization failure rate of zero
at infinite SNR. For the high SNR synchronizer and soft correlation rule modulation we will
again derive an approximate union bound for BPSK with and without phase ambiguity, that

simulations will show to be very tight.

The second part of the chapter presents some simulations for various packet and slot lengths
and coherent and differentially coherent detection. Furthermore, we will show what can be
achieved when the data is convolutionally encoded and we use the synchronizer that makes
use of the termination of the trellis. To conclude, we shall shed some light upon the ‘workings
within’” the frame synchronizer and in particular the influence of the choice of the sync word
on the performance. These intuitive findings will be substantiated by the effectiveness of sync

word design using the newly developed bounds as optimality criteria.
9.1 Random Data Limited Bound for the Soft Corre-

lation Rule

It is interesting to look at the synchronization rate for very high SNR. The soft and hard
correlation rules are limited in performance for very high SNR, the optimal and high SNR
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rules actually never fail to synchronize correctly in a noise free environment. The latter fact
becomes immediately clear when looking at the structure of the likelihood function: when
i = fi, the likelihood functions (8.7) and (8.10) must reach a maximum value, because the
correction term (due to the random data part) reaches its maximum value for p = i at
infinite SNR.. In chapter 4 the synchronization failure probability of a frame synchronizer
(traditional frame sync problem) in the noiseless case was given: Pr{f|RDL} (Random Data
Limited). We can easily extend the result to a synchronizer that uses the soft correlation rule

to determine the starting position of a packet. We shall now show that

1 G-N-L Q ~
S Y = DM L) (9.1)

Pr{flRDL} =1 - ———— :
G-N+1| T =i+l

where Q = [(G — N — f)/L|. D;(f) is the number of possible data sub-sequences of length

GG — N — i in which exactly j occurrences of the sync word occur, the probability of any such

one sub-sequence is M (G~N-#)_ The extension that has been made is to take into account

the dependence of D; on fi; we have to consider those f < G — N — L where a number of

‘competing’ u’ can lead to a sync error. If i > G — N — L, there can never be a p’ that will

lead to a sync error, there are exactly L such ‘safe’ fi, since a potential false sync word has
1

insufficient space in the random data segment. z—x=7 is the probability of each possible fi -we
G-N-7i)

have assumed them equi-probable. As before, D;(ji)M~( can be defined recursively

D (jyM—(G=N=7) = <G N Uj) MM — ZQ: D <Z> (9.2)

rrt] MG—N—M j
with

Dy = (G — N — ,&Q (L — 1)@) ME-N-A-IQ (9.3)

which can be inserted into (9.1).

9.2 Union Upper Bounds for the Synchronization Fail-
ure Rate in the Case of Noise and for BPSK

In this section we shall assume that the packet begins with the sync word. Although other
cases can, in principle, be treated in the same way, the analysis becomes awkward, to say
the least, because each element of the sync word must be treated differently according to its
location. Let us first take a look at Fig. 9.1 which shows the possible cases we must distinguish
in oder to correctly treat all the cases where the sync word of the packet overlaps that of the

‘competing’ position. There are four cases
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I The competing sync word lies in noise.
IT The competing sync word lies partly in noise and partly overlaps with the true one.

IIT The competing sync word partly overlaps the true sync word and partly overlaps the
data.

IV The competing sync word lies just in the packet data sequence.

G

- DATA

Figure 9.1: Four possible cases where competing positions g’ may lie in relation to fi.

There is also a fifth case that applies to slot lengths G > 2N — L, which we do not consider in
this analysis. To proceed with the derivation of the union bound we must take into account
the overlap cases just as we have done for the traditional frame sync task. The situation
is made more complex here, because the length of the overlap regions depends not only on
f but also on the competing position ', in fact the term g — g’ is the key, the sign and
magnitude of which determines which of the above four cases applies. For the following, we

define Ap = | — 1.

9.2.1 Soft Correlation Rule

The analysis is quite straightforward and similar to the traditional frame sync problem. The
difference between competing likelihood functions, AL¢, is again Gaussian distributed, and

we have given the values of mar,. and o}, . for each of the four cases, in Table. 9.1.

All that remains to be done is to determine the number of each possible occurring Agu. Since

the packet is constrained to lie within the time slot it is easy to show that there are exactly

na, = max(G— N — Ap+1,0) (9.4)
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Table 9.1: Means and variances needed for the union bound for the soft correlation

rule.

Case | mar,. OAL,
I L LNy
I1 L — Ra, No(L — Ra,)
OI | L~ (Ra,+&a,) | No(L — Ra,)
v L —kp, LNy

of each Ay. Assuming that all i are equally likely', the union bound for the soft correlation

rule becomes

Pr{f} < 2-(G—1N+1 {A;L"A“ [f(\/i_N) N

L —«&
P {
% r{kr} - erc(m> +
L-1 I —
Z NAu [erfc ( Ran ) +

Ap=0 \/2N0 (L - RAM)

ST Prika,} -erfe (L — (Fa ’““))] } . (9.5)

Vean V2No(L — Ra,)
The four terms correspond to the cases I, IV, II and III respectively. The factor

1
2-(G-N+1)
is due to the error function and the identical a-priori probability of each fi. In cases III and

IV we have to sum over the distribution of the partial auto-correlation of the sync word with
random data, ka, and 7. Intuitively satistying is that the bound depends only on G — N

and not N or (& alone.

9.2.2 Approximation for the High SNR Rule

Again we shall orient ourselves with the aid the four cases I to IV. The procedure of finding
the union bound again involves evaluation of means and variances, resolving dependencies,
and finally the application of the central limit theorem as in section 4.2.3. This is easiest if
we write down the ALy in such a way that we can combine or cancel dependent terms when
determining the mean and variance of ALy. We shall demonstrate this for case I1I, which is

the most complicated:

W—ji-1 L-1 it L+Ap—1
ALy = Y Yiga-Si+ D vira-Si+ D lul—
=0 1=Ap i=p+L

! An extension to the general case is quite straightforward, although it makes the resulting bound rather

cumbersome.
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-1 A+L+Au—1 AEN-1
Do YiraSican— Y Y Siw— Y luil (9.6)
i=Ap i=fi+L i=a+N

The six terms correspond to A,B,C,D,E and F in Fig. 9.2. Terms B and D as well as C and

Figure 9.2: Terms resulting from case III for the approzimation for the high SNR
rule. Terms B and D as well as C and E must be analyzed together to take into account

dependencies.

E must be analyzed together to take into account dependencies. For the mean may,,, and

. 2 . .
variance oy, . this yields

Ap + KAu) —— (Ay — KAy

mALH:L_RAu_< 5

> mg- — A my, (9.7)

and

N,
UQALH = 70 (2L —2Ra, — Ap) + (

A Ay —
) (205

) o+ Ap- ol (9.8)

Some terms used here and also later still need explanation: m, is the mean of the absolute
value of a noise sample, |n;|; similarly, o2 is its variance. m, and o3 are the mean and variance

of |y;| if ; € {—1,+1}, i.e. a data- or sync word-symbol had been transmitted.

After appropriate consideration of the remaining 3 cases, and again applying the central limit
theorem to approximate the distribution of ALy by a Gaussian distribution, we obtain the

approximate union bound for the high SNR rule and BPSK:

G—-N _ _
Prif} =~ . > nay |erle Ly + Agma = ma(Aje — L) +
2AG—N—1) |45 \/gLo;_I+ + 2Apo? + LNo + 202 (Ap — L)

> Pr{ry} -erfc

VHL

L+ my(Ap—L)— <L+2”L) my+ — (L_ZHL) mp- — Ap-my,
\/LNO + 203 (Ap — L) + JIQ;H(:L + k) + a?{_([] — k) + 2Apoc?
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= L—Ap— A A

> nay |erfe p = Ra & Apmirs + A + (9.9)
Ap=0 \/NO(QL — Ap —2Rnp,) + 2Ap(c3 4 + 03)

> Prika,} - erfc

VeAu

( L*RAM*(%)WQAH*(%)WH—*AM'mn )]}

VNo(2L = 2Ray — App) + 034 (A + king) + 03— (Ap — £ay) + 28p07

The terms can be interpreted as follows: The four erfc()’s correspond to the cases I, TV, 1
and III respectively. All that has been changed compared to the bound for the correlation
rule, (9.5), is that the means and variances of ALy are different. An important finding is

again the fact that the bound depends only on G — N and not N or (G alone.

9.2.3 Extension for Demodulation of BPSK with Phase Ambigu-
ity

In section 4.2.5 a 7 radians phase ambiguity after demodulation was incorporated into the

bounds. We shall proceed in a similar way here, except that matters are more complicated.

For cases Il and IV we proceed as before and

1. replace k1, by |1,
2. replace K, + Ra, by |/fAM + RAM|7

3. if Ra, or ka, stand alone, multiply them by sign(ka, + Ray).

However, if the correlation term acts -wholly or partly- on noise, then the approximation
(4.45),

-1 -1
R sign <Z Tigp - S{> . Z Vit - S (9.10)

1=0 =0

L-1
Z y'i—l—/,a ) Sz
=0

does not hold, since S"2" iy, - S; will not have a high mean (in fact in case I it will have zero
mean). Case | is straightforward, the correlation is only with noise, so we have to subtract
from the mean of AL, the mean of the absolute value of a Gaussian random variable with
zero mean and variance Ny/2: /LNy/7. This then takes into account the non-zero mean of
the absolute value of the ‘competing’ correlation term. Of course we also modity the variance
of AL; the component LN is replaced by LNg(1 —2/7) (see appendix D). For case II, we

make use of the inequality

ja+ 8] < lal + Jol, (9.11)
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where |a + b] is the correlation term of the competing position, and « is the correlation term
from noise (like case 1) and b is the correlation term with the first L — Ay symbols of the real

sync word. So,

Ap—1
|Cl| = Z Miqp - Si 5 (912)
i=0
and
L-1
bl = | > Yitw - S (9.13)
1=Apu

The mean and variance of |a| are \/AuNg/7m and AuNy(1 — 2/7) respectively. The term |b]
can be treated similarly to the corresponding term of case III, by applying approximation

(9.10).

The changes to the means and variances can be best examined by comparing the approximate
bound without phase ambiguity (9.9) with the approximate bound with phase ambiguity (F.1)

given in appendix F.

9.3 Simulation Results

9.3.1 Coherent Demodulation

In this section we shall present some results of Monte-Carlo simulations together with the
evaluation of the bounds of the previous sections. The sync words are again taken from
appendix E; for the correlation rules they are taken from Tables E.1 and E.2, for the high
SNR and (optimal rules) from Tables E.3 and E.4 (see section 9.5).

In Fig. 9.3 we compare the optimal, high SNR and correlation rules for coherent BPSK. The
parameters are L = 7, G — N = 31 (the bounds suggest that only G — N is of significance,
not N or (i alone, this was confirmed by simulations). The first observation is the negligible
difference between the high SNR and optimal rules. For this reason we will no longer consider
the latter. Both correlation rules are clearly inferior. An interesting result is that the hard
correlation rule performs worse than the soft correlation rule in contrast to the behavior in
the traditional frame sync problem but more in accordance with our expectation that ‘soft
decision is better than hard decision’. The bound (correlation rule) and approximation (high

SNR rule) are shown to be quite accurate.
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a————8 soft correlation rule »
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——— high 'SNR rule ’ ‘
#———% ML rule ‘

Sync failure rate

E./No [dB]
Figure 9.3: Simulated frame synchronization performance. L = 7, G — N = 31,
BPSK. We compare the ML, high SNR and correlation rules. The dotted lines show
the results of the bounds (approximation for high SNR rule).

9.3.1.1 Demodulation with phase ambiguity

Finally, we shall take a brief look at the loss due to synchronizing with a = radians phase
ambiguity after demodulation -technically more relevant than with no phase ambiguity. The
parameters are otherwise identical identical to those above. The result are given in Fig. 9.4.
There is a penalty of an increase of the frame sync error rate by approximately factor two

compared to BPSK without phase ambiguity.

9.3.1.2 Variation of the time-slot over-length

In Fig. 9.5 one can see the sync performance of the high SNR and soft correlation rules for
BPSK (no phase ambiguity) as a function of G— N for various SNR as well as Pr{f|RDL} for
the soft correlation rule. As G— N gets larger, the correlation rule deteriorates in performance,

whereas the new synchronizer hardly does.

This is in accordance with the intuitive interpretation given in section 8.2. The MAP and
high SNR rules benefit from global protection via the energy term, and from local protection

through the sharp auto-correlation of the sync word.
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Figure 9.4: Simulated frame synchronization performance. L = 7, G — N = 31,
BPSK with phase ambiguity. We compare solely the high SNR and soft correlation
rules. The dotted lines again show the results of the bounds (approximation for high

SNR rule).
9.3.1.3 Influence of the sync word length

The gains presented in the last sections may appear impressive, but the cautious reader
will most probably suspect that the gain in terms of actual saving in the sync word length
when replacing the soft correlation rule by the high SNR rule, is small, as is the case for
the traditional frame sync problem. Fortunately, such pessimism is un-merited in the case of

packet transmission, as we shall demonstrate in the sequel.

Figs. 9.6 and 9.7 show the sync failure rate (simulation) as a function of the sync word length
L for different synchronizers. We have assumed coded data (convolutional code, rate 1/2,
m = 5). Modulation is BPSK with = radians phase ambiguity, the signal-to-noise ratio is
E,;/No = 2 dB. The sync error rate includes errors due to incorrectly resolving the phase

ambiguity. The various synchronizers are:

e Hard correlation rule
o Soft correlation rule.
e High SNR rule without trellis information.

e High SNR rule as list synchronizer with vy = 7 with subsequent synchronizer using

trellis starting and terminating portions.
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Figure 9.5: Influence of the time-slot over-length on the frame synchronization per-
formance (simulation). L = 7, BPSK. We compare the high SNR and soft correlation
rules for various SNR. In addition we illustrate Pr{f|RDL} for the soft correlation

rule.

e High SNR rule as list synchronizer with 11 = 7 with subsequent synchronizer using
trellis starting and terminating portions as list synchronizer with v, = 3 with subsequent
convolutional decoder and (assumed perfect) error detection decoder (concatenated list

synchronizers).

The length of the packet data sequence ? is N — L = 120 (60 info bits) and is kept constant.
The slot over-length G — N is 14 in Fig. 9.6 and 31 in Fig. 9.7.

Note how the savings in terms of sync word length is more pronounced when the slot over-
length is greater. The savings are quite impressive if one compares the correlation rules with
the concatenated list synchronizer scheme. But even the simple to implement high SNR rule

without trellis information yields a considerable bandwidth and power saving.

9.3.2 Results for DBPSK

Our last simulation results consider D2PSK instead ol BPSK modulation. Again we resort
to our depiction of the sync failure rate as a function of the sync word length. Fig. 9.8
indicates that the savings are even more pronounced for DBPSK than they were for BPSK.

This is because the loss due to differentially coherent demodulation is larger than 3 dB for the

2Relevant for the laset two synchronizers.
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Figure 9.6: Influence of the sync word length on the frame synchronization perfor-
mance (simulation). BPSK with phase ambiguity. The slot over-length G — N is 14.
The signal-to-noise ratio is Fs/Ng = 2 dB. For a description of the synchronizers,

refer to text.

correlation rules. Note how the concatenated list synchronizer is limited by the appearance

ol packets thal have bit errors alter decoding, even when correctly [rame synchronized.

9.4 Influence of Sync Word Choice

The reader may understandably harbor doubts as to whether the union bounds proposed
for the correlation rule and high SNR rule are indeed correct not merely by coincidence,
but accurately reflect the true situation in the synchronizer. To provide due reassurance,
the following was performed: the approximate bound (for the high SNR rule for BPSK
without phase ambiguity) was used to determine the distribution of frame sync errors, Pr{y =
f|Lg(ft) > Ly(f)}. Put in plain language, this is equivalent to asking ‘if a sync error occurs,
then how far off (4 — fi) is the chosen position from the correct one?’. The results -both
analytically and by simulation- are shown in Fig. 9.9. Following points should be noted: the
simulation confirms the validity of our (approximate) bound. Furthermore, the partial auto-
correlation function of the sync word seems to have a great influence on the sync error rate, for
the sync word chosen, R, = (7,0,—1,0,—1,0,—1). These values can easily be mapped onto
the peaks in the diagram, both to the left and right of fi. Interesting is also the susceptibility
of the frame synchronizer to ‘competing” 1 immediately to the left of i (case II). Comparing

the results with Fig. 8.1 again exemplifies the ‘local” protection by the sync word, and global
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Figure 9.7: Influence of the sync word length on the frame synchronization perfor-
mance (simulation). BPSK with phase ambiguity. The slot over-length G — N is 31.
The signal-to-noise ratio is Fs/Ny = 2 dB. For a description of the synchronizers,

refer to text.

protection from the energy correction term.

9.5 Sync Word Design Using the Union Bound as an

Optimization Criterion

The results of the previous section seem to indicate a high importance of good auto-correlation
properties of the sync word, especially for the high SNR rule. But because of the global pro-
tection of the energy correction term, the position of side-lobes in the partial auto-correlation
R, may be of significance, side-lobes for y closer to 0 may be more dangerous than those

further away.

In section 4.4 we have indicated that sync words for the traditional frame sync problem
are chosen such that they minimize a function of the sync failure rate. We adopt a similar
strategy here, only for the packet sync problem, and simply apply a brute-force search of
possible sync words, optimizing according to our approximate bounds (9.9) and (F.1). This
search should yield the optimal binary sync words for BPSK (also DPSK) and DPSK with
phase ambiguity, respectively. For several L the results are identical to those of Tables
E.1 and E.2. A good example for BPSK (or DPSK) is L = 8, Table E.1 indicates that
S = (1,-1,1,1,1,—-1,—1,—1) with R, = (8,1.0,-3,0,—1,0,—1) is a good choice, whereas
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Figure 9.8: Influence of the sync word length on the frame synchronization perfor-
mance (stmulation), DBPSK. The slot over-length G — N is 14. The signal-to-noise
ratio is Es/Ng = 5 dB. For a description of the synchronizers, refer to text in section

9.3.1.3.

our search indicates that S = (-1,1,-1,1,1,1,-1,—-1) with R, = (8,—-1,0,-3,0,1,0,—1)
is better. The only difference is that the values of R, are swapped for p =1 and p = 5; the

better sync word has the more favourable partial auto-correlation closer to zero.

A more pronounced example is the following: the best sync word of length I = 22 for BPSK

with 7 radians phase ambiguity has the partial auto-correlation,
R, =(22,1,0,-1,0,1,0,—1,2,1,—2,-1,0,1,0,—1,-2,1,2,3,2,1,0), (9.14)

compared to the following partial auto-correlation for the sync word of length 22 previously

found to be good for phase ambiguity, taken from Table E.2:
R, =1(22,3,2,3,2,-1,0,—-1,2,1,-2,3,0,1,0,—1,—-2,—1,0,—1,0,—1,0). (9.15)

Our search has succeeded in producing values of I, less than or equal to two in magnitude

for p up to 7, whereas the other sync word has large R, for small s.

The results of this brute-force search, optimizing the sync failure rate for G — N = 50 and
FE;/Ng = 2 dB are summarized in Tables E.3 and E.4 in appendix E. To illustrate that the
search was worthwhile, we have applied the approximate union bound to both our new sync
words and the sync words from Table E.1 for lengths L = 7 to 22. The results can be seen
in Fig. 9.10. Particularly for larger L the benefit from using the new sync words is quite

pronounced, and may save one or two sync word symbols.
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Figure 9.9: Sync error distribution for the high SNR rule. Shown is the conditional
probability Pr{u = a|Lg(fr) > Lyg(f)}(p — fi) derived analytically, and measured
(approx.) by simulations. Parameters: slot over-length G — N = 31, signal-to-noise
ratio is Fs/Ng = 2 dB. Sync word length I, = 7. Note how well simulation and

calculation match. Vistble is the influence of the partial auto-correlation function of

the sync word on the sync rate.
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Figure 9.10: Comparison of sync words. Sync failure rate determined with the ap-
prorimate union bound for both our new sync words and the sync words from Table
E.1 for lengths L = 7 1o 22. Slot over-length G — NV = 50. Parameter: signal-to-noise
ratio in dB, from 0 dB to 5 dB in 1 dB steps. For larger L one may save one or two

sync word symbols, the savings becoming greater at higher SNR.
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Chapter 10

Design Aids and System Examples

10.1 Design Aids

For the high SNR rule synchronizer for preamble-less binary modulated packets transmitted
over an AWGN channel, we shall now try and construct a simple rule of thumb for the choice
of the length of the sync word, based on our approximate union bounds of the previous section.
Input variables in this equation should be the signal-to-noise ratio p; = 10log(£,/Ng) in dB
and the tolerated frame sync error rate Pr{f}. Since the performance of the synchronizer is
not very strongly dependent on the time-slot over-length (see 9.3.1.2), we have determined
such a formula for G — N = 15 and G — N = 50 for coherent demodulation with and without
phase ambiguity. The procedure is as follows: Motivated by the apparent linear relationship
between the logarithm of the sync failure rate, log(Pr{f}) and sync word length, L, (see
Figs. 9.6, 9.6 and 9.8), we shall apply a linear least mean square fitting (linear regression)
to the curves. Since we shall base our evaluation on the approximate union bounds, we can
easily construct such curves for various L and different SNR. The linear regression technique
is applied to all such curves of log(Pr{f}) as a function of L, for 6 different £;/Ny. One thus
obtains several sets of intercept and slope values (each as a function of pg = 10log(£,/Ny)).
These sets again have to be duly approximated; specifically, we have chosen a quadratic
approximation for the slopes, and a linear approximation for the intercepts. Let us express

this process mathematically, our initial conjecture can be written as

log (Pr{f}) = pi + psL, (10.1)

where p;(pqs) and ps(pq) are the intercept and slope that are approximated by linear and

quadratic approximation respectively:

pi & As + Ay - pa. (10.2)
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ps = Ao+ Ar-pa+ Ay - i, (10.3)
Inserting these into (10.1), yields,

log (Pr{f}) m As+ As-pa+ (Ao+ Av - pa+ Az pa?) - L, (10.4)

and the desired inverse function

L Toa(Pr{f) = As— Ay p
Ao+ Ar - pa+ Az - pa?

(10.5)

The resulting approximation is very accurate for BPSK with and without phase ambiguity,
values of the parameters Ag to A4 are given in appendix G. To demonstrate the accuracy for
a value of G — N different from 15 and 50, we chose G — N = 31 and linearly interpolated
the above parameters Ay to A4. The comparison between true approximate bound, linear
approximation (10.5) and simulation is demonstrated in Fig. 10.1. We can conclude that the

linear approximation is quite accurate.

| |
s—————a simylation

bound | |

sync word length L

Figure 10.1: Demonstration of linear approzimation for the sync error rate of packets.
BPSK with phase ambiguity. The slot over-length G — N is 31. The parameter is the
stgnal-to-noise ratio in dB, from 0 dB to 6 dB in 1 dB steps.

In order to provide such an approximation for DPSK, we shall simply make use of our obser-
vation that binary DPSK is less than 3 dB worse than the binary synchronizer without phase

ambiguity. This can be taken into account when inserting p; above -one simply subtracts 3

dB.



144 esign Alds alld JySuelll ruxalripies

10.2 System Examples

10.2.1 60 GHz Vehicle/Vehicle and Vehicle/Roadside Communi-

cation

Although originally not implemented as a preamble-less system, the DACAR microwave ex-
perimental link of [WRL*91] is a good example of high speed packet processing following
sampling of the packet. We shall assume the following packet structure and transmission
parameters, oriented towards [WRL*91] and [HW90]:

Modulation: Binary DPSK; data rate 500 KBit/s [WRL*91] to 2 MBit/s [HW90], we have
chosen 1 Mbit/s.

Coding: Shortened (n,k) = (35,25) Reed Solomon code over GF 2° (rate 5/7). Convolu-
tional coding was also suggested as a possibility [WRLT91].

Packet length N: 290 [WRL191] to 500 [HW90]. In our simulations we have chosen N =
290.

Slot over-length (G'— N): 40 symbols (for 1 Mbit/s) [HW90].
Access: Slotted ALOHA [WRIL*91] or reservation TDMA [HW90].

Channel: Non-frequency selective Rayleigh fading, average E,/Ny = 20 dB. Maximum
doppler frequency 11 KHz [WRL*91].

Maximum tolerated synchronization error probability : 0.001, [WRL*91].

We presume that packets can be stored and processed by a DSP followed by a decoder chip,
since DPSK is used, no preamble is necessary, since timing recovery, coarse and fine frequency
control can be performed without known a-priori symbols using algorithms outlined in chapter
7. The fading is very fast, hence it 1s advantageous to spread the sync word through the whole

packet, as described in section 3.7.

We have performed Monte-Carlo simulations of the following frame synchronizers for DBPSK:

1. soft correlation rule, sync word at beginning of packet,
2. hard correlation rule, sync word at beginning of packet,
3. hard correlation rule, sync word symbols uniformly spread through the whole packet,

4. high SNR rule, sync word at beginning of packet,
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5. high SNR rule, sync word symbols uniformly spread through the whole packet.

The results for an average SNR of 20 dB are given in Fig. 10.2. The hard correlation rule
1s significantly better than the soft correlation rule, again because the soft correlation rule
suffers from the missing correction term more than the hard correlation rule, see section
4.5.7. There is a marked improvement from spreading the sync word throughout the packet,
especially for higher sync word lengths. For sync word length I = 13 the sync failure rate is
three orders of magnitudes better when one compares the high SNR synchronizer and spread
sync word, with the soft correlation rule without spreading the sync word. The gain in terms
of throughput increase when comparing the ‘best’ (high SNR rule, sync word spread), with
the worst synchronizer (soft correlation rule, sync word at start) is at least 23 more (coded)
bits available for information transmission per packet. The hard correlation rule with the
sync word spread needs a sync word about 8 bit longer than the high SNR rule (also with the

sync word spread.)

However, we must be wary of over-rating the quality of the hard correlation rule. If the
average SNR decreases, then the soft correlation rule will become better (compared to the
hard correlation rule), as the number of bit errors (hard decision) will increase dramatically.
Because graceful degradation is an important issue in digital communications, we have also
investigated an average SNR of 15 dB, see Fig. 10.3. The hard correlation rule is now not
very much better than the soft correlation rule; clearly the hard correlation rule offers less

graceful degradation than the soft correlation or high SNR rules.

10.2.2 The INMARSAT-C Signalling Channel -Low Rate Ship to

Satellite Communication

One of the earliest examples and also a complete standard of a block-oriented packet processing
system is the INMARSAT Standard-C signalling channel [Int89] [CSV90] [O192]. The channel
is used for mobile terminals to make channel reservations (uplink) and operates in the L-band.
The INMARSAT-C standard signalling channel specifies no preamble in the packet structure,
only a 64 symbol sync word for frame synchronization. The details are summarized in the

following;:

Modulation: Binary PSK. Data rate: 1200 symbols/second (2nd Generation).

Coding: Memory m = 6 Convolutional code rate 1/2, generators 133 and 171, followed by
16 bit CRC check.

Packet length N: 316 symbols.

Proposed sync word length L: 64 symbols, in Hex: 0TEACDDA4E2F28C2.
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Figure 10.2: Simulation results of frame synchronization for 60 GHz mobile packet
communication. Average SNR 20 dB, DBPSK modulation. For a description of the
synchronizers and the channel, see text. Notice the marked improvement achieved by

spreading the sync word throughout the packet.

Slot over-length (G'— N): 54 symbols (2nd generation), 108 symbols(!) (1st generation).

Access: Slotted ALOHA.

Channel: Slow, non-frequency selective Ricean fading (3 dB fading bandwidth: 0.7 Hz);
carrier-to-multi-path ratio: 7 dB; operating SNR: 4.7 dB F,/Ny. Maximum short term
frequency uncertainty of £50 Hz.

Maximum tolerated synchronization error probability : 0.022.

The channel with deep slow fades affecting a complete packet, poses several problems, most
severe of which seems {0 be reliable acquisition ol the carrier [requency. However, the low data
rate allows quite elaborate processing to be performed with a digital signal processing (DSP)
based approach [CSV90]. After the packet has been sampled with 8 samples per symbols, an
FFT based search method is used for frequency acquisition in two stages, one coarse search
to within 75 Hz, then a fine search. Following frequency acquisition there comes timing
recovery, accurate to within 1/8 of a symbol period [CSV90]. The sync word is searched for
differentially coherently using simple correlation (hard or soft, details were not evident from
[Int89], [CSVI0] or [0O192]). Finally, the doppler shift is removed and coherent detection is
possible; the remaining 7 radians phase ambiguity is resolved using the known sync word,
see 3.4.1. The INMARSAT-C signalling channel has often proudly been called preamble-
less, although the 64 symbol overhead of the sync word (20 %) remains. We shall now see
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Figure 10.3: Simulation results of frame synchronization for 60 GHz mobile packet
communication. Average SNR 15 dB. For a description of the synchronizers and the
channel, see text. The hard correlation rule is now mot very much better than the soft

correlation rule.

how this length can be reduced by the use of our (close-to) optimal algorithms for frame
synchronization of preamble-less packets with differential demodulation at the frame sync
stage. We have also presumed coherent frame synchronization as an alternative technique, in

addition optionally making use of trellis termination information.

When determining the frame sync rate (for 2nd generation only), we have chosen to ignore
those frames in the statistic that would lead to decoding errors, had the frame synchronization
been a-priori correct. This was done because the severe (and slow) fading results in some
packets having a very bad SNR, these are neither decode-able nor synchronizable. Since it
makes no sense to design a packet communications system where the synchronization is much
more robust than the decoding !, we are only interested in those packets that can be decoded
but not ([rame) synchronized. We shall still refer to this rate as the sync [ailure rate. The

results for the synchronizers:

1. soft correlation rule, differential demodulation,
2. hard correlation rule, differential demodulation,

3. high SNR rule, differential demodulation,

IThis is in contrast to continuous communication where robust synchronization is important to reduce

re-acquisition time after deep fades.
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4. soft correlation rule, coherent demodulation (with 7 radians phase ambiguity),
5. high SNR rule, coherent demodulation (with 7 radians phase ambiguity),

6. high SNR rule, with trellis opening and termination information, preceding list syn-
chronizer with v = 13 to reduce computational burden, coherent demodulation (with =

radians phase ambiguity),

are given in Fig. 10.4. Note that the results for the latter three synchronizers (coherent
demodulation, with 7 radians phase ambiguity) include correct detection of the phase error

due to ambiguity.

g——a soft correlation, diff. coh,

I I I I a&——a hard correlation, diff. coh. I I
¢—% high 'SNR, diff. coH. ' ' '
B—E soft corre\of\om coheremt ‘ ‘
<>—<> h\gh SNR coheremt

Sync Failure Rate, given correct decoding possible

sync word length L

Figure 10.4: Simulation results of frame synchronization for the INMARSAT-C sig-
nalling channcl but with varying sync word length L. For a description of the param-

cters, sce text.

The possible reduction of the sync word length is dramatic, the proposed sync word length
of 64 symbols hardly appears necessary. To achieve a sync failure rate of less than 1072
the differential coherent high SNR rule needs about 22 symbols. If one is able to perform
phase recovery before frame synchronization -i.e. the latter can be done coherently but with
7 radians phase ambiguity- then one only needs about 10 symbols, and only about 5 if one
makes use of the trellis opening/termination information. It seems to be the case that the
differentially coherent frame synchronizers suffer more severely in the deep fades than their

coherent counterparts.
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10.3 Remarks

To conclude this chapter let us comment on some of the main observations made. We have
shown that the analysis derived in previous chapters allows us to give rough design aids for
the necessary length of the sync word, assuming an AWGN channel. However, simulations
were necessary to show that the DPSK high SNR rule works well in both a fast and slow
time-variant non-frequency selective fading channel. In the case of the former, it is very
worthwhile to spread the sync word within the packet -similar to interleaving of normal data.
The correlation rules (soft and hard) are always significantly worse than the high SNR rule,
but what speaks strongly against using the correlation rule is the fact that depending on the
fading speed, either hard or soft correlation can be superior to the other. Using the high
SNR rule makes the choice of algorithm simpler! Finally, the second example showed that
differentially coherent detection is significantly worse than coherent detection with remaining
phase ambiguity on a slow fading channel with deep fades, as far as the necessary sync word

length is concerned.
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Chapter 11
Conclusions

The work has focussed on optimal frame synchronization for continuous data transmission
(Part I) and preamble-less packet communication (Part II). We have derived optimal and

close-to-optimal likelihood functions that are to be evaluated by the frame synchronizers.

With both simulation and analytical methods the performance of the new synchronizers can
be compared to the state-of-the-art techniques presented at the beginning of the work. In all
cases, Lhe approach ‘derive optimal then close-to-optimal synchronizers’ has been shown to

be successful compared to using a simple synchronizer (correlation rule).

The work can be outlined graphically, see Fig. 11.1, which shows the relationship between

derivation of synchronizers, simulation, analysis, technical aids and applications.

11.1 Major Achievements

The major achievements can best be summarized as follows:

1. Determination ol Likelihood Functions:
The philosophy ‘use all available information at the receiver when doing frame syn-
chronization” has been successfully applied to a wide range of scenarios. In all cases,
the correlation term is augmented by a correction term that has its origin in the data

following the sync word. New contributions have been made in the following areas:

e For different modulation schemes:

— Differentially demodulated BPSK.

— Demodulation with phase ambiguity and higher order modulation.
e For different channels:

— AWGN channel.
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Figure 11.1: Illustration of the main contributions of the work. Beginning with
derivation of optimal and close-to-optimal synchronizers depending on the frame sync
scenario, we have incorporated simulation and analysis. The latter has become the
basis of sync word design rules for packets. The suitability of the proposed methods has

been illustrated with examples.

— Non-frequency selective time varying fading channels, (with known CSI).
e Coding and frame synchronization:

— The list synchronizer that assumes that an outer instance (e.g. decoder) can
select the correct frame/packet starting position from a list of possible ‘candi-
dates’.

— The synchronizer that uses trellis termination information to improve perfor-
mance (effectively lengthens the sync word).

— ‘Coded synchronization’. By using the SOVA to provide soft output informa-
tion to a frame synchronizer that searches for an encoded sync word, we can
improve the sync rate. It is also possible to use knowledge of the sync word

bits to improve decoding when in the ‘in sync” mode of operation.
e Packets without preambles:

— Phase coherent demodulation of QAM with and without phase ambiguity. The
new synchronizer uses both the correlation with the sync word and the energy

of the data portion of the packet.
— Differentially demodulated BPSK.



10U

U OLICIUuSIOns

— List synchronizer and ‘trellis termination’ extensions are possible.

2. Analysis:

Union bounds:

— Where possible true bounds were derived, this was the case for the hard and
soft correlation rules for modulation without phase ambiguity.
— Otherwise close approximations to bounds, were derived: most importantly
for the high SNR rule for BPSK with and without phase ambiguity.
Random data limited bounds:
— For the list synchronizer.
— For the soft correlation rule for packets.

A model for coded frame sync was developed that accurately describes the

achievable performance when coding the sync word.

A binary sync word search was performed, suitable for packet synchronization,

by using the approximate union bounds as an optimization criterion.

3. Technical relevance:

A significant reduction in the length of the sync word is possible when
using the new synchronizers; if the sync word length is already fixed, a major sync

rate improvement.

The soft correlation rule is usually inferior to the hard correlation rule,
except for packets transmitted over slowly varying channels. By adhering to the
new synchronizer, the question of whether to use soft or hard correlation becomes

redundant.

The soft correlation rule can perform catastrophically (e.g. in fading or

for DBPSK).

The high SNR rule for packets is easily implementable, a possible structure

was given that is based on a recursive definition of the likelihood function.

Implementation structures and a computational burden analysis for the ‘trellis

termination’ synchronizer were presented.

Design rules for the high SNR rule for packets, BPSK and an AWGN channel

were presented.

New, optimal binary sync words for packets (with and without phase ambi-

guity) found by computer search are tabulated.
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11.2 Further Work

By no means is the topic of optimal frame synchronization complete. Further work might

still be done on the following topics:

1. Analysis:
e The union bounds may be extended to the high SNR rule for QPSK and possibly
higher order signaling, with phase ambiguity, and also for packets.
e The (approximate) union bound might be derivable for DPSK.
e Analytical performance evaluation in fading channels (slow and fast fading) re-
mains an open question.

2. Techniques:

e Optimal rules for higher order differential PSK (with M > 2) would be useful.

e The principles developed here and in previous work may be extended to similar
problems occurring in OFDM (Orthogonal Frequency Division Multiplex) systems.

In particular, timing and carrier synchronization.

e Multiple detection DPSK [DS90] [Edb92] is a promising alternative to ordinary
DPSK, offering the same advantages (no phase recovery needed) but superior per-
formance in terms of the bit error rate. The technique could be applied to frame

synchronization.

3. Packet frame synchronization in particular:

e Behaviour with collisions, as encountered in slotted ALOHA systems for example.

e The synchronization of variable length packets (either several possible lengths, or
totally variable) remains a topic to be investigated.

e The initial placement of the window surrounding the packet for completely sporadic

reception.

e Coupled with advances in the field of analytical performance evaluation for other
modulation schemes, goes the development of further design rules (both sync word

choice and sync word length).
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Appendix A

Notation and Symbols

A.1 Abbreviations

The following abbreviations have sometimes been used:

e AGC: Automatic Gain Control,

e ARQ: Automatic Repeat Request,

e AWGN: Additive White Gaussian Noise,

o CRC: Cyclic Redundancy Check,

e CSI: Channel State Information,

e DBPSK: Differential Binary Phase Shift Keying,
e BPSK: Binary Phase Shift Keying,

e DAF: Decoding After Frame synchronization,
e DBF: Decoding Before Frame synchronization,
e DS/PN: Direct Sequence/Pseudo Noise,

o FEC: Forward Error Correction,

o FIF1: Fast Fourier Transformation,

e FSK: Frequency Shift Keying,

e i.i.d.: Identically Independently Distributed

e LF': Likelihood Function,

Appenaices
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A.2 Mathematical Notation

MAP: Maximum A-Posteriori,

MF: Matched Filter,

ML: Maximum Likelihood,

MSK: Minimum Shift Keying,

NT: No Transmission (of a packet),
PSK: Phase Shift Keying,

PDEF: Probability Density Function,
QAM: Quadrature Amplitude Modulation,
QPSK: Quadrature Phase Shift Keying,
RDL: Random Data Limited,

RV: Random Variable,

SNR: Signal-to-Noise Ratio,

SW: Sync Word,

SOVA: Soft Output Viterbi Algorithm,
TDMA: Time Division Multiple Access,

VA: Viterbi Algorithm,

We have adopted the following notation:

Im{a}: Imaginary component of complex number «,
Re{a}: Real component of complex number a,

a”: Complex conjugate of complex number «,

{(a,b) = Re{a}Re{b} + Im{a}Im{b}: inner product between a and b,

Q(z,y): Marcum Q-function,

erfc(): complementary error function,

199
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o |x]: largest integer less than or equal to the real valued argument x,

fx(x): PDF of the random variable x,

Jx(z) * fy(y): Convolution of the PDFs of x and y,

o N,(m,o?): Gaussian distribution of a random variable a with mean m and variance o,

L-1
e .:,: L-fold convolution,

Pr{S}: Probability of the event S,

e ~ 1: There does not exist,

|la||: Euclidean norm (magnitude) of complex number a,
e V d: For all data sequences cf,

e 1: receiver’s estimate of true value 7,

o 7= (xg,...,2xv_1): Sequence with N elements,

271 delay element,

A.3 Symbols

o Ay to Ay parameters for sync word length design formula,
o (; =y, S correlation rule component,

o D

;+ number of possible data sequences in which exactly j occurrences of the sync word

occur,
o [, : average energy per symbol,

e (i length of slot,

e H =y, 5 — |yi+,]: high SNR rule component,
e i;: information bit ¢,

e [: number of information bits,

e [: length of sync word,

o L(u): optimal likelihood function,

o Lg(u): close-to optimal or suboptimal likelihood function,
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o Lp(u): Likelihood function, high SNR rule,

o Lco(p): Likelihood function, correlation rule,

e M: number of different symbols (modulation format),

e M,: number of possible phase references (due to phase ambiguity),
o N: length of frame or packet,

e Ny: one-sided noise power spectral density,

e P: only needed for comparison of DAF, DBF: length of frame,

o Pr{f}: frame synchronization failure probability,

e Pr{f|RDL}: frame synchronization failure probability for the noiseless case,
o Pr{EC}: [rame decoding error probability (only [or list sync),

o Pr{F E}: total frame error probability (only for list sync),

e ) = |(N —L)/L]: number of times the sync word can occur in a sequence of length

N — L,
e RR: code rate,

e 7, partial auto-correlation function of sync word for shift p,

—

o S =(S5y,5, .., Sp-1): sync word,

e I': threshold,

e T,: symbol duration,

o {W;,1 <j<M}: set of transmitted symbols,

e a;: 1-th fading value,

e ¢y convolutional code parameter,

o d,;,: minimal Hamming distance of convolutional code,

o d= (dp,...,dy_1): observation data sequence, traditional and packet sync case,
o dF = (d¥ ..., d5_,): frame data sequence, traditional sync case,

e ¢(7): integer valued function of integer valued argument <.

e N(7): integer valued function of integer valued argument ¢,
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k: number of information bits per branch, in the trellis of convolutional code,
m: convolutional encoder memory,

mg: mean of absolute value of a received symbol, given that either a sync word or data

symbol was (ransmitled,

my+: mean of H; for the two cases z;4, = +.5;,

m,: mean of absolute value of a noise sample, |n,],

mar: mean of AL,

n: number of convolutional encoder output bits per trellis transition (rate 1/n code),
n4: number of adders in trellis aided synchronizer,

n;: noise sample ¢,

nyr: number of maximizers in trellis aided synchronizer,

na,: number of each possible occurring Ay,

n,: maximum number of disagreements with the sync word, hard correlation rule,
p: number of samples per symbol for timing estimator,

n,: average number of subsequent decodings per frame,

pe: error probability of BSC,

f(g): g-th possible terminating sequence,

= (29, 21,...,xx_1): transmitted symbols corresponding to ¥/, traditional frame sync
problem,
oD = (xf, 2P, .. 2% _|): transmitted symbols corresponding to y_b, traditional frame

sync problem, differentially encoded,

& = (xg,&1,...,2G_1): transmitted symbols corresponding to ¥, packet transmission
schemes,
P = (28, 2P .. xB_)): transmitted symbols corresponding to y?, packet transmission

schemes, differentially encoded,

¥ = (Yo,Y1,...,yn—1): base-band symbols after demodulation, traditional frame sync

problem,
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° y_b = (yP,yP,...,yJ_,): base-band symbols before differential demodulation, traditional

frame sync problem,

¥ = (Yo,Y1,---»Ys—1): base-band symbols after demodulation, packet transmission
schemes,
. y_b = (yP,yP,...,yE_|): base-band symbols before differential demodulation, packet

transmission schemes,
e [3: roll-off parameter,
o AL=L(p)— L(): difference between competing values of likelihood function,
o Ap=|p—pl,

e r,: partial correlation of sync word with random data, note that «, is only defined for
0<upu<L,

e xy: correlation of sync word with random data sequence of length L,

e o3 variance of absolute value of a received symbol, given that either a sync word or

data symbol was transmitted,
e 0. variance of H; for the two cases 7,4, = +5;,

e 02: variance of absolute value of a noise sample, |n;],

e 03,: variance of AL,
e /i: starting position of frame or packet,
e u': competing frame/packet starting position,

e /i: receiver’s estimate of fi,

e v: number of frame starting positions generated by list synchronizer, additional index

(e.g. 11, Vg, ...) if cascaded,
e ¢,: error due to phase ambiguity,
® ¢.: phase rotation the code is invariant to,

e py4: 10log(Fs/Ny), signal-to-noise ratio, in dB,
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Appendix B

Necessary Proofs

B.1 Proof for Derivation of Likelihood Function

We have to prove that

N o T L] N1 M2, mW])_IIWOZIIQ]
H Ng |:<y’+ﬂd> :| ZeNo |:y+ 5 (Bl)
v 4 =0 =0 j=1
We shall prove the general form
N-1 N-1 M
v 4 =0 i=0 j=1

where f(a,7) is an arbitrary function of @ and 7. The proof is trivial, and we shall complete

it by demonstration. The left side above can be written as,

fldo=W1,0)- f(dy =Wy, 1) - .- fldvoy = Wi, N = 1) +
fldo = W1,0) - fldy = Wi, 1) - o fldyoy = Wa, N = 1) +
fldo=W1,0)- f(dy =Wy, 1) - oo fldyvoy = W3, N = 1) +

ot

fldo = W1,0)- f(dy = Wi, 1) - oo fldyoy = Wy, N = 1) +
fldo=W1,0) - ...- fldy-y = Wy, N ) fldy—a =Wy, N — 1) +
fldo=Wi,0) - oo- fldyoa = Wo, N = 2) - fdy_y = Wo, N — 1) +

fldo =Wh,0) - ov fldy—og = W, N = 2) - f(dy—y = Wy, N — 1), (B.3)
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and the right side as,

{F(W1,0) + f(W2,0) + ... + f(War,0)}

AFWLN = 1)+ f(Wo, N = 1) 4 oo f(Wag, N = 1)} (B.4)

It is obvious that expansion of (B.4) yields (B.3).

B.2 Proof of Random Data Limited Bound

B.2.1 Random Data Limited Bound for the ML, High SNR and

Correlation rules

Under the premise that no equally long prefix and suffix of the sync word shall be equal, i.e.
VS , 1 S S S L—1: (507 517 Ce 7SL_1) §£ (55755_1_1./ ey SS+L_1) (B5)

we shall prove equation (4.2):

[IN/L=1] ¢ 1y L — (L — 1) '
Pr{fIRDL} = Z %(N L i(L D)M‘Ll. (B.6)

The proof is found in shortened form in [Nie73]. Consider an N long frame and sync word
length L. There are exactly @ = |N/L — 1| maximal possible occurrences of the sync word
in the observation data sequence. Let D; be the number of possible data sequences in which
the sync word occurs exactly 7 times; of course, 0 < j < ). The probability of each such
%. A sync error occurs (in the noiseless case) if and only if the
synchronizer chooses the ‘wrong’ sync word. If the sync word occurs j + 1 times in the whole

data sequence is thus

observation sequence (once as the true sync word, j times in the random data), then the

probability of synchronization failure is H—Ll Thus,
Q .
gD
P RDL} =) —— . B.7
T{f| } j:1j+lMN_L ( )

How large is D;? We can derive a recursive formula for D;, beginning with Dg:

Dg = (N a L(é - UQ) CMNTER, (B.8)
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because if the sync word occurs exactly ) times in the random data, then there are N—L— L()
“free’ symbols left over, the number of such data sequences is, therefore, M ==L (the other
L() symbols are ‘fixed’ -they equal the sync word!). These () occurrences can begin in exactly

Q + N — L — LQ positions. A similar argument yields,

U(Q-—l)>_A4N—L—uQ—U__( Q ) Dy, (B.9)

N — L(L -
o (VM 2,

Q

simply by replacing @) by () — 1 and compensating for those (chl) - () data combinations with

() occurrences of the sync word that were also counted.

Continuing with such an argument we can give the general recursive formula,

D; = (N L(.L 1)) MNTEE sz (‘7) - D;. (B.10)

¢ j=i+1 \?

Multiplying both sides of (B.10) with % and summing over ¢ yields the right hand side:

?

9 (—1)H! (N — L(L - 1)i

)-MN—L—LZ ZZ W(?) D, (B.11)

11]2'7"'1 )

since D; + Z] iyl = Zf? ; (Z)D We can rearrange the order of summation and apply the
fact that

Ly L (74! (B.12)
i1\ jJH1I\i+1)7 ’

yielding,

DI N RUES v o Mt (M B (B.13)

j=1l1i=1 j j=1 i=2 t

for the right hand side of (B.11). Using the fact that

1 .
() +1
> (=1) ( Z. ) =0, (B.14)
=0

we can write,

jf(—w(j + 1) _J (B.15)

=2 t



aAppenaices 101

Inserting this into (B.13), and further into (B.11),

Q

(—1)+ ) AN-L-Li _ ZL D, (B.16)

>

= +1

N — L(L —1)i

?

the right side of which, if multiplied by w= is exactly Pr{f|RDL}; in other words,

Q .
Jj D
P DL} =Y ——
@ (1)t N — L(L—1): .
—Z(.—)( ( )Z)-M—LZ. (B.17)
1=1 Z+1 ¢
QED.

B.2.2 Extension to the List Synchronizer
We now show that for the list synchronizer (with ML, high SNR or correlation rule).

Q v
Pr{f[RDL}(v) =1 — > min(l, )

=0

yD; M~ N1, (B.18)

where v denotes the length of the list of ‘candidate’ positions output by the list synchronizer.
DjM_(N_L) is further given recursively by,

D; N—L—(L-1j\,, . & D (i
MN]—L :( ] )M ]_Z':%_l:_l MN—L ] . (Blg)

Proof: The probability of correct synchronization given that the sync word occurs j times
again in the random data, is min(1, ]lﬁ), since if v > 7 + 1 then the correct position f, will
always be in the list. For the recursive definition of DJM*(N*L) we have again employed

(B.10).
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Appendix C

The PDF of the Partial
Auto-Correlation of the Sync Word
with Random Data

In [LT87] it is shown that the PDF of

w=1
Ru = Z<Sivxi+u'>v (C.1)
i=0

is discrete, and thus expressible as a series of values of Pr{x,}, for which the PDF f,m,(/i#/)

is non-zero, which for MPSK can be calculated using the relation:

fHI(KM/)ZM“’/. Z {MI!'Qﬂl_pl_pq

1opst. !
Y P1p2yepg = 4 Pr= P2 Py

(et Y e )} (©2)

=1
6(.) is the Kronecker delta function, F, is the symbol energy (we have normalized this to 1
in our analysis). We have defined ¢ as M/2 + 1 and the phase alphabet {¢;, | <i: < M} =
{arg(W;), 1 < ¢ < M}. The numbers p, to p, are positive integers less than or equal to p/,

that must add up to g’ in the above summation (polynomial law).

The PDF fi; (1) is calculated by replacing p/ with L above.
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Appendix D

Necessary Means and Variances

D.1 Moments Needed for the Approximate Union
Bound for the High SNR Rule for the Traditional

Frame Sync Problem

D.1.1 Means

0
1 =1 2
mpg+ = Nz -_[ @t dz, (D.1)

this integral is easily solved by substituting y = ( — 2)2 into [e¥dy = %e“y:

[Ny = 1
mpg+ = — ?0 - elo + erfc (FO) . (DQ)

Similarly,
— 1 /0 47\71 (”+2)2d 9 (D 3)
_ = . . 0 — i .
mpy TN, ) x-e r=mg+

D.1.2 Variances

1 SR
ohs = \/m-/xz-ewo( Ve — mpe?, (D.4)

with integral 7 in section 3.462 [rom [GR65] and substitution it can be shown that

~~

D.5)

| = 1 | |
2, = | —eFoan, \/4N5-—,—-f<—)— 2,
THY = In N, [ €m0 4o + {7 (40) (8N02+16N0> AN /|~

0
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and
2 L o ANg + /7 (4Np)° I
Oy—- — - |ledo T ol — R
A== iz N, 0 e SN2 16N,
1
-2 —erlc (—) H — my 2 D.6
{ N, H (D.6)

D.2 Moments Needed for the Approximate Union
Bound for the High SNR Rule for Packet Syn-

chronization

D.2.1 Means

Using integral 1 in section 3.381 from [GR65] and substitution, we obtain:

2 7 1,2 N,
m, = ~/:(;~6N0 de = | =, (D.7)
7 Ng T

v 0
1 7 =L (z-1) 1 i o (@=1)°
my = < -/x-eNO dx + ~ -/—x-eNO de =1—mg+. (D.S)
mNo o g
D.2.2 Variances
2 7 -1, 11
0‘2 — —N . /x2 . eNé 2d$ — an = N() (5 - _> - mn27 (Dg)
T iVo T

N, ,
o} = (1 + —0) — mg?. (D.10)
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Appendix E

Tables of Binary Sync Words

Table E.1: Binary sync words for channels without phase ambiguity taken from
[Sch80], result of search by Maury and Styles. They share the property of having a

low (and perhaps negative) partial autocorrelation function.

Length L | sync word Length L | sync word
7 | 1011000 19 1111100110010100000
8 | 10111000 20 | 11101101111000100000
9 101110000 21 111011101001011000000
10 1101110000 22 1111001101101010000000
11 | 10110111000 23 | 10110101101011010000000
12 110101100000 24 111110101111001100100000
13 | 1110101100000 25 | 1111100101101110001000000
14 11100110100000 26 11111010011010011001000000
15 111011001010000 27 111110101101001100110000000
16 | 1110101110010000 28 | 1111010111100101100110000000
17 | 11110011010100000 29 11110101111001100110100000000
18 | 111100110101000000 30 | 111110101111001100110100000000

Table E.2: Binary sync words for channels with phase ambiguity taken from [Sch80],
result of search by Turyn. Note that not all lengths L have a sync word that has a

partial autocorrelation function low in magnitude.

Length L | sync word Length L | sync word
7 | 1011000 23 | 10011001101011111000010
11 | 10110111000 24 | 111111110001101010011011
13 | 1111100110101 25 | 1110011100000010101001001
11 | 11111001100101 27 | 110110100100010001000111100
15 | 111110011010110 28 | 1101101001000100010001111000
16 | 1110111000010110 29 | 11011010010001000100011110000
17 | 11001111101010010 30 | 111111101100101011010001111001
18 | 111110100101110011 31 | 1110011000111111010101001001000
19 | 1111000111011101101 32 | 11111101110010001110100100101110
20 | 11111011100010110100 33 | 111111000100111001011100101100101
21 | 111111010001011000110 34 | 1111111000011010010110011001010101
22 | 1111111100011011001010
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Table E.3: Binary sync words for packets and channels without phase ambiguity.

Result of brute-force search with optimization of (9.9).

identical sync words to Table E.1 for L =7 and 11.

Length L | sync word Length L | sync word

2 | 10 15 | 010010111011100

3 | 100 16 | 0100101110111000

4 | 0110 17 | 00100110101111000

5 | 01110 18 | 011001101011110000

6 | 101100 19 | 1001110010111010000

7 | 1011000 20 | 10001000111110010110

8 | 01011100 21 | 010010100110011111000

9 | 011110010 22 | 1100001110111010100100
10 | 0110111000 23 | 10000111110101100110010
11 | 10110111000 24 | 011011010101110011100000
12 | 010110111000 25 | 0111000011101110110100100
13 | 0111100100010 26 | 00010111001110101101101000
14 | 00111010100100 27 | 100001001111011101001110100

Note that the search produced

Table E.4: Binary sync words for packets and channels with phase ambiguity. Result

of brute-force search with optimization of (F.1). Note that the search produced identical
sync words to Table E.2 for L = 7,11,13 and 18.

Length L | sync word Length L | sync word

2 00 14 | 01111110011010

3 | 100 15 | 101011001100000

4 1000 16 1001101011111100

5 01000 17 | 11000100010110100

6 | 001000 18 | 001100010110100000

7 1011000 19 1101100111101010000

8 | 10110000 20 | 10011100101110100000

9 | 001101000 21 | 011010101100111111100
10 0110000010 22 0001110010101100100000
11 10110111000 23 | 11000101110100100001000
12 101001100000 24 100110110101000000011100
13 0101001100000 25 10011011010100000001 11000

26 | 01110001111111010100100110
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Appendix F

Approximate Union Bound for the

high SNR rule for Packet
Synchronization for BPSK and Phase
Ambiguity

The approximate bound for the High SNR synchronizer and BPSK with = radians phase

ambiguity is

1 G—-N

Lmy+ + Apmg — my(Ap — L) — /LNg/7 N
\/2[/0'?{4. + 2Apo3 + LNo(1 — 2/7) + 202(Ap — L)
> Prisy}-erfe (F.1)

Vkr
L+my(Ap—L)— (L—+£“—Ll> mp+ — (L—_;‘—Lg my- — Ay -m,
VINo +203(Ap — L) + o4 (L + |61]) + 04 (L — |s1]) + 2Ap0?

L-1 L—Au—|R —/AuNg/7T+ Apump+ + Aum,

Z NAu erfc( p Bl #No/ A A )+
VoL — 2% — 2| Ra]) + 2Di(lys £ o0) + Auol1 — 2/7)

> Pr{ra,} - erfc

AN

( L — R, — (—AM+§HA“) my+ — (—AM_;MA“) myg- — Ap-my, )

\/NO(QL — QIQRAM — Ap) + J%ﬁ (Ap + ];"‘@Au) + J%I_(A,u — ]%/{AM‘) + 2Apo?

|

where k = sign(ka, + Ra,).
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Appendix G

Tables of Parameters for Linear

PR TG YAIRA N AR

Approximation of the Sync Error

Rate for Packets

The design rules from chapter 10 are repeated here:

10g(Pr{f})%A3+A4'Pd+(A0+A1',0d+142'pd2>'L,

with the inverse function

LNlog(Pr{f})—A3—A4-pd
Ao+ Ay - pa+ As - pa®

The necessary parameters can be taken from Table GG.1. To take into account different G— N, a

simple linear interpolation (or extrapolation) of the values for A, to Ay is sufficiently accurate

for reasonable G — N.

(G.1)

(G.2)

Table G.1: Parameters for linear approzimation of the Sync Error Rate for Packets.

To be inserted into equation (10.5).

Case Ag Ay A, Az Ay

BPSK, no PA, G — N =15 | -0.23419 | -0.037167 | -0.0099752 | 0.2096813 | -0.103088
BPSK, no PA, G — N =50 | -0.23012 | -0.029291 | -0.011102 | 0.2778632 | -0.1161422
BPSK, 7 PA, G — N =15 | -0.22751 | -0.043348 | -0.0091694 | 0.5498587 | -0.03627786
BPSK, # PA, G — N =50 |-0.21546 | -0.04619 | -0.0086269 | 0.6110553 | -0.04511575
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