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Abstract

We propose balancing related numerically reliable methods to compute minimal realizations of linear periodic systems
with time-varying dimensions. The �rst method belongs to the family of square-root methods with guaranteed enhanced
computational accuracy and can be used to compute balanced minimal order realizations. An alternative balancing-free
square-root method has the advantage of a potentially better numerical accuracy in case of poorly scaled original systems.
The key numerical computation in both methods is the solution of nonnegative periodic Lyapunov equations directly for
the Cholesky factors of the solutions. For this purpose, a numerically reliable computational algorithm is proposed to
solve nonnegative periodic Lyapunov equations with time-varying dimensions. c© 1999 Elsevier Science B.V. All rights
reserved.
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1. Introduction

In the last few years there has been a constantly increasing interest to develope numerical algorithms
for the analysis and design of linear periodic discrete-time control systems with constant state-, input- and
output-vector dimensions [2,8,11,15,16]. Areas where signi�cant theoretical results have been achieved for
periodic systems with time-varying state dimensions are the solution of the minimal realization problem [4,5]
and robust pole assignment [9].
In this paper we develop balancing related numerical methods to compute minimal realizations of linear

periodic systems with time-varying dimensions. The �rst method can be used to compute balanced minimal
realizations and belongs to the family of square-root methods with guaranteed enhanced computational accu-
racy. The matrices of the minimal realization are computed using appropriate truncation matrices determined
exclusively using the Cholesky factors of the periodic reachability and observability Gramians.
An alternative balancing-free square-root method for minimal realization has the advantage of a poten-

tially better numerical accuracy in case of poorly scaled original nonminimal systems. By avoiding the
use of possibly ill-conditioned balancing based truncation formulas and by using instead well-conditioned
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transformations, the accuracy of computations can be often signi�cantly improved. The second method ex-
tends the balancing-free square-root approach for standard systems [14] to periodic systems.
The key computation in the proposed computational approaches is the solution of nonnegative periodic Lya-

punov equations directly for the Cholesky factors of the Gramians. For this purpose, a numerically reliable
computational algorithm is proposed to solve nonnegative periodic Lyapunov equations with time-varying di-
mensions. The proposed algorithm is an extension of a method proposed by the author for constant dimensions
[15].

2. Preliminaries

Consider the linear discrete-time K-periodic system

xk+1 = Akxk + Bkuk ;

yk = Ckxk ; (1)

where the matrices Ak ∈ Rnk+1×nk , Bk ∈ Rnk+1×mk , Ck ∈ Rpk×nk and the integers nk , mk , pk are periodic with
period K¿1. The transition matrix of the system (1) is de�ned by the nj×ni matrix �A(j; i)=Aj−1Aj−2 · · ·Ai,
where �A(i; i) := Ini . The state transition matrix over one period �A( j+K; j) ∈ Rnj×nj is called the monodromy
matrix of system (1) at time j and its eigenvalues are called characteristic multipliers at time j. Note that
�(�A( j + K; j)) has always at least nj − n zero elements, where n :=mink{nk}. The rest of n eigenval-
ues are independent of time j and form the core characteristic multipliers [6]. The periodic system (1)
is asymptotically stable if all characteristic multipliers belong to the open unit disk. For the de�nitions of
reachability, observability and minimality of periodic systems we use the corresponding notions from [5] for
general time-varying systems.

De�nition 1. The periodic system (1) is reachable at time k if

rankGk = nk ; (2)

where Gk is the in�nite columns matrix

Gk = [Bk−1Ak−1Bk−2 · · ·�A(k; i + 1)Bi · · · ]: (3)

The periodic system (1) is completely reachable if (2) holds for all k.

De�nition 2. The periodic system (1) is observable at time k if

rank Fk = nk ; (4)

where Fk is the in�nite rows matrix

Fk =



Ck
Ck+1Ak
...

Ci�A(i; k)
...

 : (5)

The periodic system (1) is completely observable if (4) holds for all k.

De�nition 3. The periodic system (1) is minimal if it is completely reachable and completely observable.
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For an asymptotically stable periodic system, the nk × nk reachability Gramian at time k is de�ned as

Pk :=
k−1∑
i=−∞

�A(k; i + 1)BiBTi �A(k; i + 1)
T = GkGTk¿0;

where Gk is de�ned in Eq. (3). Similarly, the nk × nk observability Gramian at time k is de�ned as

Qk =
∞∑
i=k

�A(i; k)TCTi Ci�A(i; k) = F
T
k Fk¿0;

with Fk de�ned by Eq. (5). Note that both Gramians are K-periodic matrices. Using the de�nitions of
reachability and observability we have the following results.

Proposition 1. The periodic system (1) is reachable at time k if Pk ¿ 0 and is completely reachable if
Pk ¿ 0 for k = 0; : : : ; K − 1.
Proposition 2. The periodic system (1) is observable at time k if Qk ¿ 0 and is completely observable if
Qk ¿ 0 for k = 0; : : : ; K − 1.
Notation. For a K-periodic matrix Xk we use alternatively the script notation

X := diag (X0; X1; : : : ; XK−1);

which associates the block-diagonal matrix X to the cyclic matrix sequence Xk , k=0; : : : ; K−1. This notation
is consistent with the standard matrix operations as for instance addition, multiplication, inversion as well as
with several standard matrix decompositions (Cholesky, SVD). We denote with �X the K-cyclic shift

�X = diag (X1; : : : ; XK−1; X0)

of the cyclic sequence Xk , k = 0; : : : ; K − 1. By using the script notation, the periodic system (1) will be
alternatively denoted by the quadruple (A;B;C).

3. Square-root minimal realization

For an asymptotically stable periodic system the two Gramians are nonnegative de�nite and satisfy non-
negative (or positive) discrete periodic Lyapunov equations (PDPLEs) as follows: the reachability Gramian
P satis�es the forward-time PDPLE

�P=APAT +BBT; (6)

while the observability Gramian Q satis�es the reverse-time PDPLE

Q=AT�QA+ CTC: (7)

Let Tk ∈ Rnk×nk be a K-periodic invertible matrix. Two periodic systems (A;B;C) and (Ã; B̃; C̃) related
by the transformation

(Ã; B̃; C̃) = (�T−1AT; �T−1B;CT) (8)

are called Lyapunov-similar and Eq. (8) is called a Lyapunov similarity transformation. The Gramians P̃
and Q̃ of the transformed system (Ã; B̃; C̃) satisfy

P̃=T−1PT−T ; Q̃=TTQT:

For a completely reachable and completely observable (i.e., minimal) periodic system, T can be determined
such that the transformed Gramians are equal and diagonal and thus the transformed periodic system is
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balanced [15]. The diagonal elements of the balanced Gramians are called the Hankel singular values and
are the positive square-roots of the eigenvalues of the product PQ. The maximum of them de�nes the
Hankel-norm of the given periodic system [1].
Let P=STS and Q=RTR be in Cholesky factorized forms. For a minimal system, in analogy with the

standard case [13], we can use the singular value decomposition

RST =U�VT; (9)

to compute the balancing transformation matrix T and its inverse T−1 as

T=STV�−1=2; T−1 = �−1=2UTR:

For an asymptotically stable non-minimal periodic system (A;B;C), the balancing transformation is not
de�ned because the system is not completely reachable and=or not completely observable, and thus, from
Proposition 1 or 2 � in Eq. (9) is not invertible. We will show how it is possible to determine a realization
of the given periodic system which is minimal, i.e., completely reachable and completely observable, and
moreover balanced. The main result (Theorem 1) of this section can be seen as an extension to the periodic
case of a similar result in [14] for standard systems.
Let us write the singular value decomposition (9) at each time instant k in the partitioned form

RkSTk = [Uk;1Uk;2]
[
�̃k 0
0 0

]
[Vk;1Vk;2]T; (10)

where �̃k ∈ Rrk×rk , Uk;1 ∈ Rnk×rk , Vk;1 ∈ Rnk×rk and �̃k ¿ 0. From the above decomposition de�ne, with
�̃= diag (�̃0; : : : ; �̃K−1), the truncation matrices

L= �̃
−1=2

UT
1R; T=STV1�̃

−1=2
; (11)

which are used to determine the reduced system matrices

Â= �LAT; B̂= �LB; Ĉ = CT: (12)

The following theorem is the main theoretical result of the paper.

Theorem 1. The periodic system (Â; B̂; Ĉ) de�ned in Eq. (12) is a balanced minimal realization of the
system (A;B;C).

Proof. The proof is in two steps. First we prove that (Â; B̂; Ĉ) is a minimal balanced realization and then
we prove that it realizes the same input–output operator as (A;B;C).
Let substitute P=STS in Eq. (6) and premultiply it by �L and postmultiply it by �LT to obtain

�(LSTSLT) = �LASTSAT�LT + �LBBT�LT: (13)

It can be readily veri�ed that

�(LSTSLT) = ��̃: (14)

From Eq. (9) we also have

RSTV2 = 0: (15)
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Now, we replace Q=RTR in Eq. (7) and premultiply this equation by VT
2S and postmultiply it by STV2,

to obtain, using also Eq. (15),

VT
2SAT�RT�RASTV2 +VT

2SCTCSTV2 = 0:

It follows immediately that CSTV2 = 0 and also

�RASTV2 = 0: (16)

Using the identity V1V
T
1 +V2V

T
2 = I and Eq. (16), as well as the expressions for L and T, the �rst term

on the right-hand side of Eq. (13) becomes successively

�LASTSAT�LT = �LASTV1V
T
1 SAT�LT + ��̃

−1=2
�UT

1�RASTV2V
T
2SAT�RT�U1��̃

−1=2

= �LAT�̃TTAT�LT: (17)

Now, by using the de�nitions of Â and B̂ in Eq. (12), and taking into account Eqs. (14) and (17), Eq.
(13) becomes

��̃= Â�̃Â
T
+ B̂B̂

T
: (18)

In a similar way we can show that

�̃= Â
T
��̃Â+ ĈTĈ (19)

and thus (Â; B̂; Ĉ) is balanced. Since �̃¿ 0, from Eqs. (18) and (19) it follows that (Â; B̂; Ĉ) is com-
pletely reachable and completely observable, and thus also minimal [5]. Moreover, the minimal system is also
asymptotically stable.
To complete the proof it remains to show that the two realizations (Â; B̂; Ĉ) and (A;B;C) achieve the

same input–output operator. To this end, we de�ne the error system (Ae;Be;Ce) by

Ak;e =
[
Ak 0
0 Âk

]
; Bk;e =

[
Bk
B̂k

]
; Ck;e = [Ck −Ĉk ]:

The reachability Gramian Pe of the error system satis�es the periodic Lyapunov equation

�Pe =AePeA
T
e +BeB

T
e :

If we partition Pk;e in the form

Pk;e =
[
Pk;11 Pk;12
PTk;12 Pk;22

]
;

then we obtain immediately that P11 =STS; P22 = �̃, and P12 satis�es the periodic Sylvester equation

�P12 =AP12Â
T
+BB̂

T
: (20)

This equation has a unique solution guaranteed by the asymptotic stability of both the non-minimal and
minimal realizations.
After substituting B̂ in Eq. (12) into Eq. (20) we obtain

�P12 =AP12Â
T
+BBT�LT:
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Further, we substitute BBT =�ST�S−ASTSAT and L= �̃
−1=2

UT
1R in the above equation and rearrange

the terms to get

�(P12 −STSRTU1�̃
−1=2

) =AP12Â
T −ASTSAT�RT�U1��̃

−1=2
: (21)

Using again the identity V1V
T
1 +V2V

T
2 = I and Eq. (16), we get for the right-hand side of Eq. (21)

AP12Â
T −AST(V1V

T
1 +V2V

T
2 )SAT�RT�U1��̃

−1=2
=A(P12 −STV1�̃

1=2
)Â

T
;

where we also used the expression of Â in Eq. (12). Finally, observing that

SRTU1 =V�UTU1 =V1�̃;

we get from Eq. (21)

�(P12 −STV1�̃
1=2
) =A(P12 −STV1�̃

1=2
)Â

T
;

which has the unique solution

P12 =STV1�̃
1=2
:

Thus, the reachability Gramian is given by

Pk;e =

[
STk Sk STk Vk;1�̃

1=2
k

�̃
1=2
k V

T
k;1Sk �̃k

]
:

Similarly, we �nd that the observability Gramian is

Qk;e =

[
RTk Rk −RTk Uk;1�̃

1=2
k

−�̃1=2k UT
k;1Rk �̃k

]
:

A direct check shows that PeQe = 0 and therefore all Hankel singular values are zero. Using operator theory
arguments [5], it results that the Hankel-operator associated to the error system is zero and thus the corre-
sponding input–output (Toeplitz) operator is also zero. Thus the two systems realize the same input–output
operator.

The computation of the minimal realization relies exclusively on square-root information (the Cholesky
factors of Gramians) and this leads to a guaranteed enhancement of the overall numerical accuracy of com-
putations. The key computation in determining the truncation matrices L and T is the solution of the two
PDPLEs (6) and (7) with time-varying dimensions directly for the Cholesky factors of the Gramians. A
numerically reliable procedure for this purpose is discussed in Section 5.

4. Balancing-free square-root minimal realization

To obtain a minimal realization from a non-minimal one we do not actually need to obtain a minimal
realization which is balanced, since this could involve ill-conditioned truncation matrices L and T, if the
original system is poorly scaled. Since LT= I , the pair (L;T) de�nes a projector TL, in analogy to the
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case of standard systems. Thus, for any invertible W, the pair of truncation matrices

(L̃; T̃) = (W−1L;TW)

de�nes the same projected system in a di�erent coordinate form. Thus, to avoid potential accuracy losses,
an alternative to balancing is to use a balancing-free approach to compute truncation matrices. In standard
case, such a method has been proposed in [10]. A square-root balancing-free approach for the periodic case
can be devised analogously as in case of standard systems [14], by combining the square-root method with
a balancing-free method. Consider the QR-decompositions

STV1 = T̃X; RTU1 = Z̃Y; (22)

where X and Y are nonsingular matrices and T̃ and Z̃ are matrices with orthonormal columns. With the
already computed T̃ we de�ne the corresponding L̃ as

L̃= (Z̃TT̃)−1Z̃T: (23)

We have the following result analogous to Theorem 1.

Theorem 2. The periodic system

(Ã; B̃; C̃) := (�L̃AT̃; �L̃B;CT̃)

with L̃ and T̃ de�ned in Eqs. (22) and (23) is a minimal realization of the system (A;B;C).

Proof. We show that the periodic system (Ã; B̃; C̃) is Lyapunov-similar to the balanced minimal realization
(12). We observe that using Eqs. (22) and (23), we can relate the truncation matrices in Eq. (11) with L̃

and T̃ as

L= �̃
−1=2

YTZ̃T = �̃
−1=2

YT(Z̃TT̃)L̃; T= T̃X�̃
−1=2

:

To show that (Ã; B̃; C̃) and (Â; B̂; Ĉ) are Lyapunov-similar it is enough to show that

W = �̃
−1=2

YT(Z̃TT̃)

is the corresponding balancing transformation having as its inverse X�̃
−1=2

. But this follows by simply
checking that

�̃
−1=2

YT(Z̃TT̃)X�̃
−1=2

= �̃
−1=2

UT
1RSTV1�̃

−1=2
= I:

Since the balancing-free square-root approach always constructs well-conditioned truncation matrices, the
use of this method for poorly scaled systems leads usually to an improvement of the overall computational
accuracy.

5. Solution of PDPLEs

The main computational problem to compute a balanced minimal realization of a periodic system consists
in solving a pair of PDPLEs of the forms (6) and (7) directly for the Cholesky factor of the solutions. For
the case of constant dimensions, algorithms to solve PDPLEs have been recently developed in [15]. These
algorithms represent extensions of the method for standard systems proposed by Hammarling [7]. The new
methods rely on an initial reduction of the periodic Lyapunov equations to simpler forms by using the periodic
Schur decomposition of a product of square matrices [3]. The reduced equations are then solved by using
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special forward substitution algorithms. Important computational subproblems are in this context the e�cient
and numerically stable solution of order one or order two PDPLEs and of low order discrete periodic Sylvester
equations. Computational approaches for these subproblems are also described in detail in [15].
In this section we describe an extension of the method of [15] to solve PDPLEs with time-varying dimen-

sions. We only discuss the basic approach to solve the reverse-time PDPLE

UTU=AT�UT�UA+RTR (24)

directly for the Cholesky factor U, where Uk ∈ Rnk×nk , Ak ∈ Rnk+1×nk , Rk ∈ Rnk×nk , and the dimension nk are
periodic with period K¿1. A completely analog approach can be derived for solving forward-time PDPLEs.
To solve Eq. (24) we assume that for each � the monodromy matrix �A(� + K; �) has all characteristic
multipliers in the open unit disk.
One class of methods to solve positive periodic Lyapunov equations can be devised along the lines of

methods for periodic systems with constant state-space dimension [11]. This method is based on reducing
these equations to a single standard positive discrete Lyapunov equation to compute a periodic generator, say
U0, which satis�es

UT
0 U0 = �

T
A(K; 0)U

T
0 U0�A(K; 0) +

K−1∑
j=0

�TA(j; 0)R
T
j Rj�A(j; 0): (25)

Since �A(K; 0) ∈ Rn0×n0 is square, U0 ∈ Rn0×n0 can be computed by using Hammarling’s method [7]. The rest
of matrices Uk , k = K − 1; : : : ; 1 results by recursion. Even with the enhancements similar to those proposed
in [11], this approach is generally not recommendable because of implied matrix products and sums of matrix
products. However, as it has been shown in [15], an iterative variant of this approach is well suited to solve
PDPLEs, especially of low orders.
The periodic generator method allows one to justify a straightforward embedding of the problems with time-

varying dimensions into larger order problems with constant dimension. Such an embedding allows us to solve
the PDPLE (24) by using algorithms for constant dimension [15]. Let n=maxk{nk} and consider the extended
n× n K-periodic matrices

Ak;e =
[
Ak 0
0 0

]
; Rk;e =

[
Rk 0
0 0

]
; Uk;e =

[
Uk 0
0 0

]
; (26)

where the zero matrices have appropriate dimensions. Then it is easy to see (for instance, by using the periodic
generator approach) that Ue is the solution of the PDPLE

UT
eUe =AT

e �U
T
e �UeAe +RT

eRe (27)

with constant dimensions. The main drawback of this approach is that working with extended matrices with
many zero elements leads to an unnecessary loss of computational e�ciency. Alternatively, an e�cient ap-
proach can be devised which fully exploits the underlying problem structure.
In the approach which we propose, we rely on an extension of the periodic Schur decomposition (PSD)

of a cyclic product of square matrices and of the corresponding algorithms for its computation [3,8].

Proposition 3. Let Ak ∈ Rnk+1×nk ; k=0; 1; : : : ; K−1; with nK=n0 be arbitrary matrices and let n=mink{nk}.
Then there exist orthogonal matrices Zk ∈ Rnk×nk such that the matrices Ãk = ZTk+1AkZk for k = 0; : : : ; k − 1
are block upper triangular

Ãk =
[
Ãk;11 Ãk;12
0 Ãk;22

]
; (28)

where Ãk;11 ∈ Rn×n; Ãk;22 ∈ R(nk+1−n)×(nk−n) for k=0; 1; : : : ; K−1. Moreover; ÃK−1;11 is in a real Schur form
(RSF); Ãk;11 for k = 0; : : : ; K − 2 are upper triangular and Ãk;22 for k = 0; : : : ; K − 1 are upper trapezoidal.
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Proof. Let p be such that np = n and without loss of generality we assume p = 0. Let U1 ∈ Rn1×n1 be an
orthogonal matrix such that

UT
1 A0 =

[
A0;11
O

]
;

where A0;11 ∈ Rn×n. An upper triangular A0;11 results for example from the QR decomposition of A0. For
k=1; : : : ; K−1, we successively determine the orthogonal matrices Uk+1 ∈ Rnk+1×nk+1 such that each partitioned
matrix

UT
k+1AkUk =

[
Ak;11 Ak;12
O Ak;22

]
is upper trapezoidal, Ak;11 ∈ Rn×n and Ak;22 ∈ R(nk+1−n)×(nk−n). At this moment, we rede�ne A0;11 from

UT
1 A0UK−1 =

[
A0;11
O

]
:

Notice that, excepting the leading diagonal matrices, the transformed matrices UT
k+1AkUk have the requested

form in Eq. (28). To �nish, we use the results of [3] to determine the orthogonal matrices Qk ∈ Rn×n which
bring the product AK−1;11 · · ·A0;11 in RSF using the associated PSD. The overall transformation matrices Zk ,
achieving the desired form in Eq. (28), are given by Zk = Uk · diag (Qk; I).

Note that by using the extended PSD instead of the PSD of the product of extended matrices, a notable
reduction of computational costs could arise if the di�erence n− n is signi�cant. It can be easily veri�ed that
each �Ã(k + K; k) = Z

T
k �A(k + K; k)Zk is in a particular RSF

�Ã(k + K; k) =
[
�Ã11 (k + K; k) ×

0 0

]
:

and each �(�Ã11 (k + K; k)) de�nes the set of n core characteristic values (independent of k).
Let Z be an orthogonal Lyapunov transformation to compute the extended PSD of the monodromy matrix

�A(K; 0) in the Proposition 3 and de�ne Ã=�ZTAZ and the upper triangular R̃ such that R̃TR̃=ZTRTRZ.
Eq. (24) becomes after premultiplication with ZT and postmultiplication with Z

ŨTŨ= Ã
T
�ŨT�ŨÃ+ R̃TR̃; (29)

where Ũ=UZ. After solving this reduced equation for Ũ, the solution of Eq. (24) is obtained as U= ŨZT.
In order to simplify the notations, we assume in what follows that Eq. (24) is already in the reduced form
(29) and R is upper triangular.
Let us partition Ak; Uk and Rk analogously as

Ak =
[
Ak;11 Ak;12
0 Ak;22

]
; Uk =

[
Uk;11 Uk;12
0 Uk;22

]
; Rk =

[
Rk;11 Rk;12
0 Rk;22

]
;

where the upper left blocks are p1 × p1 matrices (p1= 1 or 2). Assuming U11 non-singular we can derive
recursive formulas which are analogous with those in the case of constant dimensions. By rewriting Eq. (24)
for the partitioned matrices, we obtain

UT
11U11 =AT

11�U
T
11�U11A11 +RT

11R11;

U12 =MT
1�U12A22 +MT

1�U11A12 +MT
2R12; (30)

UT
22U22 =AT

22�U
T
22�U22A22 +RT

22R22 +YTY;
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where M1 = �U11A11U
−1
11 , M2 =R11U

−1
11 , and Y is de�ned by the K-periodic matrix

Yk = Nk

[
Rk;12

Uk+1;11Ak;12 + Uk+1;12Ak;22

]
with each Nk satisfying

Pk = I2p1 −
[
Mk;2
Mk;1

] [
Mk;2
Mk;1

]T
= NTk Nk :

It can be shown that Pk = P2k¿0 and rank Pk = p1. Moreover, because

Pk

[
Mk;2
Mk;1

]
= 0;

Nk can be computed as Nk = QTk;2 from the QR-decomposition[
Mk;2
Mk;1

]
= [Qk;1Qk;2]

[
Vk
0

]
:

Thus by solving successively the �rst and second equation from Eq. (30) for U11 and U12, respectively, it
remains to solve the third equation, where each Uk;22 has lower order nk − p1. After updating the Cholesky
factorization the resulting PDPLE for U22 has the same reduced form as the starting equation. The only
di�erence between this procedure and that one in [15] for constant dimension is that after several steps some
dimensions become zero. In such cases, the computations can continue without any breaks because, we can
freely assume that the missing blocks in all matrices are zero matrices. For the rest, the algorithmic details
are almost the same as in case of the procedure for constant dimension, although the e�cient implementation
for time-varying dimensions certainly requires an increased bookkeeping e�ort. For more details refer to [15].

Remark. To compute the Cholesky factors of the reachability and observability Gramians a single computation
of the extended PSD of the monodromy matrix �A(K; 0) is su�cient. In this way, the cost to solve the two
PDPLEs (6) and (7) is almost the same as the cost of solving a single PDPLE.

6. Conclusion

We proposed a numerically sound approach to compute minimal realizations of linear periodic systems with
time-varying dimensions. The proposed approach relies on algorithms using exclusively square-root informa-
tion in form of Cholesky factors of the Gramians and therefore they have guaranteed enhanced computational
accuracy. A square-root balancing-free variant has been derived, which we believe to be a completely satisfac-
tory numerical approach to solve periodic minimal realization problems. The key computation in the proposed
approach is the numerical solution of PDPLEs directly for the Cholesky factors of the solutions. A numerically
reliable computational algorithm has been proposed to solve PDPLEs with varying dimension. This algorithm
extends similar algorithms to solve PDPLEs with constant dimension.
The proposed minimal realization methods for periodic systems are not restricted to asymptotically stable

periodic systems. For an unstable system, a simple scaling can be used to enforce the stability of the starting
representation. For instance, it is possible to replace only A0 by �A0, where 0¡�¡ 1 is chosen such that
��A(K; 0) has eigenvalues in the open unit disc. For the �-scaled system, we can apply either the square-root
or balancing-free square-root approach to determine a minimal system. Finally, the computed Â0 or Ã0 needs
to be rescaled to Â0=� or Ã0=�, respectively. Note that even in case of using the square-root approach on a
�-scaled system, the resulting rescaled minimal system is not balanced.
We expect that the proposed approach also provides a satisfactory computational solution to the balancing

based model reduction of stable periodic systems. In this case, the truncation matrices have to be computed
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according to a separation of Hankel singular values with respect to a given tolerance, in analogy with the
standard systems case. Note that even for constant dimension periodic systems, the resulting reduced models
have in general time-varying dimensions, because, contrary to [12], generally we can not assume any interlacing
properties for the singular values. This aspect seems to explain the lack of a complete theory of model reduction
for periodic systems.
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