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Abstract

The method of Spatially Variant Apodization (SVA) has beeraloped for eliminating and suppressing sidelobes in SAR
images as far as possible while maintaining the originatjen@solution. In this paper, we investigate the applidgtof

SVA to E-SAR data acquired in standard side-looking geoyraetd for the first time to the nadir looking sounder mode.
In contrast to usual SAR imagery, sounding radar data featwery strong backscatter from nadir due to directly down-
looking rather than slant-looking. The strong nadir echwegponds to the air-ice interface directly below the aiftcr

It causes accordingly severe sidelobes interfering neighd pixels in the data such that snow or ice layers closbéo t
surface usually cannot be detected. The paper describ&/fenplementation into SAR processing and concludes that
SVA is capable to achieve a better image resolution in batld kif data, usual SAR imagery and sounding radar data,
reducing the sidelobe level at the same time.

1 Introduction be eliminated or, at least, suppressed in order not to hide

useful image information.

The focusing of SAR images is usually realized accord-_l_h_ . d as foll Section 2
ing to the Matched Filter theory because of its noise sta- IS paper Is structured as follows. tion 2 we rea-
on whyideal sinc elimination from SAR images is im-

bility. Thereby, the approximate rectangle-shaped SARON Y . . o
data spectrum remains rectangle-shaped also after SAf)SSIbkE and summarize usual techniques to cope with sinc

image focusing and, thus, SAR images are convolved Wit_unctlons. _Sectlon 3 descnbes_the way SVA f|_|ter|ng IS
amore or less idealinc(t) := sin(t)/t function. Leto be integrated in our SAR processing chain and discusses the

the radar reflectivity to measure,c IR? slow-time/fast- pre-conditions which must be fulfilled prior SVA applica-
time, N — (N1, N2) the number (’)f pixels in azimuth and tion. !n Section 4 we present our experir_nental results of
range,n = (n1,ns) the pixel position in the image and applying the SVA filter to usual E-SAR imagery and for

T = (T}, T») the sampling in azimuth and range directionthe first time to the nadir-looking sounder data.
then

Ni—1Ny—1 . .
image(t) = 3 3 o(nT) 5t —nT) (1) 2 Sidelobe Control Techniques

n1=0 ns=0

An ideal elimination of the sinc function in SAR im-

is the ideally focused image of measured radar reflectivityages would produce (1) from (2) but the convolution per-

and formed is not invertible. It corresponds to divisions by
Ni—1 Nae1 zero in the rectangle-shaped data spectrum. In the one-

. . . dimensional discrete case, this can be verified by writing
* t) = T t—nT) (2 . X o : .
sine * image(t) Z Z o(nT) sinc(t = nT) (2) sinc-convolution as matrix operation with

n1=0 na=0

describes the corresponding SAR image. Sampling in az- So  SN-1 ... S1
imuth is given byT; = 1/PRF the Pulse Repetition Fre- s1 So ... 83
quency (PRF). The presence of sinc functions in SAR im- Cs = : : : 3)

ages is a result of limited bandwidth in SAR systems and
leads to using more pixels for image depiction than ac-
tually having image information. The dynamic ofasinc . . . . .

mair)(lobe a?a cegrtain pixel position, h}ére given by theWh'Ch IS smgular, "elcﬁ,| :.0' Matn?( (3) convolves some
radar reflectivity, represents the actual image informatio S2mPled signak € € with the discretesinc function
the widening of the mainlobe corresponds to image redun :b[so’b 515 dire Sévflj' The orllglr:jal .S|gn|f':1bc can-
dancy and sinc sidelobes express the introduced positiqgwg::asso @ti':l;n(;aoe;onm()tteiizl[nC—convo vedsignat= C;
uncertainty due to the lack of sufficient bandwidth. As s '

sinc sidelobes interfere with other mainlobes, they musThere are, at least, three approaches to facefunctions:

SN—-1 SN—2 ... S0



First, the so-called super-resolution techniques try te pr with a narrow window in time domain. By that, each sinc
cess the SAR image such that alhc functions in the im-  in time domain is multiplied with a narrow window press-
age converge té 'functions’ for enhancing the image res- ing down its sibelobes while maintaining the mainlobe dy-
olution. This is done by extrapolating the rectangle shapedamic. Usual weighting functions are Hamming, Hanning
spectra such that they become constant-shaped. Due &od Taylor for instance [1]. This approach is most popular
noise and computational accuracy limits, those techniqudsecause the sidelobe suppression is applied to each pixel
necessarily produce spurious peaks somewhere in the prpesition equally and, therefore, the image calibration can
cessed image and, hence, their application for sideloblee maintained. A major drawback is that the sinc mainlobe
suppression is not advisable in general. Also, the imageidens, i.e. it degrades the image resolution.

calibration is not maintained which restricts the number ofA third approach, which application is described in this

applications furthermore. paper, relaxes the constraint of equally applying the same

amount of suppression to each pixel: Spatially Variant
Apodization (SVA) [2]. It spatially varies the kind of sup-
pression such that it is locally optimal and is, therefoee, ¢
pable even tadelete sidelobes as far as they are recognized
unambiguously. Compared to the method described be-
fore, the original image resolution is maintained and, thus
SVA filtered images appear higher resolved than usually
expected (seBigurel).

3 SVA Filter Implementation

|
N
o

Spatial Variant Apodization is well-described in the laer

| ture [2], [3], [4]. Here, we only describe its implementa-

\\ A tion for E-SAR data and the results obtained when applied
’ to usual E-SAR imagery and, finally, to E-SAR data ac-

quired in sounding radar mode.
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Azimuth [m] 3.1 Securing SVA’s Preconditions

SVA requires the attention to three pre-conditions which
must be fulfilled before it can be applied successfully to
the data:

—60

1. The data spectrum should be ideally rectangle-
shaped,

Intensity [dB]

2. The data should be integer-oversampled or exactly
Nyquist-sampled

| 3. Any shifts in the data spectrum (e.g. due to squint)

4610 4615 4620 4625 4630 must be removed
Slant Range [m] ’

) . SVA performs perfectly if the three conditions are perfectl
Figurel: Corner reflector analysis in a L-band, HH polar- ¢, fijeq but moreover, it behaves continuously better the
ized SLC image of a sports field in Dresden, 10x oversampeer the conditions are fulfilled. The latter propertyss e
pled. RedzCorner reflectqr response W|th_out sidelobe SUBsecially nice if any pre-conditioning step was not perfectl
pression, Blue=suppression with Hamming, Green=witly ccessful, e.g. the over-sampling factor is no integer but
SVA. SVA preserves the original mainlobe (red) but sup-;, _ 1 g3 The first condition is easily fulfilled by applying

presses sidelobes better than Hamming (below blue). Thge t10wing "normalization’ step applied to the non-zero
image resolution is determined via the -3dB level (dasheg ;o spectrum

line).
spec(w)

= Topec@)] )

Secondly, and this is the most common approach, it is pos- $pecrect(w)
sible to keepsinc's in each pixel position but only the sinc

sidelobes are tackled. This can be achieved based on théherem is a mean value such that the spectrum energy is
property that the multiplication of a broad window func- maintained. Of course, the non-zero pixels must be suc-

tion in frequency domain corresponds to the convolutiorcessional to form a rectangle together with the zero pixels



and their numben must fulfill the following equation SVA application. Thus, in order to run SVA on large arrays
a two-pixel-overlapped blocking technique must be imple-

N =ntz=mn+(k-1n ®) mented for avoiding any visibility of blocking effects ingh
whereN is the number of all complex-valued pixels in fre- data. Unfortunately, the impact of SVA on complex-valued
guency domain and is the number of zero pixels. If the SAR data after SVA-filtering has generally not been inves-
oversampling factok > 1 is no integer then as many ze- tigated so far for phase-sensitive applications such as po-
ros as necessary must be padded suchitiminteger and larimetry and/or interferometry. Up to now, we have only
(5) is fulfilled. The authors in [3] propose that the Fourierevaluated the application of SVA as far as the SVA filtered
transform necessary for (5) can be avoided when using atiata stand at thend of the processing chain only followed
Interpolated Spatially Variant Apodization method. Theby detecting the complex-valued data and doing data eval-
additional time necessary for time-domain interpolationuations based on detected dafag(re 2). However, an
due to non-integer oversampled data is less than perfornimpact on classification quality based on SVA filtered data
ing a forward and backward Fourier transform and, hencds investigated in [4].

the method is somewnhat faster. We apply SVA on both, complex-valued multi-look (ML)

According to our experiences, oversampling factors ofind also single-look complex (SLC) data. The improve-
k = 2 are optimal in both, azimuth and range direction.ment in image resolution is obvious in either case. For
The image size is doubled and adapts well to the increasgtulti-channel data (e.g. polarizations HH-HV-VV-VH) it
image resolution. Oversampling rates larger than two onlys applied to each channel separately. On multi-look data,
enlarge the image and, correspondingly, the computation&VA is applied to each complex look independently and
effort for the SVA-filter step. after that the looks are added incoherently

_ limageo(t)| + - - - + [imager—1(t)|
N L

3.2 SVA Filter Insertion into Processing imagenrr(t)

SVA may be applied to real- and complex-valued data. InwhereL is the number of looks.

the complex case, SVA is applied to both, real and imag-
inary part, separately. We apply SVA line-by-line first 4 Experimental Results
in azimuth, then in range direction on two-dimensional
complex data. In each line, we secure the pre-conditiong/e implemented and tested SVA first on usual E-SAR im-
and then perform SVA. However, as checking the preagery. In a second step, SVA is applied for the first time
conditions is time-consuming it may be ensured as fafo sounding radar data. These data were acquired with E-
as possible during the preceding SAR raw data procesSAR during the 2005 SVALEX campaign on Spitzbergen.
ing step. For example, the desired resolution might be
chosen such that the processed bandwidth yields integejf-l Effects on Usual SAR Images
oversampled data. )

As can be seen ifrigure 1, both SVA but also the usual

windowing technique (e.g. Hamming) are capable to sup-
l press sidelobes. Apparently, the advantage of SVA is not
the sidelobe suppression but the increased image resolu-
SAR Processing tion compared to the windowing method. This can also be
observed visually in multi-look and in single-look complex
} b imagery Figures 3 and4).
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Figure 3: Rudolf-Harbig-Stadium in Dresden, imaged in
L-band, four azimuth looks, polarization color-composite
Due to the filter length of only three pixels [2], a maximum (RGB=HH-HV-VV). Sidelobe suppression (a) with Ham-
of two pixels becomes invalid at the image margins aftefming, (b) with SVA

Figure 2: SVA integration into SAR data processing



The image is processed with four azimuth looks and hagimong other experiments, E-SAR’s P-band antenna was
a nominal multi-look resolution 08 x 2 meters in az- operated in nadir looking mode for the first time in order to
imuth/range. Its nominal single-look resolution is givenacquire sounding radar data on a glacier. Sounding radars
by 1.2 x 2 according to azimuth resolutian2 = 3/((L+  serve the estimation of ice and snow layer thickness for the
1)/2) meters with, = 4 looks. The actually achieved purposes of monitoring ice mass balance. The ambition to
SLC resolution of is measured Figure 1. It amounts to filter those data such that the nadir echo dominance is re-
1.11 x 2.12mfor Hamming and and.77 x 1.54mfor SVA.  duced initiated us to implement SVA and to test whether its
application helps to retrieve valuable information hidden
in nadir sidelobes. In two-dimensional sounder data, we
apply SVA only in depth direction. The ambition to elimi-
nate nadir sidelobes better than usual is not quite satisfied
due to the dominance of off-nadir clutter but it turns out
that, similarly as in usual SAR imagery, SVA achieves bet-
ter resolution in depth direction (sé&gure 5) compared

to Hamming. This in turn might enable a better interpreta-
tion of ice layers close to the surface in data of space-borne
Figure 4: Corresponding SLC image detail with respectbandwidth limited sensors.

to the ML image in Figure 3: South-west goal of Rudolf-
Harbig-Stadium, Dresden, (a) wide mainlobe with Ham-
ming (b) better resolved with SVA.

5 Conclusions

. We showed that SVA filtering allows excellent sidelobe
4.2 Effects on Sounding Radar Data suppressiomwithout degrading the original image resolu-

In April 2005, the Alfred-Wegener-Institute (AWI) and tion. Thus, it enhances the image resolution compared to
the Microwaves and Radar Institute (HR) of Germanusual outcomes which applies to both, usual SAR images
Aerospace Center (DLR) conducted a joint airborne Cambut also to sounding radar data. SVA is robust with respect
paign acquiring Optica| and SAR data near and on the isto minor deviations from ideal pre-conditions which must

lands of Spitzbergen, roughly 1550 miles from North Pole be fuffilled for SVA but also to the presence of noise [2]. A
major drawback of SVA is its non-linearity not maintaining

the radiometric image calibration. So far, we only investi-
gated the use of detected SVA filtered data. The impact of
SVA for phase sensitive applications such as polarimetry
or interferometry is subject to further work.
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