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Abstract

Laser-induced breakdown spectroscopy (LIBS) is a type of atomic emission spectroscopy method. It is applied
to analyse the elemental composition of a sample. It uses a laser pulse to ablate sample material into a
luminous plasma. By recording the plasma emissions with a spectrometer, a LIBS spectrum is obtained from
which knowledge about the composition of the sample can be gained. The first LIBS instrument in space
was realised with the ChemCam instrument onboard the Curiosity rover. Since the rover’s landing in 2012, it
has explored the Martian surface in the Gale Crater. Due to its successful application, two additional Mars
exploration rovers, equipped with LIBS instruments, arrived on Mars in 2021.

Motivated by existing challenges in analysing LIBS spectra and the increasing quantity of Martian LIBS
data, this thesis investigates the modelling and simulation of LIBS spectra for the application to LIBS data
in Martian atmospheric conditions. This is done with the aim of providing insights into the characteristics of
Martian LIBS plasmas as well as developing tools to assist the analysis of real mission data. The modelling of
LIBS spectra is based on a stationary plasma in local thermal equilibrium (LTE). The plasma is then divided
into a series of homogeneous zones and spectra are simulated using radiative transfer along a one-dimensional
line-of-sight through the plasma zones. By fits to synthetic test spectra, it is verified that plasmas with spatial
gradients can be well described by a two-zone model. After this verification, the two-zone model is fitted to
time-resolved LIBS spectra acquired in experimentally simulated Martian atmospheric conditions. It is found
that most of the emissions are well described and that a two-zone model is a significant improvement over a
one-zone model. From the fits, typical values of the plasma properties are obtained, and the effect of absorption
is estimated to affect the strongest signals by a factor of one hundred. Furthermore, relative concentrations
are estimated to within 25 % relative deviations from the reference values.

For the application to time-integrated LIBS data of samples with more complex compositions, a method of
spectral unmixing is described and tested. The method consists of solving a system of linear equations between
an input spectrum and a superposition of simulated spectra of various temperatures and densities, and some
of the most important molecular features extracted from measured LIBS data. The outputs are an overview
of the elemental contributions to the LIBS plasma, the temperatures and densities for describing the atomic
emissions, and the line identification. From applications to synthetic test spectra and measured LIBS data in
experimentally simulated Martian atmospheric conditions, the superposition is shown to describe the data well,
with only a limited amount of over-fitting. Additionally, the line identification is verified using the method of
multi-element Saha-Boltzmann plots. Finally, the spectral unmixing is applied to a LIBS spectrum from the
ChemCam instrument. Although improvements should be done for this specific instrument, the results are
promising, and the line-identification is shown to provide important insights into spectral interferences.

The results of this thesis show that spectral modelling based on LTE can be well applied to LIBS data
in Martian atmospheric conditions. For time-resolved data, fits of a two-zone model can be used to obtain
insights into the plasma as well as improved concentration estimates compared to the Saha-Boltzmann plot
method. However, attention to non-equilibrium effects should be given at the earliest and latest stages of the
plasma lifetime. For time-integrated spectra, i.e. real mission data, fits of the two-zone model are not feasible
due to too long computation times. Instead, a superposition of spectra of different temperatures and densities,
i.e. the spectral unmixing method, can be used. Although not directly allowing for quantitative concentration

estimates, the method is a great tool to overview the large amount of information contained in the spectra.
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Kurzfassung

Laser-induzierte Plasmaspektroskopie (LIBS) ist eine Methode der Atomemissionsspektroskopie und wird ver-
wendet, um die elementare Zusammensetzung einer Probe zu analysieren. Dabei wird mit einem Laserpuls
Probenmaterial abgel6st, welches sich zu einem leuchtenden Plasma entwickelt. Aus dem Spektrum der Plas-
maemissionen lassen sich Informationen iiber die Zusammensetzung der Probe gewinnen. Das erste LIBS-
Instrument im Weltraum ist das ChemCam-Instrument an Bord des Curiosity-Rovers, der seit seiner Landung
in 2012 die Marsoberfliche in Gale Krater untersucht. Aufgrund der Erfolge von ChemCam wurden zwei
weitere Mars-Rover ebenfalls mit LIBS-Instrumenten ausgestattet und sind seit 2021 auf dem Mars aktiv.

Wegen der zunehmenden Menge an LIBS-Daten von der Marsoberflache sowie deren speziellen Heraus-
forderungen bei der Analyse untersucht diese Arbeit, wie die Modellierung und Simulation von solchen LIBS-
Spektren genutzt werden kann. Das Ziel ist es, Einblicke in die Eigenschaften von LIBS-Plasmen auf dem
Mars zu erhalten und Modelle zu entwickeln, die bei der Analyse von realen Missionsdaten helfen kdnnen.
Die Modellierung basiert sich auf einem stationdren Plasma im lokalen thermischen Gleichgewicht (LTE). Das
Plasma wird dabei in eine Reihe homogener Zonen unterteilt und Spektren werden mit dem Strahlungstransfer
entlang einer eindimensionalen Sichtlinie durch diese Plasmazonen simuliert. Anhand synthetischer Testspek-
tren mit bekannten rdumlichen Temperatur- und Dichteverteilungen innerhalb des Plasmas wird gezeigt, dass
solche Plasmen raumlichen Gradienten, durch ein Zwei-Zonen-Modell gut beschrieben werden koénnen. Das
Zwei-Zonen-Modell wurde anschlieflend an zeitaufgeloste LIBS-Spektren, die unter experimentell simulierten
Mars Bedingungen gemessen wurden, angepasst. Dabei zeigt sich, dass die meisten Emissionen im gemesse-
nen Spektrum mit der Simulation des Zwei-Zonen-Modells iibereinstimmen und eine deutliche Verbesserung
gegeniibereiner Simulation mit einem Ein-Zonen-Modell zu beobachten ist. Aus den anpassungen ergeben sich
typische Werte fiir die Plasmaeigenschaften. Es kann gezeigt werden, dass Absorption im Plasma insbesondere
die starksten Signale deutlich reduziert, teilweise um einen Faktor 100 oder mehr. Auflerdem werden die rela-
tiven Konzentrationen mit einer geringen relativen Abweichung von 25 % von den Referenzwerten bestimmt.

Fiir die Anwendung auf zeitlich integrierte LIBS-Daten von Proben mit komplexeren Zusammensetzungen
wird eine Methode der spektralen Entmischung beschrieben und getestet. Die Methode besteht aus der Losung
eines linearen Gleichungssystems zwischen einem Eingangsspektrum und einer Uberlagerung von simulierten
Spektren, die bei verschiedenen Temperaturen und Dichten berechnet wurden, sowie experimentell gemessenen
Spektren von wichtigen Molekiilbanden. Die Ergebnisse ermdoglichen es, eine Ubersicht iiber die verschiedenen
Beitrdge zum LIBS-Plasma zu erhalten und erlauben eine schnelle Identifizierung der Emissionslinien. Bei
der Anwendung auf synthetische und gemessene LIBS-Testspektren zeigt sich, dass eine gute Ubereinstim-
mung zwischen den Eingangsspektren und der Uberlagerung von erzeugten Referenzspektren bereits mit einer
geringen Anzahl an Referenzspektren erreicht werden kann. Zusétzlich wurde die Linienidentifizierung mit
der Saha-Boltzmann-Plot Methode verifiziert. In einem nachsten Schritt wurde das entwickelte Verfahren der
spektralen Entmischung auf ein LIBS-Spektrum, das auf dem Mars mit dem ChemCam-Instrument gemessen
wurde, angewandt. Auch wenn das Verfahren noch weiter an die Daten des ChemCam Instruments angepasst
werden muss, sind die ersten Ergebnisse vielversprechend und insbesondere die Linienidentifizierung liefert
wichtige Erkenntnisse iiber spektrale Uberlagerungen von Emissionslinien.

Die Ergebnisse dieser Arbeit zeigen, dass auf LTE basierende Modelle gut auf LIBS-Spektren angewendet
werden konnen, die unter Marsbedingungen gemessen wurden. Fiir zeitaufgeloste Daten kann die Anpas-
sung eines Zwei-Zonen-Modells verwendet werden, um Einblicke in das Plasma zu erhalten und um die Ele-
mentkonzentrationen mit einer hoheren Genauigkeit zu bestimmen, als es mit der Saha-Boltzmann-Methode
moglich wére. Allerdings sollten Nicht-Gleichgewichtseffekte in den frithesten und spétesten Phasen der Plas-
malebensdauer beriicksichtigt werden. Fir zeitlich integrierte Spektren, wie sie bei aktuellen Marsmissionen
gemessen werden, sind Anpassungen durch ein Zwei-Zonen-Modell aufgrund von zu langen Rechenzeiten nicht
durchfithrbar. Stattdessen kann durch die Methode der spektralen Entmischung eine Uberlagerung von Spek-
tren unterschiedlicher Temperaturen und Dichten verwendet werden. Diese Methode ermoglicht keine direkten
quantitativen Bestimmungen der Elementkonzentrationen, ist aber ein hervorragendes Werkzeug, um einen

Uberblick iiber die grofie Menge an Informationen zu erhalten, die in den Spektren enthalten sind.
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Chapter 1

Introduction

Laser induced breakdown spectroscopy (LIBS) is a type of atomic emission spectroscopy [1]. It is applied
to analyse the elemental composition of a sample and it has recieved a lot of attention for its application
in planetary exploration. For a LIBS measurement, a short and powerful laser pulse is focused onto the
surface of the sample under investigation. The sample is thereby heated and a small amount of material is
ablated into a short-lived plasma. Inside the plasma, atoms, ions, and simple molecules emit photons with
energies/wavelengths that are characteristic for its type. These emissions can therefore be said to constitute
fingerprints of the elemental composition. By recording the plasma emissions with a spectrometer, a LIBS
spectrum is obtained and by analysing the spectrum, knowledge about the elemental composition of the sample
can be gained. The process of conducting a LIBS measurement is shown schematically in Figure 1.0.1a and an
example of a LIBS spectrum is shown in Figure 1.0.1b,c. In the spectrum a lot of spectrally narrow signals can
be seen. These correspond to the light emitted from electron transitions in the atoms/ions. They are referred
to as emission lines. Although with varying sensitivity, LIBS can in principle be used to detect any element
in the periodic table [2].

A LIBS spectrum can be acquired within a short time. The duration of the laser pulse is typically in
the order of nanoseconds and the plasma exists for less than one millisecond, depending on the atmospheric
conditions. Usually none or a few repetitions are sufficient to get good signal-to-noise ratios (SNR) and the
total time for obtaining a LIBS spectrum is usually limited by the read-out speed of the spectrometer system
and/or the repetition rate of the laser. Furthermore, no sample preparation is required and one can therefore
perform LIBS measurements of samples in their original context without any additional sampling steps and of
targets in any physical state; solid, liquid or gaseous. Last but not least, LIBS can be used for remote sensing
of targets up to several meters distance. As an example, remote elemental analysis at distances up to 90 m has
been achieved [3]. These characteristics has made LIBS one of the most promising spectroscopic techniques [4].
On the other hand, LIBS is characterized by a low reproducibility. In an in-situ setting, this is partly due to
non-fixed experimental parameters such as varying distances and angles between the target and the optics of
the setup. But even in a laboratory-setting, where such experimental parameters may be fixed, the signal does
not only depend on the concentration of the analyte, but also on the overall composition and aggregation of
the sample [5]. Inevitably this complicates and puts high demands to the analysis of the data. Spatial and
temporal characterizations of the LIBS plasma, such as temperature and species distributions, provide useful
information when analysing the data. Such characteristics, however, depend strongly on the pressure and the
composition of the atmosphere wherein the plasma is induced. For example inducing the plasma in inert gases
such as helium or argon can be used to enhance certain emission lines or reduce plasma modelling efforts [6, 7].

The first LIBS instrument in space was realized with the ChemCam instrument onboard the Curiosity
rover [8]. Since its landing in 2012, the Curiosity rover has explored the Martian surface. Using LIBS, the
rover can perform analyses of several targets without repositioning of the rover and of targets inaccessible to
its robotic arms such as cliff-sides. Thus, the Curiosity rover has acquired more than 800000 LIBS spectra
of 3000 different targets (as of May 2021 [9]). In 2021, two more LIBS instruments landed on the Martian
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Figure 1.0.1: (a) Schematic of the process of conducting a LIBS measurement. From left to right: a short laser pulse
is focused onto the surface of the target. The laser induces a plasma and the plasma emissions are collected and recorded
with a spectrometer.
(b) Ezample of a LIBS spectrum of a calcium sulfate sample. The spectrum can be seen to contain many spectrally
narrow signals. As annotated in the figure, these so called emission lines correspond to the light emitted from electron
transitions in specific atoms and ion. (c) Part of the spectrum in (b) shown in a smaller wavelength range. Here, the
spectrum can be seen also to contain a background spectrum of continuum emissions as well as emissions from CaO
molecules.



surface. These instruments are equipped on the Mars 2020 Perseverance rover by NASA [10] and the Tianwen-
1 Zhurong rover by the China National Space Administration (CNSA) [11]. The addition of two more LIBS
instruments on Mars indicates its successful application and also means that even more Martian LIBS data will
be acquired in the future. Due to the reduced pressure and different composition of the Martian atmosphere,
the many efforts into characterising the plasma in argon or Earth’s atmosphere are not directly applicable
to Martian LIBS data. Improvements to approaches for analysing Martian LIBS data and insights into the
plasma, specifically for Martian atmospheric conditions, are therefore of great value.

Generally, there are two approaches for the analysis of LIBS data. The first one is based on calibration
models derived from laboratory LIBS data. In its most primitive form, a univariate calibration model is ob-
tained from the concentration of an element and the signal of a single emission line. But as the signals in a
LIBS spectrum is product of several factors, multivariate models are usually preferable [12, 13, 14]. In a mul-
tivariate approach, models are derived from larger sets of LIBS spectra of samples with various compositions
measured in different sample matrices and possibly under different experimental conditions such as different
distances between the sample and the optics of the experiment. The amount of necessary calibration data
increases with the variation of the samples to be analysed. For practical reasons, this approach is therefore only
applicable to the major elements or to groups of samples with limited compositional variations. A multivariate
approach is currently being used for the quantification of the major elements by the ChemCam team [15, 16].
The other approach is based on physical models of the plasma emissions [17]. This approach only relies on
the data available in the spectrum under analysis and it is therefore referred to as calibration-free. The ap-
proach can be applied for the quantification of both minor and major elements, however uncertainties related
to the physical models limit the accuracy of this approach. On the other hand, the involvement of a physical
model makes it easier to interpret the results that furthermore can be used for an improved understanding
of the data. The most common calibration-free methods are the methods of Boltzmann or Saha-Boltzmann
plots [18, 19]. Both methods are based on the identification of emission lines and their relative signals as
predicted by the rate of spontaneous emission together with the assumption of a homogeneous plasma. Later
proposed methods build upon the aforementioned by also including corrections for absorption of the emitted
light inside the plasma [20, 21, 22]. Another and more emerging group of calibration-free methods are based
on a more rigorous modelling/simulation of the plasma emissions [6, 23, 24, 25, 26, 27]. The simulations are
based on the radiative transfer of the emissions through a model of the plasma. By also including instrumental
effects, actual LIBS spectra can be simulated and directly compared or fitted to measured spectra. In the
case of fitting, the output usually resembles the plasma density, temperature, and elemental concentrations.
Although adding complexity, such rigorous modellings have the advantage of not relying on the assumption of

a homogeneous plasma.

In this thesis, modelling and simulation of LIBS spectra are investigated for the application to LIBS data
in Martian atmospheric conditions. More specifically, the goal of this thesis is to investigate the following key

questions:

e How can LIBS spectra acquired in Martian atmospheric conditions be modelled by simplified models of

the plasma?

e What can be learned from the models and what are the implications for the analysis of real mission
data?

e How can spectral modelling be used as a tool for assisting the analysis of real mission data?

The structure of the thesis is as follows. In Chapter 2, the theoretical background of LIBS is described. This
includes the generation of the plasma, its expansion and decay, and an overview of its characteristic emissions.
Also, it includes the description of the thermodynamic state of local thermodynamic equilibrium which can be
used for a simplified description of the plasma state. In Chapter 3, the experimental setup used for obtaining
the LIBS data of this thesis is presented. Thereafter, the results obtained from characterizing the setup are

presented. In Chapter 4, the methods for simulating and fitting LIBS spectra are presented. Then, examples
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of applications are presented and discussed. The examples of applications include both synthetic test and
laboratory LIBS data acquired in experimentally simulated Martian atmospheric conditions. In Chapter 5,
a method of spectral unmixing is presented and described. The method has emerged through the efforts
described in the previous chapter. It can be applied to a LIBS spectrum in order to obtain fast but more
qualitative results. Results from applications to synthetic and real laboratory LIBS data are presented and
discussed as well as real mission data from the ChemCam instrument. Chapter 6 summarizes the main results

of this thesis and concludes upon them.



Chapter 2

Theoretical Background

In this chapter, the theoretical background for the thesis is described. It starts with an overview of the basics
of the LIBS plasma. This includes the plasma formation, expansion, and the characteristic emissions. The
second part is about the thermodynamic state local thermal equilibrium (LTE). Herein, it is described how
the atomic states and emissions are modelled under the assumption of LTE which form the basis of the later

parts of this thesis.

2.1 Basics of LIBS Plasmas

2.1.1 Ablation and Plasma Formation

The first step in conducting a LIBS measurement is the generation of a plasma. The plasma formation starts
with the target absorbing the incoming laser pulse. In the case of conducting materials, the incident laser
is mainly absorbed by the acceleration of free electrons via the process of inverse Bremsstrahlung [2]. By
collisions of the accelerated electrons, lattice atoms are heated and further free electrons are created enhancing
the absorption. As phonon relaxation rates are on the order of picoseconds [28], the absorbed optical energy is
converted into heat on a similar time scale [29]. In the case of non-conducting targets, the first free electrons
are generated by multiphoton absorption and thereafter follows the same scheme as for conducting targets [2].

The subsequent plasma formation depends on the duration, energy, and wavelength of the laser pulse,
but it can roughly be described by the processes of vaporization or ablation [30]. At laser irradiances below
~1 x 10 W /cm?, sample material is melted and vaporized forming a plasma near the sample surface. Due
to different vaporization energies, some elements might be over-represented in the plasma compared to the
target composition. This is known as elemental fractionization [31]. In LIBS, elemental fracitonization is
an unwanted effect because that it makes it impossible, or at least very challenging, to equate the derived
elemental composition of the plasma and the target of interest. At higher laser irradiances, around 1 GW /cm?,
the absorbed energy from the laser greatly and quickly exceeds the latent heat of all the constituents of the
target. Differences in thermodynamic properties, such as vaporization energies, therefore play a minor role
and the composition of the plasma will be more representative of the target. At even higher laser irradiances,
>20 GW /cm?, the ejection of material is dominated by nonthermal processes and is more explosive in nature.
Before the upper surface of the target can vaporize, the underlying layer has also reached the vaporization
temperature. This leads to an explosion where sample material is ablated into the surroundings. Due to
the wide use of laser ablation (welding, inductively coupled plasma atomic emission spectroscopy, inductively
coupled plasma mass spectrometry), elemental fractionization has been widely investigated [31, 32, 33]. The
general conclusion is that it can be considered negligible at sufficiently high laser irradiances of >1 GW /cm? [2].
During the plasma formation, the target material is ejected in a cone perpendicular to the target surface [34].
Typically reported values of the amount of ejected material are in the order of ten to hundreds of nanograms,
depending on the laser parameters and the properties of the target [28].

The plasma formation is a complicated process where small differences in the targets such as different
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albedo, surface geometry and sample chemistry affect the resulting LIBS spectra strongly. Such effects are
referred to as matrix effects [35, 36]. A great example of matrix effects are in nanoparticle enhanced LIBS
(NELIBS). In NELIBS a micro-drop solution containing nanoparticles is deposited on the sample before
a standard LIBS measurement is made. The added nanoparticles can contaminate the target negligibly (<
0.04%), but significantly increases the coupling between the laser and the target leading to signal enhancement
of certain emission lines by one or two orders of magnitudes [37]. In NELIBS this is a wanted effect, but for
LIBS in general, such characteristics complicate the analysis and put high demands on calibration models.
This is particularly true for analysing geological samples because of the high variety of minerals and rocks.
Due to the fast conversion of the optical energy of the laser into heat, the plasma is formed long before the
end of a nanosecond laser pulse which is typically used for the plasma formation [29]. During the first part of
the plasma formation, the induced plasma will be transparent to the incoming laser, but as more material is

ejected the plasma can reach a critical electron density [1] given by

1027
Nec ™ 5

e~ T (2.1.1)

where n, .. is the critical electron density in m~ and X is the laser wavelength in microns. At the critical electron
density, the plasma becomes opaque to the laser pulse and the remaining laser pulse is partially absorbed by
the plasma and does not contribute to material removal. Instead, it is converted into heat inside the already
formed plasma. This effect is known as plasma shielding and is especially well observed in breakdown of gases
as an elongated shape of the plasma along the focal cone of the incoming laser [2, 38]. According to equation
(2.1.1), the onset of plasma shielding depends on the wavelength of the laser. But as the electron density
is affected by the amount of ablated material and the deposited energy, the onset of plasma shielding is a
product of several factors. The effect of plasma shielding has been studied by pump-probe experiments. For
nanosecond lasers with energies in the mJ range, 30% to 80% of the laser energy is usually absorbed in the
plasma [39, 40].

2.1.2 Plasma Evolution and Characteristics

Due to the high internal pressure [41], the formed plasma expands with velocities exceeding the speed of
sound [42]. From the expansion, a layer of compressed ambient gas forms a shock wave that propagates into
the ambient gas. As the plasma expands, the internal pressure decreases and the expansion slows down. After
some time, the shock wave therefore decouples from the plasma and transitions into the ambient gas and later
degenerates into a sound wave. This is what produces the audible crack that is heard when conducting a
LIBS measurement in non-vacuum conditions [43]. Eventually, the plasma stops expanding and is in a stage
of confinement. In this stage, the dominant cooling effect transitions from adiabatic cooling to heat exchange
with the background gas and radiative cooling [42, 44]. Finally, the plasma material re-solidifies and the
plasma ends. The evolution of the plasma is shown schematically in Figure 2.1.1 with the approximate times
scales for a plasma induced in Martian atmospheric conditions (0.7kPa of mainly COz) with a nanosecond
laser. The evolution and the different stages of the plasma are roughly universal, but the time scales and the
internal structure (temperature and density profiles) vary strongly with the ambient atmospheric conditions,
where especially the pressure has a big impact [6, 44, 45, 46, 47]. A heavy atmosphere works as walls confining
the plasma. This results in a smaller, but longer lived plasma compared to plasmas in reduced pressure.
For example, the plasma in Martian atmospheric conditions is roughly ten times bigger than in terrestrial
conditions [48]. In [44], the influence of the pressure on the size of the LIBS plasma was studied systematically.
At a pressure of 13 kPa the plasma expansion continued until ~250 ns reaching a size of ~2mm. Reducing the
pressure by a factor of ten, the expansion continued until ~1500 ns reaching a size of 7 mm.

As a first approximation, the plasma expansion can be described by the Sedov point-blast model [49]. In
the model, the expansion is driven by a large amount of energy deposited instantaneously in an infinitesimal
small volume. The description is therefore only applicable when the pulse length and focal area of the laser

are small compared to the dimensions of the plasma. Consequently, the earlier stage of the expansion is more
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Figure 2.1.1: Schematic of the evolution of a laser induced plasma in an atmosphere. (a) The incident laser breakdown
and heats target material. (b) Material is vaporized and ablated into a plasma. (c¢) Due to the high internal plasma,
the plasma expands supersonically into the background atmosphere. The remaining laser pulse is mostly absorbed by the
already formed plasma. (d) As the pressure in the plasma decreases and simultaneously builds up in the compressed
background, the expansion slows down and the shock wave decouples from the plasma. (e) The plasma expansion has
slowed down further and the plasma now mostly cools of due to heat transfer. (f) The plasma has re-solidified.

accurately described as a laser-supported absorption wave (LSAW) that includes the absorption of the incident
laser in the already formed plasma, i.e plasma shielding [49, 50].

Many insights into the evolution and characteristics of the plasma have been obtained from hydrodynamic
simulations of the plasma expansion and by time and space resolved measurements [51, 52, 53, 54, 55]. But
the plasma evolution and its characteristics are a product of many different processes and vary with the
experimental parameters. For plasmas induced with nanosecond lasers in the ultraviolet, the background
gas is evacuated and pushed away by the formed plasma containing mostly target material. Using infrared
lasers, the background gas is effectively mixed with the target material and the plasma is a little bigger with a
slightly lower temperature [56]. The difference arises because of different rates of plasma shielding. In [57] the
plasma expansion from a copper target into a 100 kPa pressure helium gas was simulated by a one-dimensional
gas-dynamic model using a thermodynamic approach. The expansion model was coupled to a model for
the plasma formation by a UV nanosecond laser. Their results include spatial profiles of target material,
background gas, expansion velocities, and of the temperatures. A schematic of their obtained density and
temperature profiles around 100 ns are shown in Figure 2.1.2. For enhancing the description of the profiles, the
plasma has been divided into three regions according to the density of the copper atoms from the target and
the background helium gas. A plume region from 0 mm to 0.6 mm containing only target material, a mixing
region from 0.6 mm to 1 mm containing both target material and the background gas, and a background region
from 1mm and outwards containing only the background gas. The shock front is located at the position of
maximum density inside the background region. The maximum temperature, of ~25000K was found to be in
the mixing region. The temperature then decreases inwards towards the target surface and outwards towards
the background region. At earlier times, 20ns (not shown here), the maximum temperature was found in
the plume and monotonically decreasing towards the background region and with a relatively smaller mixing
region. The location of the maximum temperature is affected by the amount of plasma shielding that has the

effect of shifting the location inwards towards the plume region. If plasma shielding is not considered, the
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maximum temperature would be located at the position of the shock front in the background region. In the
case of an argon background gas at 50 kPa using a nanosecond UV laser, Hermann et. al. [6], showed that
the plasma plume, containing the target material, was homogeneous and with all the temperature gradients
in the background region. This allows for a simple description of the plasma plume and is one of the reasons
why LIBS measurements sometimes are performed in an argon background gas. The homogeneity of the
plasma plume was argued to be caused by the isolating properties of argon (mostly elastic collisions with
elements from target materials due to large spacing between ground and first excited state of Ar I). There
are not many modeling or experimental papers reporting about the internal structure of the LIBS plasma in
Martian atmospheric conditions, but the thinner atmosphere is likely to be less isolating than that of argon.
First results from spatially and temporally resolved measurements of LIBS plasmas induced in experimentally
simulated Martian atmospheric conditions also indicate a more in-homogeneous plasma similar to that of
Figure 2.1.2 [58].
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2.1.3 Plasma Emissions

The plasma consists of free electrons, ions, neutral atoms, and simple molecules. They all contribute to the
emissions from the plasma. By the deceleration of free electrons in the plasma, typically in the vicinity of
an ion, the electrons lose kinetic energy which is converted into radiation by the emission of photons. This
is known as bremsstrahlung [2]. As the electron is free before and after the deceleration, bremsstrahlung is
considered as a free-free transition. By the capture of a free electron, by typically a negative ion in the plasma,
the excess kinetic energy can also be converted into radiation. This is known as recombination radiation [2].
As the electron is free before and bound in an ion or atom afterwards, such recombination can be considered
as a free-bound transition. Finally, bound electrons inside atoms, ions, or molecules can make transitions

between bound states and the excess energy can be converted into radiation by the emission of a photon. The
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emission spectra from bremsstrahlung and recombination are continuous and have little spectroscopic interest
compared to the spectrally narrow emissions from the bound-bound transitions. The continuum spectra are
therefore usually not exploited in the analysis of a LIBS spectrum. Instead, they are considered as an unwanted
side effect. As both the spectra from bremsstrahlung and recombination depend on the square of the electron
density, they are mostly observed in the early stage of the plasma and are usually removed in the pre-processing
of the LIBS spectra or gated out in the experiment by applying a delay between the firing of the laser and the
opening of the camera [59]. A schematic of the optical signal from a typical LIBS plasma is shown in Figure
2.1.3.
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ther, simple molecules might form and
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The emission and absorption of photons from the bound-bound transitions of ions, atoms or molecules are
described by Einstein’s radiation theory [60]. The processes involved are spontaneous emission, stimulated
emission, and absorption. The processes are shown schematically in Figure 2.1.4 for a transition involving
a bound state/level with an upper energy Fo and lower energy Ej. As the bound states have well defined
energies, the photons involved in these processes will also have well defined energies. This results in the
characteristic and almost discrete emission lines in the LIBS spectra as exemplified in Figure 1.0.1b and c in
the previous chapter. The rates of the processes are given by the Einstein coefficients that are due to intrinsic
properties of the atoms/molecules only. The rate of generation of photons by spontaneous emission from the

upper level E5 to the lower level F; in a small volume, dV, of the plasma is

dlas
dt

=ms - A21 -dV 5 (212)

where Asq is the Einstein coefficient for spontaneous emission and ms is the population of the upper electronic
level. Asq is equal to the probability per unit time for an electron to spontaneously decay from level Es5 to Ey
by the emission of a photon with energy Ey — Ej.

The rate of generation of photons by stimulated emission is

d12—>1

dt =msg - B21 * P21 dVv 5 (213)

where Bo; is the Einstein coefficient for stimulated emission and po; is the spectral energy density of radiation
with energies equal to the spacing between the two levels. Bs; is the probability per unit time per unit spectral
energy density that an electron in state Ey decays to E; by the emission of a photon with energy Ey — Ej.

The rate of generation of photons by absorption is

dIl—>2
dt

=-—my - Biz-p21-dV, (2.1.4)

where Bio is the Einstein coefficient for absorption and m; is the number density of electrons in the level
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FE;. By, is the probability per unit time per unit spectral energy density that an electron in state E; absorbs
a photon with energy F5 — E; by jumping to the upper state Fs. The rate is negative since photons are
absorbed. The Einstein coefficients for absorption and stimulated emission are equal in magnitude, but as the

upper levels typically are less populated than the lower levels, the amount of stimulated emission is usually

smaller.
(@) (b) (c)
E2
El
Spomfan_eous Absorption Stim'u/qted
emission emission

Figure 2.1.4: Schematic drawing of the processes of (a) spontaneous emission, (b) absorption, and (c) stimulated
emission.

Due to the Heisenberg uncertainty principle, the photons emitted via bound transitions in an isolated atom
or ion will have a small but finite line width. It is related to the inverse of the lifetime of the transition and is in
the order of 1 x 107 nm for the stronger transitions. However, in LIBS plasmas that have a high temperature
and a high pressure, Doppler and collisional broadening dominate the line profiles. Doppler broadening is
caused by the Doppler shift in combination with thermal motion of the particles. It is described by a Gaussian
profile with a full width at half maximum (FWHM) of [28]

8kp In(2)

A)\Dopplea" = W - Ao 5 (215)

where kp is the Boltzmann constant, m the mass of the emitting particle, ¢ the speed of light, and Ag the center
wavelength. Collisional broadening is broadening by collisions of charged particles in the plasma. This is called
Stark broadening and caused by the Stark effect which is the electric analogue to the Zeeman effect [61]. The
line profile due to Stark broadening is described by a Lorentzian profile. The Stark broadening is accompanied
by a shift in center wavelength of the transition. The shift is usually a red shift and smaller than the width
of the broadening. In the impact approximation the Stark broadening as the FWHM of a Lorentzian is given
by|[28]:

AAstark = {1 +1.75A4 (1 - 4/3N51/3)} Wrwnm (ﬁ) ; (2.1.6)

where A is a dimensionless coefficient a correction term due to ions, Np is the number of particles in the
Debye sphere, n, the electron density, and Wewpn the impact broadening from electrons. A and Wewpw are
independent of the electron density and are slowly varying with the temperature. Neglecting the correction

term for ions, the Stark broadening is proportional to the electron density and the shift is given by [28]

Ne
where D is the Stark shift parameter. A great amount of work in calculating and tabulating Stark broadening
and shift parameters has been performed by Griem and Sahal-Bechot. The values are available at [62, 63].
Together the two databases cover the emission lines from many elements, but there are important emission lines
not contained therein. The weak temperature dependence of the Stark parameters and the linear relation with

the electron density, allow for the use of experimentally found Stark parameters (Wpwuam in equation (2.1.6)
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and D in (2.1.7)) and extrapolating the values to the relevant electron densities [64]. Reversely, the widths
or shifts of an emission line can be used for determining the electron density when the Stark parameters are
known. Combining the Doppler and the Stark broadening, the resulting line profile is obtained as a convolution

of a Gaussian and a Lorentzian profile. It is called a Voigt profile and defined as

“+o0
P(z) = / L(x —u) - G(u) du (2.1.8)

— 0o

where L is the Lorentzian and G the Gaussian profile. The line profiles are normalized such that

+oo +oo +oo
/ P(X) dX = G(\) dX = / L) dA=1. (2.1.9)

2.2 Local Thermodynamic Equilibrium

2.2.1 Overview and Criteria

A detailed description of the plasma state involves knowledge about the population of bound electronic states
of atoms and molecules and the states of the free electrons. Such information allows for the prediction of the
plasma emission by the processes described in the previous section and is therefore necessary when modelling
the plasma emissions and when simulating LIBS spectra. A detailed description of the plasma can in gen-
eral be achieved by a complete kinetic description of the population and depopulation of states. This would
involve all the relevant processes in the plasma, i.e. ionization by collisions, photo ionization, radiative and
three-body recombination, collisional excitation/de-excitation processes, radiative decay, photo excitation and
Bremsstrahlung processes [65]. In principle, the kinetic description should contain the complete history of the
plasma, i.e. start at the moment where the first photons of the laser interacts with the target. This kind of de-
scription is therefore very complex and has, at the moment, little practical but mostly theoretical significance.
Alternatively, a thermodynamic approach can be used for the detailed description of the plasma. The thermo-
dynamic approach applied to the highly transient LIBS plasma is in the best case a good approximation, but
due to its simplicity it is usually favoured over a kinetic description [66]. The big benefit of a thermodynamic
approach is, that one does not need to consider the complete history of the plasma. Instead the plasma can,
at a given time and position, be completely described statistical physics and a few thermodynamic parameters
that can be derived from its spectrum.

If a plasma is in thermodynamic equilibrium, the population fractions of atomic and molecular electronic
states are given by the Boltzmann distribution and the population ratio of two consecutive ionic states are
given by the Saha-equation. Both as functions of the plasma temperature and electron density. The photon-
energy-density is given by the Planck radiation curve which describes the radiation emittted from a blackbody.

In units of Wsr='m ™3, and as a function of the wavelength \, the Planck radiation curve is [2]

2hc? 1

A)=— 5
B( ) A0 eXp()\k];CTA) _1

(2.2.1)

where h is Planck’s constant, ¢ is the speed of light, and A the wavelength. As clearly indicated by the
observation of the emission lines (see Figure 1.0.1, Chapter 1), the spectrum of a LIBS plasma is not that of
a blackbody and the radiation is decoupled from any potential thermodynamic equilibrium. The decoupling
is because that the mean free paths of the photons are larger than the dimensions of the plasma. The
lack of absorptions in the plasma inevitably also affect the equilibrium distributions of the material of the
plasma. Furthermore, the plasma is far from stationary and homogeneous and the macroscopic parameters
such as its size and energy change rapidly. However, if the lack of excitation from absorption is negligible
compared to excitations from collisions and if the macroscopic parameters change sufficiently slow throughout
time and space, the state of the plasma material can still be well approximated by the standard equilibrium

distributions by local and time dependent values of the temperature and densities. Such state is known as
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local thermodynamic equilibrium (LTE) [67]. The validity of the approximation of LTE in a plasma can be
quantified by different criteria [65]. In an ionized plasma, the collisional excitation and ionization processes
are dominated by interactions with free electrons. Classically this can be explained by the exchange of energy
during collisions being much more efficient for particles of similar masses and that collisions of free electrons
with bound electrons can be viewed as an electron-electron interaction. The criteria for LTE therefore all
depend on the electron density. The first criterion is related to the escape of radiation/lack of absorption. It
states that the rate of collisional processes from level m to higher levels should be ten times greater than the

radiative decay from higher levels to the level m [65]

Nm Z ij > 10 - Z njAjm , (222)

j>m j>m

where n,, is the number density of the level m, X,,; the rate of collisions from level m to level j, and Aj,
the Einstein coefficient for spontaneous emission. By applying some approximations, the inequality can be
simplified to obtain the McWhirter criterion [65]

ne>1.6-1075.TY2. (AE)? | (2.2.3)

where n. is the electron density in m™ and AFE is the largest span between the two adjacent electronic levels
of the considered atomic or ionic species and given in eV. The (AFE)3 dependence is there since collisional
cross section decreases as 1/AF and optical transition increases as (AFE)?2. Choosing the largest span between
two adjacent levels for AFE therefore corresponds to the set of levels that is the most difficult to sustain in
equilibrium when radiation escapes. As the spacing in energy between the levels usually decreases for higher
excited levels, the ground state and the first excited stable state of the considered species is usually used such
that AE = AF5;. If the electron density is lower than given by the McWhirter criterion, one can expect
an overpopulation of the ground state with respect to the Boltzmann distribution. However, Boltzmann
equilibrium might still be established among the higher excited levels. Such state is known as partial local
thermodynamic equilibrium (pLTE) [65]. A second criterion for the possible existence of LTE is related to
the transient nature of the LIBS plasma. This criterion states that the temporal variation of the plasma
temperature and electron density should be low compared to the time for establishing equilibrium, i.e. the

relaxation time

T(t+ 1rer) — T(t) ccl & Ne(t + Trer) — ne(t)

) -0 <<1, (2.2.4)

where 7,..; is the relaxation time. A rough estimate on the relaxation time is given in [65] by equating it with
the characteristic time of the slowest process. The slowest process is argued to be the collisional excitation of

the ground state to the first excited state. The relaxation time is then given as

6.3-10%
nefi2 (9)

AV
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where fi12 is the oscillator strength of the transition from ground-state (1) to first excited state (2) and (g) is
the Gaunt factor. AFE;s and ky, are given in eV/K. A third criterion is the spatial analogue to equation (2.2.4).
It states that the spatial variation of the plasma temperature and electron density should be low compared to

the diffusion of particles during the relaxation time

T(x 4+ Apet) — T(z) Ne (T + Aret) — Ne(T)
o) <<1 & @)

<< 1, (2.2.6)

where A; is the diffusion length during the time of relaxation and z is a measure of length. A rough estimate
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of the diffusion length during the relaxation time is again given in [65] as

BT)¥4 [ AEy \Y? AEy,
141012 2.9.
Are U Unrew) P \aT ) (2:2.7)

where M, is the relative mass of the considered species such that Mpyyarogen Would be equal to one. The

criteria in equation (2.2.4) and (2.2.6) are preferably rewritten by decay times and lengths

dT dne

T/ (dt) >> T & ne/( p ) >> T, and (2.2.8)
dT dne

T/ (d.]j) >> >\rel & ne/ ( dgj) >> >\Tel y (229)

dr dT
where T'/ (dt) is the decay time and T'/ <d> is the decay length of the temperature. They can be estimated
x

from time and space resolved measurements of the temperature and electron density or roughly put equal to
the plasma lifetime and the length of the plasma. If the criteria of equation (2.2.3), (2.2.8), and (2.2.9) are all
satisfied in the plasma, it is likely that the state of LTE provides a good approximation and that the standard
equilibrium distribtions can be used for the material of the plasma. From the criteria it is seen that a high
electron density favors the existence of LTE. Towards the end of the plasma lifetime, the existence of LTE
therefore seems unlikely due to the plasma becoming more and more neutral. In the beginning of the plasma
lifetime the highest electron densities are found, but on the other hand the plasma also evolves more rapidly.
The existence of LTE in a LIBS plasma is therefore not trivial and depends on the experimental conditions
and times after plasma initiation. But, generally the higher the density and the slower the expansion speed is,
the more likely it is that LTE is a good description. For LIBS plasmas induced in reduced pressures, such as
in Martian atmospheric conditions, the fulfillment of the criteria therefore seem more difficult to fulfill due to
the higher expansion speed and consequently lower density. Furthermore, the validity of LTE depends on the
considered species via the AFE terms. Metallic elements, are usually characterized by a low spacing of energy
between adjacent levels. Consequently, the criteria are easily fulfilled in most plasmas. This is opposite to
non-metals such as oxygen. For example, the value for AFE to be used for neutral and singly ionized magnesium
are 4.3eV and 4.4eV, respectively. The values for neutral and singly ionized oxygen are 9.5eV and 9.9eV,
respectively. In a plasma, typical for martian atmospheric conditions in the confinement phase, of an electron
density of 5 x 1022 m 3, electron temperature of 10000 K, the relaxation time for neutral magnesium would be
a few nanoseconds. The relaxation time for neutral oxygen would be around 15 milliseconds. The decay time
of a Martian plasma is smaller than 1 milisecond and it is clear that the criterion of equation (2.2.8) would be
easily satisfied for neutral magnesium whereas it would not be satisfied for neutral oxygen. For the McWhirter
criterion, a minimum electron density for neutral magnesium would be 1.3 x 1022 m~3 and 1.4 x 102> m~3 for
neutral oxygen. The McWhirter criterion is therefore also easier satisfied for magnesium than for oxygen.
The transitions used for the AE in the McWhirter criterion for magnesium and oxygen are the resonance
transitions at 285 nm and 130 nm, respectively. They are both prone to self-absorption and the McWhirter
criterion, calculated for optical thin conditions, might therefore be relaxed by a factor between one and ten
depending on the amount of self-absorption. The discussion until now has been based on a Maxwellian velocity
distribution of the free electrons in the plasma. The relaxation time for this is on the order of picoseconds
and therefore very fast [28]. A Maxwellian distribution for the electrons therefore seem easily satisfied. The
relaxation time for establishing equilibrium between the velocities of electrons and heavy particles is much
longer and in the order of 0.01 us to 1pus [28]. As the excitation and de-excitation processes are dominated
by the free electrons, deviation between the velocity distributions of electrons and heavy particles will have
negligible effect on the distribution of the bound states of the material species.

The criteria given for the possible existence of LTE are thresholds based on appxromations [65]. If more
accurate results are sought, where also the degree of departure is addressed, kinetic models of the plasma state
are preferable. Such studies are found in [68] and [69]. In the latter, LTE is addressed by kinetic modelling of

aluminium and tungsten states coupled to a simplified model of a laser induced plasma expanding in an argon
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background at two different pressures, 10Pa and 1 x 10° Pa. By fitting the Boltzmann distribution, expected
at LTE, to the atomic states predicted by the kinetic model, the departure from LTE was investigated. For
the low pressure case, excitation equilibrium breaks down after ~100ns. At the higher pressure, the excitation
equilibrium is maintained until ~10 us, but with a small and relatively short departure around 100 ns due to

the fast plasma dynamics.

2.2.2 Calculation of Atomic State Distributions

Assuming LTE, the fraction ms . ; of atomic states of the elemental species s in the ionic state z (2 = 0 for
neutrals) found in the electronic state i can be calculated from the Boltzmann distribution as function of the

plasma temperature T' and electron density n.

gi €Xp (k_fT)

2.2.1
Zs,z(Ty ne) ( 0)

Mg 24 =
Here, kp is the Boltzmann constant, g; the degeneracy of the state i, I; its energy and Z, . the electronic
partition function of the species s, z. The population ratio of two consecutive ionic states, n, . and ns .41, can

be calculated by the Saha-equation

Ns, 2417 2 Z z+1 Xs,z
_— = — 2.2.11
ne. A3z, OF ( kBT> ’ (22.11)

where A, is the thermal De Broglie wavelength of the electron and x; . is the ionization potential of the species
s, z. In LIBS plasmas, the formation of anions can be assumed negligible [70]. The ionization potential is given
by the ionization potential in vaccum plus a correction due to the Coulomb field of ions and free electrons in
the plasma such that [71]

Xsz = Xo. — AXz (2.2.12)
e(z+1)

Ax, = ——+— 2.2.13

X 4megAp ( )

EokBT
Ap = , 9.2.14
b \/62 (e + 22, #2ns,2) ( )

where, e is the electronic charge, Ap the Debye length, ¢y the vacuum permittivity, and Xg’z the ionization
potential in vacuum. The correction, A, is relatively low and between 0.03 eV and 0.3 eV for plasma densities
between 1 x 1022m~3 and 5 x 102 m~3.

The partition function in (2.2.10) and (2.2.11) is calculated by the sum over the energies of the bound
states of the considered species. As the number of bound electronic states is infinite, the sum for calculating
the partition function diverges and the probability of finding an atom in its ground state at room temperature
would be zero. This is known as the electronic partition function paradox [72]. Therefore, the number of
states to include, when calculating the partition function needs to be limited. As the size of the atom increases
with increasing energy, the size of the atom can be used to limit the sum together by considering the distance
between the particles in the plasma. Another approach, is to limit the sum by only including states with
energies lower than the ionization potential [71]. The ionization potential depends on the electron density, and
therefore the partition function depends on the electron density even though the dependence is very weak.

The electronic partition functions can therefore be calculated as

E,
Zs = Z exp (— k;;T) . (2.2.15)

B <Xs,=

The population fraction of an ionized state of a species is obtained from the system of equations resulting from
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the Saha-equation and a normalization condition

Ns,1iMe _ 2 Zsa1 . <_ Xs,I )
9

TLS,[ - Ag ZS,[ kBT
Msaiife 2 Zsair o Xsid1

s, 11 A3 Zs 11 kT )’ (2.2.16)
Ng. 1 +Ng 11 +Ns g7 +---=1.

The system of equations includes all possible ionization states, but due to the temperatures usually encountered
in LIBS the higher ionized states can safely be neglected. As example, is the population of ionized states
shown in Figure 2.2.1 for magnesium at two different electron densities and as a function of temperature. The
calculations were done by considering states up till six times ionized (Mg I-VII). From the figure, it can be
seen that Mg IV is the highest state with non negligible population density for temperatures below 50000 K.
By comparing the results for the lower and higher electron density value, it can be seen that an increase
of electron density shifts the curve towards lower temperature but also broadens the temperature intervals

wherein the different ionized state exists. Combining the Saha- and Boltzmann distributions, the population
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Figure 2.2.1: Population fraction of ionized species of magnesium as a function of temperature calculated by solving
equation (2.2.16) for two different electron densities: (a)1 x 1022m™2, (b) 5 x 10** m™>. It is seen seen that the highest
ionized state for temperatures below 50000 K is Mg IV. Furthermore, the effect of the electron density can be inferred
by comparing the two plots; increasing the electron density shifts the distribution towards higher temperatures but also
widens the individual distributions. For example, are the populations of Mg I, Mg II and Mg III all non-negligible at a
temperature of ~15000K at an electron density of 5 x 102> m™2 while they are not coexisting for any temperature at

the electron density of 1 x 10*2m™3.

density of an electronic state ¢ of an element s in the ionic state z is obtained by

(2.2.17)

Ng,zi = Ngs " MNg z* Mg 245

where n, is the total elemental number density of the considered element species s, n, . the relative population

of the ionic stage z as given by the Saha-equation (eq. 2.2.16) and ms . ; the relative population of the electronic

state as given by the Boltzmann distribution (eq. 2.2.10).
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2.2.3 Calculation of Atomic Emissions

Given the population of atomic states, the atomic emission can be calculated by considering the radiative
processes of spontaneous emission, stimulated emission, and absorption. The emission is calculated by prop-
agating emission and absorption along the lines of sight (LOS) from the target and through the plasma to
the detector of the LIBS set-up. A schematic of a LOS through the center of a plasma can be seen in Figure
2.2.2. The propagation of the radiation along a LOS, described by the spatial coordinate x, is then governed
by radiative transfer equation (RTE)

dly

P —a-ay, (2.2.18)

where € is the coefficient for spontaneous emission and « is the coefficient for stimulated emission and absorp-

tion. Assuming LTE, € and « are, for a single and spectrally isolated emission line, given as

1

= Ayl N pu - P\ — 2.2.19
(S} 1 Ms,z, A dre ( )
dv 1
=h-v-— (B Nssu—Bul -Nsz1) Pxr-—, 2.2.20
o vy (B s, Lo Tszt) - Pae ( )

where ns ., and n,.; are the number densities of the electronic levels v and [, respectively and given by
equation (2.2.17) from the previous section. A,;, By, and By, are the Einstein coefficients for spontaneous
emission, stimulated emission and absorption, respectively, c¢ is the speed of light, and h is Planck’s constant.
P, is the line profile of the emission line and given by a Voigt profile. When considering multiple and
superimposed emission lines, € and « are obtained from the sum of the individual contributions from each

emission line

€x = 65\1) + 6&2) + 65\3) +... (2.2.21)
a=a® +a® 4B 4. . (2.2.22)

If also the continuum emissions were to be simulated, their emission and absorption coefficients would be in-
cluded in equation (2.2.21) and (2.2.22). Inside a homogeneous plasma, i.e. a plasma with uniform temperature
and densities, ay, 8, and Py are independent of x and the RTE has the analytical solution

€ €
I(z) = E/\ + (IA,wo - EA) exp (—a - x), (2.2.23)

where I (z) is the spectral radiance at = along the LOS with units of photons per second per steradian per
square meter per unit wavelength multiplied with the speed of light. I ., is the spectral radiance at the

beginning of the plasma and represents a boundary condition.

)
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Zone 1 :Zone 2:Zone 3

line ?Slght Figure 2.2.3: Schematic of a in-

homogeneous LIBS plasma divided
into three zones wherein the plasma
> can be amused homogeneous.
x along
line of sight

In the case of a non homogeneous plasma, the plasma can be divided into a chosen number of zones wherein
the plasma can be assumed homogeneous [73]. This is illustrated in Figure 2.2.3 where the plasma is divided
into three homogeneous zones. The emission is propagated from zone to zone using eq. (2.2.23) starting from
the beginning of the first zone where I(z = 0) = 0. As example the radiation after the first zone (x = z; in
Figure 2.2.3) would be

Ing, = A2 + (0 — 6—’\) exp (—a - Axzy), (2.2.24)
’ e «
and after the second zone (z = x5 in Figure 2.2.3) it would be
(SN €N
I\ 2, = o + (I;H;,[;1 - E) exp (—a - Azg), (2.2.25)

where the radiance at © = x1, i.e. I ,, from the previous equation, is used for the boundary condition. After

the third zone, and at the end of the plasma (z = x3), the radiance would be
(Y €\
Iz, = - + (I)ch2 — E) exp (—a - Axg). (2.2.26)

Since both ey and « are directly proportional to the elemental densities (see equation 2.2.20 and 2.2.17), the
LOS radiance depends uniquely on the product of the densities and the plasma length or the zone length in the
multi zone description of the plasma. This will become important later in this thesis when fitting simulated
spectra. In optical thin conditions the processes of absorption and stimulated emission are negligible and the

radiative transfer equation simplifies to

dl
— = . 2.2.2
dzx A ( 7

For a single zone, the LOS radiance is then equal to the product of the emission coefficient €y times the length

of the plasma zone
I(z) =€) Ax . (2.2.28)

In a multi zone description, the radiance is equal to the sum of the product of the emission coefficients times the
zone lengths. In both cases the radiance is directly proportional to the elemental concentrations via equation
(2.2.17) and (2.2.20). In the optical thick limit, i.e. in the limit of very strong absorption, the radiance goes
towards the blackbody spectrum given by equation (2.2.1) in the previous section in the appropriate units.

This can be seen in the solution for the RTE for the homogeneous plasma (equation 2.2.23) that reduces to
[)\(aj) == g = B)\ , (2.2.29)
which is equal to the spectral radiance of a black body, By, by Kirchhoff law of thermal radiation [27]. For
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assessing the effect of absorption on an emission line, a so called self-absorption coefficient (SA coefficient) can
be calculated. It is defined as the spectrally integrated intensity calculated by neglecting the effect of absorption
(equation 2.2.28) divided by the spectrally integrated intensity including absorption and stimulated emission

(equation 2.2.23). For a LOS through a homogeneous plasma of length Az it is [73]

f)\ (6)\ . A.’ﬂ) dX

SA = 9
N (2 + (IA,I0 — 2)exp (—a- A:C)) d\

(2.2.30)

where the integral is taken over the relevant wavelengths for the considered emission line. A SA coefficient of
one means that absorption is negligible and that the emission line is optically thin. Thereby, the SA coefficient
can be used to predict the signal of an observed emission lines in optical thin conditions.

An examples of the calculated atomic emissions from the Ca II resonance transition at 393 nm can be seen
in Figure 2.2.4. The calculations were done with a single LOS through a homogeneous plasma for various
calcium number densities/concentrations. The data for the emission line were taken from [63] and [74]. From
Figure 2.2.4a it can be seen that for high calcium concentration the top of the emission line saturates. The
saturation is at the balckbody value given by the temperature of the plasma, i.e. 12000K, as described
by equation (2.2.29). The saturation leads to an increased FWHM of the line profile which is referred to
as broadening due to self-absorption. The saturation can also be inferred by Figure 2.2.4b showing the
spectrally integrated intensity of the emission line as a function of the calcium concentration. Such curve is
usually referred to as a curve-of-growth (COG) [75]. Figure 2.2.4c shows the SA coefficient. It can be seen
to rise above one as the density is increased. At low concentrations, the emission line is optically thin and
the integrated intensity increases linearly with the concentration. At concentrations around 1 x 102°m™3,
absorption becomes important and the saturation of the emission line is seen by a decrease of the slope of the
COG. The emissions from the Ca II lines has also been calculated for a plasma of two homogeneous zones.
More specifically, a hot inner zone and a colder outer zone. The results are shown in Figure 2.2.5. The
line profile is shown individually after the passage of the inner zone (halfway through the plasma) and after
passage of both zones. After passage of the inner zone, the intensity of the emission line around the peak
center is above the blackbody limit of the outer zone (with the lower temperature). The second zone therefore
mostly works as an absorbing slap of material and only contributes to the emission at the peak flanks where
the intensity is below the blackbody limit. The strong absorption at the peak center results in a reversed
top. This is referred to as self-reversal. A reversed emission line top only happens when there is a drop in
temperature along the LOS and is therefore an indication of spatial temperature gradients. The calculated
emission of the Ca II line nicely illustrates the effect of absorption and its possible appearance in LIBS spectra.
However, it is one of the most extreme cases for the following reasons. First, it is a ground state transition.
This enhances absorption due to a high population of the ground state (equation 2.2.10). Furthermore it has
a strong Einstein coefficient for spontaneous emission and a strong emitter is also a strong absorber due to
the relation between the Einstein coefficients. The majority of the emission lines observed in LIBS spectra are
less affected by absorption and emission lines that do not involve the ground state and with weaker Einstein
coefficients, are usually not affected by absorptions to a good approximation.

The calculation of the LOS radiances in this section were all based on a stationary plasma, but due to
the fast propagation of light through the plasma (the speed of light), any LIBS plasma can safely be assumed
stationary when solving the RTE. If a time dependence is to be included, it can therefore be done by integrating
the LOS radiance, in the stationary case, with different plasma temperatures and densities corresponding to

different times.
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Figure 2.2.4: Results from calculating the LOS radi-
ance of the Ca II resonance transition at 393 nm. Calcu-
lations are for a homogeneous plasma with temperature
of 12000K, an electron density of 5 x 1022m~2 and a
length of 3mm. (a) The line profile at different calcium
densities in m™3 (see legend). (b) The spectrally inte-
grated intensity of the line for different concentrations.
(c) The spectrally integrated intensity in the optical thin
limit, divided with the spectrally integrated intensity (the
SA coefficient) for different calcium densities. The grey
dashed line corresponds to a SA coefficient of one. The
effect of absorption is seen from the saturation of the
emission line in (a). It can also be seen by the decrease
in the slope of the curve in (b), and finally from the in-
crease of the SA coefficient.

N
o
L
~
(¢}
~

=y
w
1

SA coefficient / no units
nw o

10 101 10% 102 102
Concentration / m~3

Figure 2.2.5: Results from calculating the LOS radi-

4 _l(e;; — Ater inmer zome ance Qf the Ca II resonance transition at 393 nm. Cal-
S —— After outer zone cylatzo‘ns are for a plasma of tu')o homogeneous zones
7 31 with different temperatures; an inner zone of 12000 K
8 and an outer zone of 8000 K. The line profile of the
§- 2 emission line is shown after the passage of the inner
= zone (half-way through the plasma) and after the outer
g 11 N zone (at the end of the plasma). The outer and colder
2 zone mainly absorbs the emission propagated in the

01 first zone. The absorption is strongest at the peak cen-

393.0 393.1 393.2 393.3 3934 3935 393.6 393.7

Wavelength / nm ter resulting in a reversed top.

2.2.4 Boltzmann and Saha-Boltzmann plots

The method of Boltzmann and Saha-Boltzmann plots are the most common methods for determining the
plasma temperature. It can be done without any additional experiments using only the information in the
spectra in terms of the observed intensities of the emission lines. The method is therefore part of the calibration-
free LIBS toolbox [17]. It is based on the equation for the atomic emissions in optical thin conditions and for
a stationary and homogeneous plasma (equation 2.2.28). It is therefore best suited for LIBS spectra obtained
with short integration times and even better for temporally and spatially resolved LIBS spectra [76].

The LOS radiance in optical thin conditions, as given by equation 2.2.23 from the previous section, is for

a homogeneous and stationary plasma
In=¢€) Az, (2.2.31)

For a single emission line from the elemental species s in the ionic stage z corresponding to an electron

transition from the upper level u to the lower level [ it can be written as

—F
e (72)
N\l (2.2.32)

I)\:P)\'Aul'ns'ns,z'gu' 7
8,z
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where P, is the line profile of the emission line, n, the total density of the elemental species, n, . is the
population fraction of the ionized state of the line (see section 2.2.2) and where the population fraction of the
upper electronic level, given by the Boltzmann distribution, has been written out explicitly. As the line profile

is normalized, the spectrally integrated intensity is

exp ( ;bE% )

2.2.33
7. (2.2.33)

IT=Ay ng Ny gu-
As the plasma is assumed homogeneous and stationary, the light collection geometry, and other experimental
parameters such as the exposure time of the LIBS measurement can be described by an unknown constant F'.
The exact value of F' can be unknown, but it is equal for all emission lines in the spectrum. By multiplying the
LOS radiance by F', the intensity as observed in a LIBS spectrum can be modelled. The units of the observed
intensity will be in photons. For example, the observed intensity of three different emission lines from three

different ionized states, but from the same species s, would then be

exp ( ;bE} )

IS,I =F. Aul *Ns *Ns. T Gu* (2234)
Zs,I
—kB
exp (k ,}i)
Isir=F Ay s nsi1- g - 271”1 (2.2.35)
exp (;bE%)
IS,III =F- Aul cNg - ns,[][ cGu 27111 (2236)

The final equations for the Saha-Boltzmann plot method follows from re-arranging the above equations and

using the Saha relations between consecutive ionized states (equation (2.2.11))

Is I N, 1 1
1 d =In(F -n,-—=—)—-—— -FE, 2.2.37
n<Aulgu) n( " ZS,I) ka ( )

I 11 ) ( 2 ) ( Mg 1) 1
In : —1In =In(F -ng = — (B, + X 2.2.38
(Aul *Gu Ag *Ne Zs,] ky T ( I) ( )
(LY (A ) (P 2L S L m x4 x) (2.2.39)

Aul *Gu Ag . ng B * Zs,] kb -T “ ! i o
b
o M =

By identifying several emission lines in a spectrum that involve different upper electronic levels or ionization
stages but from the same considered species, their measured intensities can be substituted for the values
of I, .. By plotting y* versus z*, linear regression can be performed and the parameters a and b can be
determined. As seen from the equation, the plasma temperature is related to the value of a and an estimate of
the plasma temperature can thereby be obtained. b can be seen to be related to the elemental concentration
of the considered species and can be obtained by inserting the values of F, and ns ;/Zs ;. This is the method
of Saha-Boltzmann plots. It should be noted that plotting y*, requires an estimate of the electron density.
The electron density can be determined separately by the Stark broadening or Stark shift of an emission
line (equation (2.1.6) or (2.1.7) in section 2.1.3). When using emission lines from the same ionized stages,
the method is referred to as the method Boltzmann plots. The method can also be applied using multiple
elemental species. In that case the regression is a bit more complicated as there will be a b parameter for each
species. The a parameter, giving the temperature, is the same for all species. In that case, the temperature

estimate might be better confined as more emission lines can be utilized simultaneously.
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Chapter 3

Experimentals

The experiments of this thesis were conducted using a high-resolution LIBS setup at the Institute of Optical
Sensor Systems at the German Aerospace Center (DLR) in Berlin, Germany. This chapter contains an overview

of the setup, the sample preparation and measurements, and results from characterizing the setup.

3.1 Overview of LIBS setup

The LIBS setup is built around an Echelle spectrometer (LTB Aryelle Butterfly) with an Intensified charge-
coupled device (ICCD) detector (Andor iStar), a Q-switched Nd-YAG laser (Continuum), and an air tight
chamber that can be pumped dry from air and filled with a Martian analogue gas mixture for the simulation
of Martian atmospheric conditions. The timing of the laser and the detector is controlled by a control unit
with an internal clock generator (LTB LIBS control box). This unit is part of the spectrometer system and
is used for controlling the delay time between the laser pulse and the capturing of the light as well as the

exposure time. A schematic of the setup can be seen in Figure 3.1.1. On the trajectory of the laser beam

Focusing optics

yi—

Toroid mirror
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ICCD

; spectrometer 1
§ Nd:YAG laser
| ] p—I . . Attenuating
i Simulation filters
i chamber
' Access Translation
hatch Sample motor
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Figure 8.1.1: Schematic of the LIBS setup used for the measurements of this thesis. Figure taken from [77]. The
setup is built around an Echelle spectrometer and contain an air tight chamber (simulation chamber) that allows for
experimentally simulating Martian atmospheric conditions.
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towards the sample, that is located inside the simulation chamber, the beam passes through a series of neutral
density filters. These filters are used for attenuating the beam power. Behind the filters, the laser is guided
through a window in the simulation chamber and focused at the position of the sample surface by the use
of three mirrors and two lenses. The light from the induced plasma is collected by a toroid mirror that also
focuses the plasma emission at the entrance slit of the spectrometer. A detailed descriptions of the LIBS setup

is provided below.

3.1.1 Laser

The Q-switched Nd:YAG laser is operated at its fundamental wavelength of 1064 and with a repetition rate
of 10 Hz. It has a pulse width of 6 ns and an output energy of 120.5mJ as a top hat profile. Using different
combinations of the neutral density filters the laser power, as measured at the location of a sample, can be
adjusted to values between 0.4 mJ and 109.3mJ. The diameter of the laser spot at the surface of a sample is

approximately 300 pym.

3.1.2 Light Collection

The main component for collecting the plasma emissions is a toroid mirror that guides and focuses the light in
two dimensions towards the entrance slit of the spectrometer. The toroid mirror has a focal length of 150 mm,
in both dimensions, and is at placed 300 mm distance above the location of a sample and also at 300 mm
distance in front of the spectrometer entrance slit. This results in a one-to-one imaging of the plasma onto the
entrance slit. The size of the entrance slit is 50 x 50 p#m? and limits the part of the plasma that is observed
during a measurement. Therefore, the field of view of the spectrometer should be 50 x 50 um?. Between the
spectrometer slit and the toroid mirror, two plane mirrors are placed for further guiding the plasma light onto
the entrance slit. These mirrors are not shown in the schematic of the setup (Figure 3.1.1), but they further

limit the angle of the plasma rays that reach the entrance slit, resulting in an acceptance angle of ~ 6°.

3.1.3 Spectrometer System

The spectrometer (LTB Aryelle Butterfly) can be switched between two spectral regimes; the UV range form
190 nm to 350 nm and the UV-VIS-NIR range from 270 nm to 850 nm. The switching is performed by a folding
mirror that guides the plasma emission between two separate optical systems. All measurements for this thesis
were performed in the UV-VIS-NIR configuration. The spectrometer works by splitting the plasma light in
two dimensions using a prism and an Echelle grating. The Echelle grating separates diffraction orders in one
dimension, while the prism disperses the spectrum within each diffraction order along the other dimension. This
results in a two 2D spectrum of stripes with different but slightly overlapping wavelengths. This is illustrated
in Figure 3.1.2. Figure 3.1.2a shows the raw detector image of the early LIBS plasma of a carbonate sample.
The spectrum of the early plasma consists mainly of very broad emission lines and continuum emission. The
orders are therefore easily seen. In Figure 3.1.2b, the orders are identified and in Figure 3.1.2c, the resulting
spectrum can be seen. The spectrum was obtained by tracing pixel intensities along the different orders
and plotting them against the corresponding wavelengths. Due to the blazed Echelle grating that varies as
(sin(x)/x)?, each order is most sensitive in the central part [78]. This is the reason for the concave appearance
of the spectrum for each order. In the spectrometer software, Sophi, spectra can be exported as raw detector
images (Figure 3.1.2a) or as spectra (Figure 3.1.2c) with or without the order overlap in wavelengths removed.
In the spectrometer there is a built in Hg lamp that can be used for automatic wavelength alignment in the
software. The detector of the spectrometer system is an Andor iStar. It is a ICCD detector which allows
for time gated measurements by varying the delay between the laser pulse and the activation of the detector
(delay time) and the time interval within the detector is detecting photons (exposure time). Both the delay
and the exposure time can be adjusted in steps of approximately 10ns. The detector uses micro lensing, which
results in a fill factor close to 100 %. When measuring spectral features smaller than or similar to the pixel

size of the detector, a good fill factor of the detector is important for obtaining reliable intensities. This is
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Figure 3.1.2: (a) A raw detector image of the early LIBS plasma from a carbonate target. (b) The raw detector image
with the orders identified. (¢) The resulting spectra by plotting the intensities along the identified orders against the

corresponding wavelengths.
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due to the finite size of the pixels and is illustrated schematically in Figure 3.1.3. Due to the high fill factor
of the detector of the LIBS setup, the total intensity of emission lines are preferably calculated as the sum
of pixel intensities. In cases of spectral features with characteristic widths (including broadening from the
optics) larger than the pixel sizes, intensities can reliably be found by interpolation between the pixels and

integration, i.e. fits of line profiles.
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Figure 3.1.3: Schematic of the effect of fill-factor. The green areas correspond to active area of the pizels in the
detector. The dark areas correspond to inactive areas. Two peaks of equal intensity but slightly different wavelengths
corresponding to slightly different positions on the detector are seen (red curves). In the case of a fill factor of 100%
(top), the measured intensity would be equal for the two peaks. In the case of low fill factor (bottom), the measured
intensity depends on the position on the detector even though the peaks have equal intensity. The black dashed lines
indicate how discretized spectrum would appear from the detector image. From these lines it is seen that interpolation
will not compensate the effect. From the lines showing the discretization of the detector, it can be seen that in the case
of a good fill factor, the intensity is best derived by summing up pixel intensities rather than interpolating values between
pizels and integrating.

3.2 Sample Preparation and Measurements

Unless otherwise stated, the LIBS spectra in this thesis are from samples in form of pressed pellets. The
pellets weights 1g and have a cylindrical shape with a diameter of 1.4cm and a height of approximately
0.4cm. The pellets are from powders that have been grounded and mixed using a mortar and pestle and
thereafter pressed. The pressing is done by applying five tons for ten minutes. As example, two pellets pressed
from the four carbonates CaCO3, MgCOg3, MnCO3 and NayCOg3 can be seen in Figure 3.1.2. When mixing
different powders for a pellet, the individual components are weighted by a scientific scale which allows for the
calculation of reference concentrations. The uncertainty of the scale is less than 0.01g. In this thesis, where
only the concentrations of the major elements are considered, the uncertainty of the reference concentrations

is therefore small when compared to the typical uncertainty obtained on the elements via LIBS.
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Figure 3.2.1: left: A photo of two pellets from mized carbonates. Small craters from LIBS measurements can be seen
on the surface of the pellets. right: The pellets located in the simulation chamber wherein the measurements have been
performed.

3.3 Characterization of LIBS setup

3.3.1 Field of View

The field of view (FOV) was determined experimentally by the use of a green photo diode. By moving the
diode around in the plane where samples usually are placed and measuring the intensity with the spectrometer
(see Figure 3.3.1a), the FOV was measured. The results are summarized in Figure 3.3.1b,c,d. From the Figure
it can be seen that the FOV changes when moving the diode in the y-direction. This is expected since the diode
thereby moves in and out of the focal plane of the toroid mirror. It can also be seen that the FOV is bigger
than expected from the slit width, i.e. 50 x 50 pm? and a 1:1 projection in at least one of the dimensions at
any y-position. At a y-position of 9mm (Figure 3.3.1b) the size of the FOV in the z-direction seems to be
around the expected whereas in the other dimension, the x-dimension, the field of view is around 1 mm. When
decreasing the y-distance, i.e. increasing the distance between the toroid and the diode (Figure 3.3.1c¢,d), the
FOV decreases in the x-dimension whereas it increases in the z-dimension. At a y-position of 1 mm, the field
of view is symmetric. In conclusion, these measurements show that the alignment of the spectrometer is not
optimal. As the setup is closed and its components not easily accessible, improving the alignment has been
outside the scope of this thesis. However, the obtained insights have been important for the measurement
strategies. For example, LIBS spectra to be fitted to simulated spectra (presented later in Chapter 4) have all
been acquired at a sample surface positions corresponding to y-positions around 1 mm where the FOV is the

smallest in any of the dimensions.
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Figure 3.3.1: Measurements of the field of view of the spectrometer by the use of a photo diode. (a) Picture of diode
located at the sample holder inside the simulation chamber of the LIBS setup. By mowving the diode around in the
xz-plane and measuring the light with the spectrometer the field of view was estimated for different y-positions. (b,c,d)
The field of view for different y-positions. Red corresponds to low values and blue to high values.
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3.3. CHARACTERIZATION OF LIBS SETUP

3.3.2 Instrumental Broadening and Wavelength Alignment

The instrumental broadening was estimated using a fiber coupled Hg lamp. The characteristic spectral lines of
the Hg lamp have a FWHM of around 0.002 nm. This is smaller than what can be resolved by the spectrometer
(FWHM of ~ 0.03 in the VIS range [79]). The line profiles of the Hg lines, as measured by the LIBS setup,
can therefore be assumed to be dominated by the broadening mechanisms of the spectrometer and thereby
used as a measure of the instrumental broadening.

Due to spatial constraints from the air tight simulation chamber, the output fiber of the Hg lamp could
not be placed at the exact same position where samples usually are located. Instead the fiber was located
approximately 5 cm above the sample holder. At this position, the spectrum of the Hg lamp was measured 30
times. The median spectrum can be seen in Figure 3.3.2. Close-ups of the Hg I line at 296 nm and 546 nm,
together with fits of a Gaussian and Voigt profile, are shown in Figure 3.3.3a and 3.3.3b, respectively. The Hg
line at 296 nm is relatively week and the Gaussian and Voigt fits are equally good as indicated by the x? values.
The Hg line at 546 nm is stronger and has a higher signal to noise ratio (SNR). Comparing the x? values for
the two profiles for this line, it can be seen that the Voigt profile is a better description of the line profile, i.e.
there is a non-negligible Lorentzian contribution to the instrumental broadening of the set-up. Nonetheless
the Gaussian approximation of the line profile provides a visually good description. By fitting Voigt profiles
to the Hg I lines at (296.7, 312.5, 365.0, 365.5, 404.6, 435.8, 546.0, 576.9, and 579.0) nm, the FWHM of the
Gaussian and Lorentzian parts have been determined and plotted against the wavelength in Figure 3.3.4. As
seen from the Figure, the instrumental broadening increases for increasing wavelengths. It can also be seen
that the Gaussian part of the Voigt profile is approximately two times larger than the Lorentzian part. The
deconvolution of Hg lines into a Gaussian and Lorentzian part is difficult and it is expressed by the relatively
big uncertainties in the fitted widths. This is partly due to noise, but also partly due to a pure Gaussian
actually providing a reasonable description of the line profiles (see Figure 3.3.3). The FWHM for different
wavelengths has therefore also been obtained from the fits of pure Gaussian profiles. These results are shown
in Figure 3.3.4. Here, the linear increase of the broadening with increasing wavelengths is more evident and
it can be seen to be well described by the linear function FWHM () = 9.149 x 1075 - X + 8.417 x 1073 nm.
Therefore, extrapolation of the FWHM for smaller and larger wavelengths seems more convincing for this case
than for the Voigt fits. Given this, and that the Gaussian part of the Voigt profile is the biggest (twice as big
as the Lorentzian), it is reasonable to approximate the instrumental broadening by a convolution of a Gaussian

function with a width described by the linear function in Figure 3.3.5.
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Figure 3.3.2: The median spectrum of the Hg lamp spectra as measured by the LIBS setup. All the peaks origins from
Hg I emission lines.
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Figure 3.8.3: Close-up of two Hyg I lines investigated for the instrumental broadening. (a) The Hg I line at 297 nm.
(b) The Hyg I line at 546 nm. The vertical bars indicate the uncertainties as derived from the standard deviation of
the 30 repetitions. Voigt and Gaussian profiles have been fitted to the emission lines and the parameters for describing
the widths as well as the minimized x> values are indicated. FHW M, and FHW M., correspond to the widths of the
Gaussian and Lorentzian part, respectively, of the Voigt profile. By comparing the x? values for the Gauss and Voigt
fits to the line in (b) it can be concluded that the Voigt profile is a better description of the line profile. Nonetheless, the
Gaussian part of the Voigt is twice as big as the Lorentzian and a pure Gaussian profile also provides a fair description.

In conclusion, a Gaussian function will be used for the description of the instrumental broadening of the

setup throughout this thesis. However, it is important to note that in special cases, such as when deriving

the electron density from measured line profiles in the LIBS data, the Lorentzian part of the instrumental
broadening might be important. For example, the FWHM, due to Stark broadening of the strong Ca II

doublet at ~315nm is equal to 0.022 nm at an electron density of 5 x 1022 m~—3. Ignoring the Lorentzian part

of the instrumental broadening for this doublet would lead to an error in the estimated electron density of
about 15%. Depending on the Stark widths of the lines, the error can be larger or smaller. For the H-q,

that is usually preferred for the estimation of the electron density, the error would be negligible at an electron
density of 5 x 1022 m—3
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Figure 3.3.4: The FWHM of the Hg lines from fits of Voigt profiles plotted against the center wavelengths of the lines.
The wvertical bars indicates the uncertainties as obtained from the fits. (a) The Gaussian width of the Voigt profile
and (b) the Lorentzian width. Linear functions have been fitted to the data and are also seen. The linear functions
indicate a non-constant broadening with wavelengths, but as the extracted widths have relatively high uncertainties, the

fitted linear functions also comes with large uncertainties. The varying uncertainties are because of the varying signal
to noise ratio of the utilized Hg lines.
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Figure 3.3.5: The width/broadening of the Hyg lines
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By comparing the center wavelengths of the Hg lines, as derived from the Gaussian fits, with the reference
values from the NIST database [74], an evaluation of the automatic wavelength calibration has been obtained.
The deviations between the fitted and the reference wavelengths are shown in Figure 3.3.6a against the center
wavelengths of the lines and in Figure 3.3.6b against the horizontal position of the lines in the 2D detector
image. From the deviation versus the horizontal pixel a clear trend of increasing offset with decreasing pixels
can be seen, whereas the trend for the deviation for different wavelengths is less clear. A linear function of
the horizontal pixel and the wavelength has been fitted to the deviation. The function with the best fitted

parameters is

f(p, ) =1.049-107* - p—6.643 - 1076 - X —7.299 - 1072, (3.3.1)
where p is the horizontal pixel number and A\ the wavelength in nm. The deviation as predicted by equation
(3.3.1) versus the measured deviation is shown in Figure 3.3.7. From the figure it is seen that the deviation is

well described by the function that therefore can be used for correcting the wavelength axis.
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Figure 3.3.6: (a) The difference in center wavelengths obtained from fits of pure Gaussians and the reference values
from the NIST database as predicted by equation (3.3.1) plotted against the center wavelengths. (b) The deviations in
(a) plotted against horizontal pizel in the 2D detector image.

The correction has been tested on a measured LIBS spectrum of a carbonate sample in Martian atmospheric
conditions and with a delay time of 1250 ns and a 50 ns gate width. In Figure 3.3.8, a close-up the spectrum
showing a Ca I emission line can be seen with and without the wavelength correction (equation (3.3.1)). After
applying the correction, the Ca I line can be seen to have the same center wavelength in the two consecutive
Echelle orders. This should be the case and the correction is thereby verified. In Figure 3.3.9, a close-up of a
Mg II emission line can be seen. The line has been fitted with a Voigt profile and the derived center wavelength
has been compared to the reference value from the NIST database. There is a deviation of 0.015 nm. The Mg I1
line has a small positive Stark shift of 3.09 x 1073 nm at a temperature of 10000 K and an electron density of
1 x 1022m~3. To explain the shift by the Stark effect, it would require an electron density of 5 x 1023 m™3.
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At such electron density the FWHM, due to Stark broadening, would be 0.1 nm which is much broader than
the observed width. The shift can therefore be attributed to uncertainties in the wavelength calibration. In
conclusion the deduced wavelength correction will be applied to all spectra of this thesis. But even after the

correction, smaller deviations can be expected and will be addressed when relevant.
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Figure 3.3.8: A close-up of a Ca I emission line in
the LIBS spectrum of a carbonate sample. The emission
line is seen in two consecutive orders (order 29 and 30)
before and after the applying wavelength correction. The
corrected spectrum is shown with a negative offset. After
the correction it is seen that the emission line has the
same center wavelength in the two orders.
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Figure 8.3.9: A close-up of a Mg II emission line in
the LIBS spectrum of a Carbonate sample. The wave-
length correction has been applied to the spectrum. The
emission line has been fitted with a Voigt profile and the
center wavelength extracted (Arey). The fitted value is
seen to deviate from the reference value (Arey). The un-
certainty in the fitted value is indicated by the width of

the horizontal line. The deviation can not be attributed
to Stark shift and must be due to uncertainties in the
wavelength calibration even after applying the wavelength
correction.

3.3.3 Intensity Response

The intensity response is a function of wavelength and covers the transformation from counts in the detector
to more physical units such as photons or photons per nm emitted by a source. The response function is
therefore important for comparing spectra obtained from different setups or for the comparison of measured
and simulated spectra. In principle the intensity response can be deduced from the optical components of the
setup. But as this is rather complicated, the response is usually determined experimentally by measuring the
spectrum of a calibrated light source whose spectrum is known.

For the intensity response of this setup, a fiber coupled broadband plasma lamp was used. The reference
spectrum of the lamp is shown in Figure 3.3.10. The reference spectrum was obtained by a colleague at the
DLR using already intensity calibrated spectrometers (AvaSpec-Mini). The reference spectrum is not known

absolutely, but only relatively. The intensity response of the setup can therefore only be determined relatively
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for the different wavelengths. As for the determination of the instrumental broadening, the output fiber of the
plasma lamp could not be placed exactly at the position of the samples. Instead it was placed ~5cm above.
Nonetheless, the path of the light from the plasma lamp goes through the same optical objects as the light
from an induced plasma would do. The measured spectrum of the plasma lamp is shown in Figure 3.3.11. The
intensity response, obtained by the measured spectrum divided by the reference spectrum, is shown in Figure
3.3.12a. The calibration of a spectrum is then done by multiplying the measured signal with the inverse of
the intensity response, i.e. the inverse of the curve in Figure 3.3.12a. In Figure 3.3.12b, the relative statistical
uncertainty of the intensity response is shown. It can be seen to be below 1.5% at most wavelengths, but
also to be very big at at the lowest and highest wavelengths. This is due to the low response of the setup at
these wavelengths. Consequently, wavelengths below 273 nm will be cut away. Ideally, the intensity response
is determined from a source with a flat and smooth spectrum. This is not the case of the plasma lamp for
wavelengths larger than 800 nm, where two large peaks can be seen (Figure 3.3.10). As the reference spectrum
was obtained from a spectrometer with a much smaller spectral resolution than this setup, the determined
intensity response around these peaks might be prone to larger errors. Consequently, wavelengths higher than

800 nm will also be cut away.
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=
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Figure 3.3.10: Reference spectrum of the lamp used for the intensity calibration.

In Figure 3.3.13, a spectrum is shown with and without the intensity calibration. The spectrum is of a
carbonate sample recorded with zero delay time. Thereby it contains a non negligible background spectrum
from continuum emissions. By comparing the non-calibrated and calibrated spectra (Figure 3.3.13a and b) it
can be seen that the calibrated spectrum appears smoother than the non-calibrated as many of the ”bumps”
from the blaze function are removed. In the close-up showing the calibrated spectrum in the UV range (Figure
3.3.13c¢), it can be seen that the spectrum in the different orders align well. However, this is not the case for
the orders at the higher wavelengths. This is exemplified in Figure 3.3.13d, where a ~25 % discrepancy at the
order overlap around 540 nm is pointed out. At this position, the spectrum consists of continuum radiation
that is slowly varying and the discrepancy of 25 % is therefore considered as an uncertainty in the intensity
calibration. This uncertainty is much larger than expected from the statistical uncertainty of the intensity
response which is around 1.5 % (see Figure 3.3.12b). The estimation of the intensity response has been done
in three separate experiments. The experimental data that provided the best results, evaluated by calibrating

spectra containing continuum emission such as in Figure 3.3.13, are the ones shown here.

In order to correct the intensity response function, the discrepancies at the order overlaps were studied
more systematically and for more LIBS spectra. Generally, it was found that the discrepancies at the order
overlaps in the UV are small /negligible but that they get larger for larger wavelengths where it appears as if

the spectrum in each order was tilted counter clockwise (see Figure 3.3.13d). As the spectrum in each order
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Figure 8.3.11: Measured spectrum of the plasma lamp. (a) The median spectrum of 60 repetitions. (b) close-up of
the median spectrum at around 700 nm. The horizontal bars indicates the uncertainties as obtained from the standard
deviation of the repetitions. Here some spikes are seen in the otherwise smooth spectrum. These cannot be attributed
to noise since they are larger than the statistical fluctuations marked by the horizontal bars.

is determined by the pixels in the horizontal direction, the tilted appearance could be due to a systematic
and increasing underestimation of the signal of the plasma lamp towards the right edge of the raw detector
image (see Figure 3.1.2). Such systematic underestimation could be explained by a misalignment of the plasma
lamp with the optical axis of the spectrometer. By misalignment of the plasma lamp, the conversion from
the raw detector image into a spectrum, that is made in a fixed pattern by the spectrometer software, could
thereby be disturbed. As the order overlap is bigger in the UV part of the spectrum, mostly the central part
of the detector image is used for the generation of the spectra is this range. A systematic and increasing
underestimation of the intensity towards the right edge of the detector image, would therefore also explain
why the discrepancies are observed to be smaller in the UV range. Following this hypothesis, a correction

factor, f, for the intensity of each order of a measured spectrum is introduced as
flp)=1+(1024—-p)-a, (3.3.2)

where p is the horizontal pixel in the raw detector image and a is a parameter describing the strength of
the correction. The number 1024 corresponds to the right most horizontal pixel. The correction factor can
be considered as a first order correction. As the correction factor is to be applied in each order, the overall
shape of the intensity response will be kept. By demanding that the pixels in two consecutive orders at the

wavelength of the order overlap have equal intensities, after applying the intensity response, a system of linear
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Figure 3.3.12: (a) The determined intensity response of the setup. (b) The statistical uncertainty of the intensity
response obtained from the uncertainties of the measured spectrum (Figure 3.3.11).

equation can be obtained for the parameter a of the correction:

IO’I‘deT1,>\172 . (1 + (1024 - porderhkl)z) . a) = Lorderg,A1,2 * (1 + (1024 - porderz,klyg) . (1)
IOTd€T27A2’3 : (1 + (1024 - pordem,/\z,g) : (1) = Iorderg,,)\g,g : (1 + (1024 - pOTd€T37A2’3) : a)

3.3.3
Io’r‘der3,A3,4 : (]- + (1024 - porderg,)\;;,‘;) : a) - Iorder4,)\3y4 : (1 + (1024 - porder4,A3,4) ‘ a) ( )

where Iorder; 2, , 18 the pixel intensity in order 1 at the wavelength of overlap between order 1 and 2, Aj s.
Porderi A, » 18 the horizontal pixel number in order 1 at the wavelength of order overlap. The equation can
be expanded for several LIBS spectra. This has been done using nine different LIBS spectra all displaying
a good amount of continuum radiation just like the spectrum in Figure 3.3.13. By solving the system of
equation using linear least squares, a value for a of —0.00037 is obtained. In Figure 3.3.14, the LIBS spectrum
of a Martian regolith simulant can be seen. The spectrum is shown without any intensity calibration, with
intensity calibration, and with intensity calibration and the additional correction given by equation (3.3.2).
This spectrum was not among the nine spectra used for determining the strength of the correction (the value
of a). From the figure, it can be seen that the correction provides a smoother transition between the spectra
in the different orders. The correction is therefore included in the intensity response and thereby utilized in
the intensity calibration of the spectra of this thesis. Finally, calibrated and un-calibrated spectra can be

distinguished by the units of the intensity that will be in either photons or counts, respectively.
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Figure 3.3.13: LIBS spectrum of a carbonate target. The spectrum was acquired with delay time less than 50 ns and
with an exposure time of 50 ns. The horizontal lines indicate the order overlaps. (a) Un-calibrated spectrum. (b)
Intensity calibrated spectrum. (c,d) close-up of the calibrated spectrum in different wavelength ranges.
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Figure 3.3.14: The LIBS spectrum of a Martian regolith simulant. The spectrum is shown in the UV and in the
NIR range and shown without any calibration (blue curve) with the intensity calibration (orange curve) and with the
intensity calibration and the correction by (3.3.2) (green line). The spectra are normalized and shown with an offset.
The intensity units are given in the legend. The horizontal lines indicates the order overlaps. By comparing the spectra,
it can be seen that the correction leads to a more smooth transition between the orders.
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3.3.4 Spectral Noise

The noise in the spectra comes from different sources. The main sources are the generation of thermal electrons
in the detector, during a measurement, the read out noise from the electronics in the detector, and finally
the photon noise due to the stochastic process of detecting the incoming photons. The two first terms are
independent of any incoming light and are well seen in blank spectra, i.e. spectra without any light source.
This noise will be referred to as the zero’th level noise. An example of a blank spectrum is seen in Figure
3.3.15. In the blank spectrum, the zero level noise can be seen to decrease with increasing wavelengths. This is
a consequence from how the spectra are generated from the raw 2D detector images. As seen from the detector
image in Figure 3.1.2b, the spacing between the orders decreases with increasing wavelengths. Therefore, the
intensities at the higher wavelengths are obtained from fewer pixels (less vertical binning) and thereby less
zero level noise. By gathering the intensity values of the blank spectrum in smaller wavelength ranges and
plotting them in histograms, it can be seen that the zero level noise is well described by a Gaussian profile with
a width decreasing exponentially towards higher wavelengths. This is shown in Figure 3.3.16. The Gaussian
distribution of the noise will become important later in this thesis when extracting peaks and estimating their

uncertainties (Chapter 4) and 5).
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Figure 3.3.15: Spectrum obtained without any light source in a dark room. Since no or very few photons have been
detected, the spectrum is dominated by thermal and read out noise.

Opposite to the zero’th level noise, the photon noise is dominant at high detector counts. In the spectra of
the plasma lamp for the determination of the intensity calibration, there are lots of counts. The noise in these
spectra is therefore dominated by the photon noise. That means that the root-mean-square-error (RMSE) in

the intensity of the 60 repetitions should be well described as

RMSE(y) =59 , (3.3.4)

where y is the spectrum of the plasma lamp obtained as the mean of the many repetitions and g is the
spectrometer gain. This function has been fitted to the RMSE obtained from the repetitions of the plasma

lamp spectrum and the gain is found to be 9. The results are summarized in Figure 3.3.17.
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Figure 3.3.16: (a-c) The counts in the spectrum of Figure 3.8.15 binned for different wavelength areas and shown
as histograms together with fits of Gaussian functions. u are the mean of the Gaussians and o are the widths. From
the x* probabilities, it can be seen that the noise is well explained by the Gaussian functions. (d) The widths from the
Gaussian profiles plotted against wavelengths. The horizontal bars indicates the wavelength range wherein the intensities
were binned and fitted. The vertical bars indicate the uncertainty of the widths as obtained from the fits. From (d) it is
seen that the Gaussian widths for different wavelengths are well modelled by an exponential function.
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Figure 3.3.17: The RMSE of the intensities in the spectrum of the plasma lamp (blue curve) shown together with the
expected fluctuation (equation 3.3.4) from photon noise with a spectrometer gain of 9 (orange curve). (a) Full spectral
range. (b) Close-up. From the plots it seen that the RMSE is well explained by the photon noise with a gain of 9.
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Chapter 4

Simulation and Fits of LIBS Spectra

In this chapter, it is first described how LIBS spectra are modeled and simulated from a plasma divided into
homogeneous zones along a LOS. Thereafter, a method of fitting simulated spectra to an input spectrum is
described. Finally, the simulation and fits of spectra is applied to both synthetic test spectra and measured
time-resolved LIBS data obtained in Martian atmospheric conditions. Most of the matter of this chapter has

been published in an article [80].

4.1 Modelling and Simulation of LIBS Spectra

4.1.1 Plasma Model

The model of the plasma is that of a stationary plasma in LTE. In LTE, the state of the plasma is completely
described by a set of plasma properties, i.e. the plasma temperature and the densities of the species (see
Chapter 2). The modelling of the plasma is therefore reduced to modelling these properties along the relevant
LOSs through the plasma. The LIBS setup used in this thesis has a small field of view with a small acceptance
angle of approximately 0.25 mm? and 6°, respectively (see Chapter 3). A schematic of the field of view is shown
in Figure 4.1.1a. For comparison, it is shown on top of a LIBS plasma with a size of 3.5 mm corresponding
to the approximate size of a plasma after ~200ns in Martian atmospheric conditions. For the simulation of
spectra, the light collection geometry will be approximated by a single LOS through the center of the plasma as
shown in Figure 4.1.1b. As the plasma emission is only observed along this single LOS, the plasma properties
need only to be modeled along that. This results in a one-dimensional plasma model. The validity of the single
LOS approximation depends on the variation of the plasma properties along the width of the actual field of
view. That is, the variation across an area of approximately 0.25 mm?. Shortly after initiation of the plasma,
the size of the plasma is smaller than 0.5mm and the single LOS approximation is obviously not a good
approximation. After ~200ns of expansion, the size of the LIBS plasma in Martian atmospheric condition
would be around 3.5 mm [58]. At this time, the length of the plasma is seven times larger than the field of view
and the single LOS approximation is more reasonable. For example, assuming a linear temperature variation
of 8000 K across the plasma (orthogonal to the LOS in Figure 4.1.1b), the variation inside the field of view
would only be one seventh of that, i.e. 1150 K. At later times, when the plasma might have expanded further,
the single LOS approximation might be better and likewise if the plasma core is more homogeneous.

Along the LOS, the plasma is assumed to be composed of a series of homogeneous zones. While plasma
temperature, electron density and lengths of the zones can vary independently from zone to zone, the elemental
densities are constrained to follow the same distribution resulting in equal relative elemental concentrations in

all the zones:

T, zone, _ T zones - (411)

Tj zoney Nj zones

where ¢ and j refer to the elements. A schematic drawing of such a plasma is shown in Figure 4.1.2. Due
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Induced plasma
(a)

Target

Cone of rays
reaching detector

Figure 4.1.1: (a) Schematic of the
light collection and a LIBS plasma af-
ter a few hundred nanoseconds. The
LOSs/rays passing through the plasma
that reaches the detector of the setup
are marked. These rays make up the
field of view of the spectrometer. The
width in both dimensions of the field of
view is smaller than the dimension of
(b) the plasma (~0.5mm versus 3.5mm).
(b) Single LOS approzimation of the
field of view.

Single LOS reaching detector
Cross-section dA of ~ 0.5 x 0.5 mm?

.

to the assumption of equal relative concentrations, the elemental densities are conveniently modelled by the
elemental densities in the first zone, ns,o, which is closest to the sample surface, and by relative values in the
following zones described by the relative distribution n.e1. 7yl is thereby equal for all elements but can vary

independently from zone to zone. As example, the concentration of element ¢ in zone k is given as:
N zone, = M4,0 * Nrel,k - (412)

As discussed in Chapter 2 and illustrated in Figure 2.1.2, the elements originating from the atmosphere
and the sample/target have significantly different distributions. This is also obvious from the fact that the
atmosphere by definition fills out the entire laboratory or simulation chamber whereas the target material
is ejected from the target surface and therefore much more localized. Ideally, one would have two different
elemental distributions, i.e. two sets of values for n,e. One for the elements of the target material and one for
the elements of the atmospheric material. For this model, only the distribution of the target material will be
considered. This is done to simplify the modelling. The lack of an individual distribution for the atmospheric
component, means that concentration estimates cannot be obtained for elements of the sample that are also
present in the atmosphere/background gas. For Martian atmospheric conditions, these are the elements of
C and O. Differences in atomic masses of the elements of the target material might lead to smaller or larger
deviations from the approximation of equal relative relative concentrations. This is usually refereed to as as
elemental segregation and can be caused by higher expansion velocity distribution of the lighter elements.
Segregation of elements in LIBS plasmas has been studied experimentally in [46] and [81] for deuterium and
hydrogen and in [82] for nickel, iron and aluminum. In [46], the segregation of hydrogen and deuterium
was studied in a low pressure argon environments from 100 Pa to 500 Pa. It was concluded that segregation
could lead to measurement uncertainties of 50 %. It was also argued that the uncertainties could be reduced

by going to earlier observation times and that segregation would be negligible at increased pressures. The
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last hypothesis was confirmed in [81] where the segregation of deuterium and hydrogen was found negligible
at atmospheric pressure and likewise in [82] where no segregation between nickel, iron and aluminium was
observed. Lastly, the plasma will be assumed non-reactive by neglecting the formation of molecules. The
validity of this assumption also depends on the time of observing the plasma and on the reactants, i.e. the
composition of the target. Carbon and Oxygen form strong bonds that might persist at temperatures up to
~10000 K whereas other molecules such as CaO, MnO, MgO and NaO mostly exist at temperatures below

5000 K. This is because of difference dissociation energies.

Zone 1 Zone 2:Zone 3
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©
[
Line of sight
Figure 4.1.2: Schematic drawing of the LIBS
plasma divided into three homogeneous zones along
the line of sight through the center of the plasma
(top). Additionally, it is shown how the plasma prop-
erties may vary from zone to zone (bottom,).
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4.1.2 Modelling of Spectra

The modelling and simulations of LIBS spectrum are based on the LOS radiance calculated from the one
dimensional radiative transfer (equation (2.2.23) in Chapter 2) and the plasma model described above. But
for simulating spectra comparable to measurements, the instrumental broadening and the intensity response
of the setup need to be considered. As described in Chapter 3, the instrumental broadening can be well
described by a Gaussian function with a FWHM increasing linearly with increasing wavelengths (see Figure
3.3.5 in Chapter 3). Consequently, the instrumental broadening will be modelled by convolution of the LOS
radiance with this Gaussian function. A simulated spectrum, comparable to a measured spectrum, can thereby

be written as
iy (/\; T 750, o, firel, Ao, At) — I, (/\; T 72, o, firel, A}) CdA - A-TR(A) # bingie (A) (4.1.3)

where I is the LOS radiance at a wavelength A (equation (2.2.23) in Chapter 2), T a vector containing the
temperatures of the zones, 7. the electron densities, 7y the elemental densities in the first zone and i, the
relative elemental concentration in the following zones according to equation (4.1.2), and Az containing the
lengths of the zones. dA is the cross section of the LOS, At the exposure time of the measurement, and IR
the absolute intensity response function of the setup covering the transformation from the radiance at the

end of the LOS to counts in the detector. Finally, *bj,st, denotes the convolution with the Gaussian function
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for simulating the instrumental broadening. As the intensity response of the setup was determined relatively
(Figure 3.3.12 Chapter 3) the absolute response can be written as the relative response times an unknown

wavelength independent factor F'
IR(\) = F - IRyt (). (4.1.4)

Instead of multiplying by the IR in equation (4.1.3), the measured spectra are calibrated relatively using IR e
and only the unknown factor F' remains on the right hand side. For simplicity F' is redefined to also contain
the product of the LOS cross section and the exposure-time (dA - At). As F' only depends on experimental
parameters, it will be referred to as the experimental parameter. A simulated spectrum, comparable to

measured and calibrated spectra, can then be written as
I (N i, Tio, Tty 8, F) = Iy (N T Ty o ret, A2) - F % binsir () (4.1.5)

where I, = I A/IRyel. Since the LOS radiance depends uniquely on the product of the elemental densities and

the zone lengths (see Chapter 2), it is convenient to define the effective path of the first zone as
Ry = 110 - AZone, (4.1.6)

and in analogue to the relative concentrations in eq. (4.1.2), also to define the relative effective path Tiyel for

the description of the effective path in the following zones. Equation (4.1.5) can then be written as
j)\()‘; T;a ﬁea ﬁOa ﬁrely F) = I)\()\; Ta ﬁea ﬁOa ;irel) CF binstr()\> ) (417)

which contains fewer input parameters as compared with equation (4.1.5). For the modelling of a spectrum
in a two-zone approximation there will be 6 + K input parameters: one for the value of F', two for the value
of the temperature, two for the electron density, one value for the relative effective path 7., and K values
for ng, where K is the number of elements in the plasma. For the modelling of a spectrum in an N-zone

approximation there will be 3N + K parameters.

4.1.3 Spectral Database

For enabling the simulations of spectra, a custom database containing the necessary data for evaluating the
LOS radiances has been build around the NIST Atomic Spectra Database [74]. The necessary data are
comprised of the ionization energies and electronic levels of the atomic species, and the wavelengths, Einstein
coeflicients, and Stark parameters of the transitions of the species. With the exception of Stark parameters,
the NIST database contains all the necessary data. NIST has been compiled from data collected and critically
evaluated by the NIST team throughout several years. Although limited to critically evaluated data, the
database contains a total of 112,230 atomic electronic levels and 285,000 emission lines where approximately
42% of them are given with Einstein coefficients and the remaining atomic constants for evaluating LOS
radiances. For the database of this thesis, the atomic data for the most relevant and less exotic elements
have been downloaded for wavelengths between 100 nm and 2000 nm. Using the electronic levels, electronic
partition functions have been pre-calculated and tabulated for different values of temperatures and ionization
potentials according to equation (2.2.15) in Chapter 2. This has been done for species up to at least four
times ionized. By interpolation of the tabulated values, partition function values can quickly be accessed. An
example of the electronic partition functions of calcium can be seen in Figure 4.1.3.

In spite of the impressive number of emission lines with Einstein coefficients, several emission lines where
no Einstein coefficients are available from the NIST database have been encountered. Some of these gaps for
the elements of Al, Ag, Ca, Ti, Mn, O, P, C, and Fe have been closed sporadically throughout this thesis using
the data from the Kurucz database (Kurucz CD-ROM No. 23) [83]. The Kurucz database is compiled from

semi-empirical calculation and for some elements it seems more complete in terms of numbers of lines. For
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Figure 4.1.3: Example of calculated internal partition functions of Ca species using the NIST data. The values have
been evaluated using equation (2.2.15) from Chapter 2. Left: Different species with an ionization lowering of 0.1eV.
Right: Neutral calcium but for different values of the ionization potential lowering.

example, the NIST database contains 718 emission lines with Einstein coefficients from Cr I-IV in the range
of 200nm to 1000 nm whereas the Kurucz contains more than 10 000. Until now, a total of 241 lines have been
added (see Appendix B) and for Cr only the data from Kurucz is used. In summary, a total of 53 elements
is contained in the custom database resulting in a total of 72646 lines with wavelengths between 100 nm and

2000 nm. An overview of the elements and number of emission lines can be seen in Figure 4.1.4.

104 .

103 4

102 A

Number of emission lines

10" 4

Figure 4.1.4: Owverview of the elements contained in the database and the number of lines from each element with
wavelength within 100 nm and 2000 nm with the sufficient atomic parameters for calculating their intensities. The num-
ber of emission lines varies with the elements due to their different internal structure, but also due to the completeness
of the NIST database. For example the NIST database only contains five lines for iodine (I) with Einstein coefficients.
They are all below 210nm, but jodine emission lines have been observed in LIBS spectra in the visible range [84].

The Stark broadening and Stark shift parameters, for evaluation the line profiles, have mainly been taken
from the STARK-B database [63]. The database contains the Stark parameters as predicted by the impact
approximation. The parameters are given by fitting coefficients, aq, a1, asz, by, b1, and by for also describing

the weak temperature dependence as

log(Wewnwm) = ao + a1 - log(T) + as - log(T)? (4.1.8)
D/Wrwam = bo + by - log(T) + by - log(T)? , (4.1.9)

where Wpwam and D are the Stark broadening and Stark shift parameter, respectively (see equation (2.1.6)
and (2.1.7) in Chapter 2). The coefficients are given for different perturbers (free electrons and different
ions), but in order to simplify the calculations only the coefficients for free electrons will only used in this
thesis. Thereby, the contribution from the ions in the plasma is neglected. For the strong Ca II resonance

transitions at 393 nm and 396 nm, the broadening from singly ionized helium is one tenth of the broadening
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from electrons with both perturbers at an density of 1 x 102 m~=3 and a temperature of 10000 K [63]. This
is smaller than the approximate accuracy of the calculated values that is around 20 % [63]. The STARK-
B database contains the parameters for many LIBS relevant emission lines, but not for all of them. For
example, within the wavelength range of 285 nm to 9000 nm there are Stark parameters for 16 different Na I
multiplets corresponding to 109 individual emission lines. On the other hand, there are no data for Mn I lines
at any wavelengths. The STARK-B database has therefore been supplemented with parameters tabulated in
the GRIEM database [62] and experimentally found values or theoretical predictions found elsewhere in the
literature [64, 85, 86, 87, 88, 89, 90, 91, 92]. Adding additional Stark parameters has been done sporadically
when encountering important lines without any. However, this work is far from done and the majority of the
downloaded lines do not have any Stark parameters. This is due to a combination of no values being available
in the literature, but also due to the large amount of manual work involved in the process of finding and
adding the values from different sources. Ideally, I would perform own calculations of Stark parameters via the
formulas and descriptions referenced in e.g. [63], but gathering the theoretical knowledge and understanding
for doing so is outside the scope of this thesis. The same goes for experimentally determining the parameters.
Instead, the Stark broadening parameters of missing lines are determined by interpolating and extrapolating
the literature values using a simple heuristic function. This approach is motivated by reported regularities of
the Stark broadening parameters. For example, in [93] a good linear correlation between the Stark widths and
the effective principal quantum number for singly ionized aluminum is pointed out. Another example is for
hydrogen in [92] where their results are directly utilized in the database of this thesis (for hydrogen only). For
finding suitable heuristic functions for the interpolation and extrapolation of the other species (element and
ion state), the Stark broadening of all the emission lines with Stark parameters from the literature has been
evaluated at an electron density of 1 x 1022 m~3 and a temperature of 10000 K. It was then found that the
Stark widths, of a given atomic species, correlate reasonably well with the reciprocal of the ionization energy in
vacuum minus the energy of the upper level of the emission lines. More specifically, the following function was
found to provide a fair description of the literature Stark parameters and therefore used as the main function
for the interpolation and extrapolation

5007 s,z
- Wewin = * : (4.1.10)

w
2 _ bs,z
A T=10000K,n.=1 x 10*2m~3 (Xs,2 — Bu)bs

In the above equation, Wgwmy is the Stark width of an emission line from the element e in the ionized stage
z, A is the wavelength in nm, x, . the ionization energy of the species, and F, the upper energy level for
the emission line, both in eV. The species-dependent coefficients a and b are to be fitted. Contrary to the
literature values from STARK-B, the function in equation (4.1.10) contains no temperature dependence and
interpolation and extrapolation will be done at a fixed temperature of 10000K. The 1/(xs,» — E.) dependence
in the function can be motivated by considering the rate of collisional excitations and de-excitations. As
addressed in relation to the McWhirter criterion in Chapter 2, collisions are more efficient between levels
with closely spaced energies. As the spacing between the energy levels decreases for higher excited states
(hydrogenic approximation) the highly excited states, and especially those near the ionization limit, will have
a high rate of collision induced transitions and thereby a large Stark broadening due to a shortened lifetime.
Examples of fits of equation (4.1.10) are shown in Figure 4.1.5 for neutral and singly ionized species of Al, C, O
and Fe. For A11, Al11I, C 1, O I and O II, the literature values spans more than one order of magnitude but the
RMSE of the fits is at most 38 %. It can thereby be concluded that equation (4.1.10) provides a much better
approximation of the Stark broadening values from the literature than that of a fixed value. For C II the results
are more cumbersome which can be seen by the RMSE of the fit which is 75 %. For Fe I and Fe II, no obvious
correlation between the Stark width and the upper energy level is seen. Consequently, equation (4.1.10) is not
used, but rather a constant function as indicated by the labels of the plots. In Figure 4.1.6 the results for Ca,
Mg, Mn and Na are shown. For Ca I-II, Mg I-II, Mn II and Na I the RMSE is at most 51 % in spite of the
Stark values spanning three orders of magnitudes. For Mn I the values are more scattered and no clear trend

is seen. This can partly be due to the small span of upper energy (FE,) of the available data or the relation
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of equation (4.1.10) being too simple. For Na II, no literature values have been found and no interpolation
or extrapolation for the upper energies of the emission lines can be done. In case of no litterature values, the
Stark broadening parameter is set to 0.002nm at an electron density of 1 x 10?2 m~2 and varying linearly with
the electron density with no temperature dependence. Fits of equation (4.1.10) to more atomic species can
be found in the Appendix A. It should be mentioned that equation (4.1.10) was chosen in a trial-and-error
approach and that there surely exist better functions where also the spectral series, within a given species,
are treated individually such as in [94]. For the case of missing Stark shift parameters, no interpolation or
extrapolation has been done. Emission lines without any Stark shift parameters are therefore set to a default
value of zero. Since the Stark shift for many lines is small compared to the Stark broadening, the lack of
Stark shift parameters has less significance on the line profile and is therefore less critical. A comparison of
the Stark broadening and shift parameters can be seen in Figure 4.1.7. The figure shows a histogram of the
ratio of the Stark width and the Stark shift parameter (for lines with literature values only). As indicated in
the figure, 50 % of the emission lines are at least 4.9 times as broadened as they are shifted and 75 % are at
least 2.2 times as broadened as they are shifted (median of 4.9 and upper quartile of 2.2 as annotated in the
figure).

Many of the downloaded emission lines will have negligible signal in LIBS spectra. These are emission
lines with small Einstein coefficients and/or emission lines involving highly excited electronic or ionic states.
The number of lines in the database (Figure 4.1.4) can therefore be reduced and thereby also reducing the
computation time when simulating a spectrum. For the reduction, emission line intensities have been calculated
via equation (2.2.23) from Chapter 2 for a LOS of length 3mm through a homogeneous plasma for different
temperatures ranging from 5000 K to 50 000 K, electron densities ranging from 1 x 1022m ™2 to 5 x 10?4 m—3,
and elemental concentrations ranging from 1 x 102 m=3 to 5 x 10?* m~3. Each emission line from each element
was calculated separately. As measured LIBS spectra typically have a SNR lower than 1/1000, emission lines
with signals lower than 1/1000 of the maximum emission line signal, in all of the combinations of temperatures
and densities, were removed from the database. This resulted in approximately half of the emission lines being
removed. An overview of the number of lines for each element before and after the reduction can be seen
in Figure 4.1.8a for wavelengths ranging from 100nm to 2000 nm and in 4.1.8b for the wavelengths ranging
from 270nm to 805nm corresponding approximately to the utilized wavelength range of the LIBS setup of
this thesis (see Chapter 3).

For the reduced database in the smaller wavelength range (Figure 4.1.8b) an overview of the completeness
of the Stark broadening parameters can be seen in Figure 4.1.9. Figure 4.1.9a shows the percentage of the
total emission with Stark broadening parameters and Figure 4.1.9b shows the percentage of the number of
the emission lines with Stark broadening parameters. The total emission was calculated with the following
parameters: Az = 3mm, T = 15000K, n, = 1 x 102>m~3, and ng = 1 x 10*2m~3. From the figures it can be
seen that the Stark coverage in total emission is better than the coverage for the number of lines. This means
that the stronger emission lines are better covered than the weaker lines. This is a result from hand-picking
literature values of mainly the stronger emission lines not contained in the STARK-B database. It can also
be seen that the majority of the emission lines do not have any Stark parameters and thereby described by
the default value (FHWM of 0.002 at n, = 1 x 1022 m~3). Nonetheless, 57 % of the elements have more than
50 % of their total intensity (at the above mentioned plasma properties) covered with literature values or by

interpolations via (4.1.10).
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Figure 4.1.5: Results from fitting the function of equation (4.1.10) to the literature values of the Stark broadening

parameters of different atomic species. The fitted functions are used for assigning Stark broadening parameters to
emission lines with no literature values.
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Figure 4.1.6: Same as Figure 4.1.5 but for atomic species that will be important later in this chapter. In the fit for
Mg I, two outliers have been identified and excluded from the fit (red crosses). No Stark parameters have been found for

Na II emission lines. Consequently, the plot for Na II is empty.
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Figure 4.1.8: The number of emission lines in the original database and the reduced database where emission lines
predicted to have negligible intensity have been removed. The reduced database contains approximately half the emission
lines of the original one. (a) In the spectral range from 100nm to 2000nm and (b) 270nm to 805nm which is the
wavelength range of the LIBS setup of this thesis.
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Figure 4.1.9: Overview of the Stark broadening coverage of the emission lines in the database and for the range of
270 nm to 805nm. (a) Stark broadening parameter coverage given as the percentage of the total intensity of each element
calculated from a LOS though a single zone with the properties Az = 3mm, T = 15000K, n. = 1 x 10> m~3, and
no =1x1022m~3. (b) Stark broadening parameter coverage given as the number of emission lines from each element.
The coverage can be seen to be better in terms of intensities than in terms of number of emission lines.
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The uncertainties of the ionization energies, energy levels, and wavelengths from the NIST database are
all small and negligible compared to the wavelength resolution of the setup, broadening mechanisms from
the plasma, and the effects from the approximations and assumptions for the plasma model, e.g. LTE or the
discretization of the plasma parameters along LOS. However, the Stark broadening parameters and the Einstein
coefficients have larger uncertainties that are not always negligible. For example, the Einstein coefficients for
the two strong Ca II resonance transitions at 393.4 nm and 396.8 nm have stated uncertainties of <25 %. These
lines are very relevant for LIBS as they can be seen in almost every LIBS spectrum of a sample containing
just a small amount of calcium. Generally, the Einstein coefficients have stated uncertainties between <0.03 %
and >50%. To obtain an overview of the uncertainties linked to the database, the uncertainties of the
Einstein coefficients as stated by NIST have been propagated to the emissions calculated for a LOS through
a homogeneous plasma of typical plasma properties to LIBS. The same has been done for the uncertainties
of the Stark parameters assuming an uncertainty of 20 % or 50 % for lines with and without literature values,
respectively. The results are shown in Figure 4.1.10. From the figure it can be seen that the uncertainty for
many of the elements are dominated by the uncertainties in the Einstein coefficients. In the NIST database [74]
the uncertainties are given with only an upper bound. In propagating the Einstein coefficient uncertainties
the upper bound was used and the propagated uncertainty is therefore a conservative estimate and likely
to be smaller in reality. From the figure it can also be seen that uncertainties of the Stark parameter have
smaller influence on the emissions and for some elements like carbon and oxygen it is practically zero. This
is because that the emission lines from these elements are free from self-absorption. Without any absorption,
the total intensity does not depend on the shape of the line profile. Calcium on the other hand, has strong
lines that are typically self-absorbed. Consequently, the propagated uncertainty form the Stark parameters is
relatively large. Opposite to the Stark parameters, the propagated uncertainty from the Einstein coefficients
have smaller affect on the total emission in the case of stronger self-absorption. This can be seen from the
slope of the COG as in Figure 2.2.4 in Chapter 2, but also inferred by considering chromium in Figure 4.1.10.
The emission lines from chromium were taken from the Kurucz database [83], which does not provide any
uncertainties of Einstein coefficients. As a conservative estimate, I have set the uncertainty to 75 %, but still
the propagated uncertainty is only 60 %.

Even though the uncertainties of the total emissions are less affected by uncertainties in the Stark param-
eters, the line profiles might be strongly affected. This can be significantly reduced by considering spectrally
integrated intensities of the emission lines, that is independent of line shapes in the case of negligible absorp-
tion, or by spectral smoothing. Smoothing is naturally introduced by instrumental broadening effects. In
Figure 4.1.11 a comparison of the Doppler, Stark, and instrumental broadening can be seen for two different
sets of temperature and electron densities. Depending on the plasma properties it is seen that many of the
emission lines with smaller Stark broadening have line profiles that, when measured with the setup of this

thesis, will be dominated by the instrumental profile.
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Figure 4.1.10: Propagated uncertainty of the total emission from 270 nm to 805 nm from uncertainties of the Finstein
coefficients and an assumed 20 % or 50 % uncertainty of Stark parameters with and without literature values, respectively.
The radiated intensity was calculated element-wise and for a single LOS through a single homogeneous zone with the
properties: Az = 3mm, T = 15000K, n. = 1 x 10*m™3, ng = 1 x 1022m~3. From the data it is seen that some
elements have smaller uncertainties in the FEinstein coefficients than others and that uncertainties in the Einstein
coefficients dominates the projected uncertainties of the total intensities for most of the elements.
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Figure 4.1.11: Comparison of Doppler, Stark and the instrumental broadening for two different sets of plasma pa-
rameters corresponding approximately to an intermediate phase of the plasma lifetime and a later phase near the end
of the lifetime of the plasma. (a) Temperature of 15000K and electron density of 1 x 102> m™3 (intermediate phase).
(b) Temperature of 5000K and electron density of 1 x 10>>m~2 (late phase).
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4.1.4 Simulation of Spectra

The simulation of a spectrum is done by evaluating equation (4.1.7) and by providing the input parameters for
the plasma properties of the zones, the elements inside the plasma, and a wavelength axis. The resolution of
the wavelength axis should be sufficiently high to properly resolve the line profiles of the emission lines during
the calculation of the LOS radiance, i.e. independent of wavelength resolution of the setup. The required
wavelength resolution for the simulation is thereby limited by the emission line with the smallest width from
the combined effect of Doppler and Stark broadening. From the histograms for the widths of the emission
lines in Figure 4.1.11, it can be inferred that a wavelength axis with steps of 0.33 pm would be sufficient to
sample the narrowest emission line five times along its FWHM for the late plasma phase (Figure 4.1.11b for
(T,n.) = (5000K,1 x 102 m~3)). At the intermediate phase, wavelength steps of 1pm would be sufficient
(Figure 4.1.11a for (T, n.) = (15000 K, 1 x 102> m~3)). Unless anything else stated, simulations of the spectra
of this thesis has been done with wavelength steps of 0.33pm. After the LOS calculation, the emissions
are convolution with the Gaussian for simulating the instrumental broadening effect. Finally, the simulated
spectrum can be integrated to fewer bins corresponding to the pixel width in nm of the LIBS setup.

For convenience the equation governing the simulation of a spectrum is now repeated together with the

parameters involved:

DN T Te, 1oy Trres F) = TN T e, 0, Tixet) - F % binsir(A) (4.1.11)

where A is the wavelength defined by the wavelength axis. The input parameters are T which contains the
temperature of the zones, fip the effective path of the elements of the first zone (elemental densities in the
first zone times the length of the first zone), fivel the relative effective path of the following zones, and F' the
experimental parameter that is a constant linked to the absolute value of the intensity response, the cross
section of the LOS, and the integration time of a measurement.

The simulation of spectra has been implemented as a python script. An example of input parameters and
the resulting simulated spectrum is shown in Figure 4.1.12. The composition of the plasma was similar to that
of Martian regolith (JSC-1a [95], see table 4.1) and the discretized plasma properties, along the LOS, were
similar to profiles obtained from numerical simulations of the plasma expansion (see Figure 2.1.2 in Chapter
2). A version of the python script with a graphical user interface (GUI) has also been implemented. The GUI
allows for the simulation of spectra of plasmas with arbitrary composition and plasma properties and can be
used as a tool for assisting the analysis of real measurements especially in terms of line identification, but also
for planning measurements in terms of where to look for emission lines of specific elements. A screen shot of
the GUI can be seen in Figure 4.1.13.

Element Si (0] Al Ti Fe Mn Ca Mg K Na P
Concentration / a.t.% | 15.85 | 60.85 | 10.00 | 1.04 | 5.69 | 0.09 | 2.42 | 1.85 | 0.28 | 1.70 | 0.22

Table 4.1: Composition of the plasma used for the simulation of the spectrum shown in Figure 4.1.12. The composition
is similar to that of a Martian regolith simulant [95].
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Figure 4.1.12: (a) Example of simulated spectrum of a plasma divided into 30 homogeneous zones and with composition
similar to that of Martian regolith (see Table 4.1). The total length of the LOS for the simulation is 3mm and the
experimental parameter was fived such that the mazimum intensity is one. (b) Temperature of the zones. (¢) Electron
density of the zones. (d) the relative effective path of the zones. The total density of the elements in the first zone is
1.9 x 10 m™?.
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Figure 4.1.13: Screen-shot from the GUI for the simulation of LIBS spectra. In the GUI, a plasma in a two-zone
approzimation containing the elements Al, Ca, O and Si can be seen to be chosen and simulated.
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4.2 Methods for Fits of Spectra

The goal of a fit to an input spectrum is to find the parameters of a simulated spectrum that minimize the
difference between the simulated and the input spectrum. As introduced in the previous section, a simulated

spectrum is written as
i/\(A;f7ﬁ€aﬁOaﬁrelaF) ’ (421)

where F), i Te, f_io, and 71,.¢; are the input parameters to be fitted, i.e the fit parameters. The difference between

the simulated and the input spectrum is quantified by the weighted squared residuals, 72, defined as

= = > o 2
=3 ((IA(A;Tv e, N0, Tiret, F) [ x=x; *pz-) wi) 7 (4.2.2)

g

where I (... )|x=», is the simulated spectrum evaluated at the wavelength \; corresponding to the wavelength
of the i’th bin of the input spectrum and where p; is the signal of the i’th bin of the input spectrum. The
weight of the i'th residual is denoted by w;. The weights are related to the uncertainties such that bins with
signals of high uncertainties have lower weights. During a fit, the residuals are evaluated for different values
of the input/fit parameters in a search for the set of parameters that minimizes r2. There exist many choices
for fit routines and the quality of the choice depends on how the model, in this case I, depends on the fit
parameters. Generally, Iy is a non-linear function of the input parameters. For example, if the temperature is
increased, the intensity of different emission lines might either decrease or increase depending on the ionized
states (see Figure 2.2.1 in Section 2.2.2). However, I, increases monotonically with 7 (related to the elemental
concentrations of the elements in the plasma) and in the optically thin limit it increases linearly and the square

2 can be minimized analytically in no using the method of linear least squares. Even though the

residual r
LIBS plasma is not optically thin at all wavelengths, the above considerations indicate that the residuals of r2
can be minimized semi analytically in 7¢ using non-linear least squares. To exploit this, a custom fit routine
has been developed where the optimization of the fit parameters is split into two steps. The first step tunes
the parameters f, ﬁe,f_irel via a Monte Carlo approach whereas the second step optimizes o by non-linear
least squares for different values of F. The fit routine is implemented in python and will be elaborated later
in this section.

In order to reduce the problem, fits are done to spectrally integrated signals of peaks instead of the signal
in the individual bins. Here, a peak is defined as a series of consecutive bins with signals higher than a certain
threshold and extending to the background level. The definition of a peak will be elaborated in the following

section where examples of peaks are shown in Figure 4.2.2. The residuals to be minimized thereby reduce to

2

>\j,'maz
rr=>" / LN T e, o, Tover, F)YdX — P | W5 |, (4.2.3)

Aj,min

where P; is the spectrally integrated signal of peak j, W; the weight of peak j and Ajmin and Ajmas the
wavelength span of peak j. By using integrated peak signals, the problem is reduced to a smaller number of
features (thousands of bins versus a smaller number of peaks). Furthermore, the simulated intensities do not
need to be convoluted with the instrumental broadening function by which further decreases the computation
time. The limitation of the approach is that the information contained in the shape of the line profiles is not
directly utilized. This could otherwise help to confine the electron density via the Stark broadening or the
Stark shift. On the other hand, the Stark parameters for many of the emission lines are unknown or uncertain
and fitting to spectrally integrated peaks reduces the influences of such. An overview of the steps of the fit

routine is illustrated in Figure 4.2.1 and the individual steps are explained in further detail below.
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Figure 4.2.1: Flow diagram showing the steps in the fit routine. Pre-processing: When given an input spectrum,
peaks are identified and their wavelength spans and spectrally integrated intensities are noted and fed to the fit routine.
Fit routine step 1: In the first step of the fit routine, a set of values for the parameters T Tle, Fiver is selected and fed to
the second step of the fit routine. Fit routine step 2: In the second step, fio is optimized by minimizing the residuals by
non-linear least squares for different values of F' while keeping the parameters of step one fixed. The resulting minimized
residuals are noted and used in the first step of the fit routine for assisting the selection of a new set of values for the
parameters 'i ﬁerLTd. The process is repeated many times and the combined set of parameters, from both step 1 and
step 2, resulting in the smallest residuals resembles the best fit.

4.2.1 Pre-Processing of Input Spectrum

The pre-processing of the input spectrum consists in identifying and extracting the relevant information of the
spectral peaks that is fed to the fit routine. The relevant information includes the spectrally integrated peak
intensities and their uncertainties for evaluating the weights in the weighted residuals (W; in equation 4.2.3).

For the identification of peaks, a threshold is estimated from the trend line of the background spectrum
and its noise. The trend line of the background is estimated using a moving minima method applied to the
intensities. The noise likewise, but applied to the standard deviation of the intensities calculated in smaller
wavelength intervals. The algorithms for the noise and background level estimations were developed during
my Master’s thesis [96] in Matlab and now translated to Python. The threshold for identifying the peaks is
chosen to be six times the spectral noise from the background. Peaks are then extracted by finding pixels
with intensities above this threshold and tracing their neighbouring pixels until the level of the background.
With this approach, no fitting of line profiles is required and a peak might consist of several emission lines. By
setting the peak threshold to six times the spectral noise from the background, some spectral peaks will not
be included in the fit. However, the probability of wrongly identifying a peak due to noise is simultaneously
reduced. With the threshold of six times the zero’th level noise in a spectrum containing 25000 bins, the

probability of falsely identifying a peak is only
1—(1-1.7-107%)%%0 = 4% |

where 1.7 - 1076 is the probability of a random > 60 event. An example of the peak identification applied to
a time-resolved LIBS spectrum can be seen in Figure 4.2.2.
After the identification of a peak, its intensity/signal is calculated as the sum of the intensities of the bins

making up the peak minus the background level

Z Pi — Pvg),i » (4.2.4)

i, Ni€P;

where p; is the intensity and p(,g); the estimated background level at the i’th bin. The weight of a peak is
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Figure 4.2.2: Ezample of identified peaks of a time-resolved LIBS spectrum of a carbonate pellet. (a) The input
spectrum shown together with the estimated trend of the background level, the peak threshold, and the areas containing
identified peaks. The peak threshold is six times the noise from the background level. The shape of the peak threshold
is the product of the noise as estimated from the raw counts and the intensity response function (see Chapter 3). (b)
Close-up of (a) in a smaller wavelength range.

related to the uncertainty of its intensity and it is calculated as
o\ —1/2

Wj = |GPJ|+ Z O'iz +(0.1~Pj)2+ Z O . (425)
1, )\iGPj i, AiGP]‘

Here, the first term contains the uncertainty due to photon noise, where g is the detector gain in counts per
photo-electron (see Section 3). The second term contains the uncertainty due to the estimated spectral noise at
the background level o. The third term is a 10% peak uncertainty. It can be considered as a model uncertainty
covering discretizations and uncertainties in the atomic constants and intensity calibration. The last term is
added to weight the smallest peaks less since they are more prone to systematic errors in the estimation of the

background level.
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4.2.2 Fit Routine

The optimization of the values for the parameters T , Tie and Tyel, during the first step of the fit routine (Figure
4.2.1), is done via the optimization method simulated annealing [97]. Simulated annealing is a type Monte
Carlo optimization method. It can be described as an adaptive random sampling of the parameter space.
Given a set of values for T, ite and 7iye; from the simulated annealing, optimal values of F' and T are obtained
by minimizing the residuals, as given in eq. (4.2.3), by non-negative non-linear least squares. More specifically,
this is done by arranging a system of equations between the spectrally integrated simulated intensities and the

extracted peaks from the input spectrum:
/ Iy (N T ey oy et F ) dA- Wi = Py W
Cq

/1:>\(A;Taﬁe,ﬁo,ﬁml,F)dA'Wz=P2‘W2
Ca (4.2.6)

[ B (ST v F) dX- We = P Wi
Ck

where C} are the wavelength span of the k’th peak (grey shaded areas in Figure 4.2.2). There exists one
equation for each extracted peak. Setting up the equations requires no line identification: all emission lines
from the spectral database with wavelengths within the wavelength spans of the peaks are included. In the
optically thin limit, the simulated intensities are directly proportional to the product of fip and F (see eq.
(2.2.28) in Section 2.2.3). As a starting point, the equations are written in the optically thin limit and solved
for (f_io - F') using non-negative least squares. A first estimate of the instrumental factor F' is then found from
an initial guess of the sum of > ﬁo = Nguess that are related to the product of the total atomic density of the

plasma and the zone lengths

Fyuess = M . (4.2.7)

guess

By setting F' to Fgyess, 50 is decoupled from F' and the system of equations, in the non-optically thin limit, is
linearised around the current values and an improved estimate of 719 is obtained by again solving the equation.
This process is repeated iteratively until convergence in Tio.

The experimental factor F' was estimated from an initial guess of the total elemental density (eq. 4.2.7).
The above process is therefore repeated for different values of F' around the initial guessed value (grid search).
The combination of F' and 7o, that resulted in the lowest residual, is saved and fed back to the simulated
annealing process (fit routine step 1) where it is used to assist the selection of a new set of values for the
parameters f, e, fiyer for which the process is repeated.

The simulated peaks (left hand side of equation (4.2.6)) are evaluated with wavelength steps of 0.33 pm
and the derivatives in the linearization of the system of equations (eq. 4.2.6) are calculated numerically by the
forward finite difference approximation. For solving the linearized system of equations the function lsq_linear

from the Scipy Python library is used [98].
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4.3 Verification of the Fit Routine and the Two-Zone Model

In principle plasma models of any number of zones can be fitted to an input spectrum, but due to the complexity
of a fit, in terms of computation time, models with a maximum of two zones will be fitted. In a real LIBS
experiment, the plasma properties change continuously throughout time and space and it is evident that the
real LIBS plasma is not that of a two-zone plasma model. By acquiring the spectra with a sufficiently small
exposure time, the plasma can in practice be considered stationary and the temporal variations/gradients
can be ignored. However, the acquired spectra will still be a product from spatial gradients of the plasma
parameters along the LOS of the LIBS instrument. In this section, the effect of such spatial gradients in a
stationary plasma is studied. More specifically it is studied how synthetic spectra with spatial variations of
plasma properties, are approximated in a discrete two-zone plasma model. It is done by fitting two-zone models
to synthetic test spectra simulated from different spatial profiles of the plasma properties along the LOS. The
spatial profiles for the simulation of the synthetic spectra are embedded in a 30-zone plasma model in order
to simulate a continuous plasma. This ensures that the robustness of the simplified two-zone model can be
easily evaluated. Furthermore, the results serve as a verification of the implementation of the fit routine. For
the fits to the synthetic spectra in this section, the model uncertainty was set to 5%, instead of 10 %, (see
equation (4.2.5) in section 4.2.1) as uncertainties in the atomic constants are not considered when generating

the test spectra.

4.3.1 Synthetic Test Spectra

Five different synthetic test spectra have been simulated with different spatial profiles of the plasma properties
along a LOS of 3mm. The composition of the plasma is the same for all spectra and similar to a carbonate
sample from which real LIBS spectra have been obtained and that will be presented later in this chapter. The
elemental composition for the test spectra is 3.57 at% of Ca, 5.44 at% of Mg, 3.38 at% of Mn, 12.68 at% of
Na, 18.73 at% of C, and 56.20 at% of O. The profiles of the plasma properties are shown in Figure 4.3.1. The
”"Homogeneous” spectrum has a homogeneous temperature along the LOS, whereas the temperature profile of
the ”Gaussian” spectrum is that of a Gaussian. The ”Reversed Gaussian” spectrum shares the same profiles as
the ”Gaussian” spectrum, but reversed. The temperature profile of the ”Shifted Gaussian” is that of a shifted
Gaussian. For the afore mentioned spectra (”Homogeneous”, ”Gaussian”, ”Reversed Gaussian” and ”Shifted
Gaussian”), the atomic density was chosen such as to be proportional to the reciprocal of the temperature and
the electron density was then solved using the Saha-Equation and conservation of charge (see eq. (2.2.16) in
Chapter 2). Finally, the "Bogaerts” spectrum has profiles similar to those derived from numerical simulations
of the plasma generation and expansion [52] (See Figure 2.1.2 in Chapter 2). In order not to consider the
atmospheric component of the plasma, i.e. for the sake of simplicity, both the temperature, atomic density,
and the electron density were given freely for this spectrum. The absolute values of the plasma properties of
the synthetic spectra are of less interest compared to their gradients/shape along the LOS, but the absolute
values have been chosen such as to be comparable to the results obtained from fits to real measured LIBS
data that will be presented later in this chapter. The resulting simulated test spectra are shown in Figure
4.3.2. Again, for a better comparison to later results, the test spectra have been integrated to fewer bins,
corresponding approximately to the bins of the LIBS setup of this thesis, and Gaussian zero’th level noise (see
Chapter 3) has been added such that the SNR is similar to that of measured spectra.
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