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ABSTRACT

When an Al-droplet is in contact with an Au-solid substrate, the liquid phase reacts with the substrate
and an intermetallic layer is formed at the solid-liquid interface due to diffusion and reaction. This
phenomenon has been commonly observed in the soldering process and the wetting is termed as
reactive wetting, in contrast to the inert wetting where the droplet does not react with the base materials
and the substrate is flat. Young's law can be used to interpret the contact angle in the static state, but is
not able to predict the dynamics in the process of reactive wetting. In this work, we present a multi-
phase model including phase transition and fluid dynamics to investigate the effect of the formation
of the intermetallic Al,Au phase and capillary flow on the reactive wetting in the Al-Au system. In order
to capture phase boundaries of solid-, liquid- and intermetallic-vapor, phase-field simulations are per-
formed based on a ternary (Al-Au-X) phase diagram concept and using experimental data. It has been
found that the increase of both the liquid-intermetallic interfacial tension as well as the capillary flow
lead to an inhibition effect for the growth of the intermetallic phase.

© 2017 Acta Materialia Inc. Published by Elsevier Ltd. All rights reserved.

1. Introduction

In the process of soldering, the liquid solder spreads on the solid
substrate and wets the base materials. The wettability of the solder
on the substrate can be in principle understood by considering a
three-phase equilibrium at the triple line according to Young's law
[1]. In contrast to the considerations of non-reactive systems in
Young's equation, the solder wire sometimes chemically reacts
with the base materials and an intermetallic layer is spontaneously
formed in between the solder and the base materials [2—4].
Because of the formation of the intermetallic phase, the wettability
of the system may be weakened or improved. In the present study,
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we take Al-Au as an exemplary system because of its outstanding
anti-oxidation property and excellent conductivity, and consider
the effect of the formation of the intermetallic Al,Au phase on the
reactive wetting of the system.

Presently, for the study of reactive wetting, an Al droplet on top
of an Au substrate is considered. As sketched in Fig. 1, the reactive
wetting during soldering is an intricate process which involves
diffusion, reaction and convection, and may be divided into four
stages. A similar sketch is shown in a previous work [5], but fluid
dynamics is not considered therein. In stage I, the droplet spreads
on the surface of the substrate to approach the equilibrium state
where the contact angle ¥ between the droplet and the substrate at
the triple junction, according to Young's law, fulfills the relation:
YvCOosY + ysy = vis. Here, vy stands for the surface/interfacial
tension of the i-j surface/interface and refers to L = liquid,
V = vapor and S = solid substrate. The difference of the spreading
in stage I from the consideration of Young's equation is, that with
time, the solid substrate dissolves into the droplet because the
solid-liquid interface is thermodynamically unstable according to
the phase equilibrium in the phase diagram [6]. The dissolution rate
depends on the thermodynamic and kinetic parameters. In stage II,
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Fig. 1. Sketch of the four stages for reactive wetting when an Al droplet is placed on
top of an Au substrate (a)—(d): In stage I, the droplet spreads on the substrate to form a
contact angle ¢ and meanwhile the substrate dissolves into the liquid phase by
diffusion. In stage II, an intermetallic phase Al;,Au, nucleates at the S-L interface. In
stage III, the intermetallic phase spreads in the horizontal direction due to diffusion
and the surface tension relation: yg; >vg + vy. In stage IV, the intermetallic phase
increases its thickness with time which is achieved by the diffusion of the Au atoms
into the liquid phase passing through the intermetallic phase. Here, the following
notations are used: L: liquid phase, S: solid phase, V: vapor, I: intermetallic phase.
Figures (a)—(d) are adapted from our previous work [5]. The difference is that capillary
flow caused by the capillary force, which is not considered in Ref. [5], is presently
incorporated, as illustrated by the green circles in the stage I. The capillary flow not
only affects the spreading of the S-L-V triple junction in the stage I but also influences
the movement of the S-I-V and L-I-V triple junctions when the stage transits from III to
IV. (e) is an experimental microstructure showing the formation of an intermetallic
layer in between the Al-liquid droplet and the Au-solid substrate. The microstructure is
obtained by a sessile droplet experiment [13]. (For interpretation of the references to
color in this figure legend, the reader is referred to the Web version of this article.)

the aluminum and gold atoms combine with a ratio of m:n, forming
a nucleus of Al,Au, at the solid-liquid interface. Which interme-
tallic phase is energetically favorable depends upon the difference
of the effective heat of formation [7]:
AH = AHpj Ay, — (MAHp + nAHp,). Although a single nucleus is
schematically illustrated in Fig. 1, a number of nuclei may actually
form at the S-L interface. In stage III, the intermetallic phase spreads
in the lateral direction due to a diffusion driven phase trans-
formation which is caused by the concentration gradient in the
intermetallic phase as well as by the surface tension relation [8]:
vsL > vs1 + Yo, where I denotes the intermetallic phase. Due to the
surface tension relation, the S-L-I triple junction is not stable inside
the droplet and the intermetallic phase grows in the lateral direc-
tion until it is in contact with the surrounding vapor phase. After
stage III, the L-S interface is completely covered by the intermetallic
layer. In stage IV, the thickness of the intermetallic layer increases
with time and the growth mechanism is diffusion and reaction.
Since Au is the predominant diffusant in the Al-Au system [9], the
Au atoms diffuse through the bulk of the intermetallic layer and
chemically react with Al atoms at the L-I interface, resulting in the
thickening of the intermetallic layer. The change of the thickness
d with time t follows the empirical expression [10—12]: d ~ t",
1/3 < n < 1. An experimental microstructure showing that the Al-

liquid droplet and the Au-solid substrate are completely separated
by an intermetallic layer is illustrated in Fig. 1 (e). The experimental
microstructure is obtained by a sessile droplet experiment, which is
described in detail in Ref. [13].

Since the droplet reacts with the base materials, the substrate is
not planar, and hence Young's law (which assumes a flat substrate)
is not applicable. As experimentally noticed [ 14,15], the dynamics of
the contact angle in the case of reactive wetting behave differently
from inert wetting. Aksay et al. [16] and Laurent et al. [ 17] proposed
that the contact angle due to reaction is expressed as
cost = cos?® + (ysp — ¥Y)/viv — AF/y1y, where 99 is the contact

angle without reaction as given by Young's law, ys and yJ, are the
interfacial tensions between the liquid and the solid after and
before the reaction, respectively, and AF is the change of the free
energy due to reaction. This relation has been widely employed to
interpret the contact angle in the process of reactive wetting
[14,18—20]. One unsatisfactory point of this relation is that it makes
no sense to discuss the S-L interfacial tension after stage Ill where
the solid-liquid interface is completely covered by the intermetallic
layer. Another flaw is that this relation is derived based on the
Young's equation which is for a static scenario and may not be used
for a dynamic situation like reactive wetting. It has been shown
[21,22] that the evolution of the contact angle in the process of
reactive wetting follows an exponential form: ¥ — 9. ~ exp(—t/x),
where ¥, is the equilibrium contact angle and y is the characteristic
time. After a sufficiently long time, the contact angle converges to
the equilibrium value ¥, which is obtained by considering the
equilibrium condition at the L-I-V triple junction [19,23], rather
than the non-existing equilibrium at the L-S-V triple point.

In contrast to the classic sharp interface model, the phase-field
model is a general diffuse-interface method to investigate
different mechanisms of phase transition [24,25]. This method has
been successfully applied to the studies of reactive wetting (see
Refs. [8,26,27,29—32]). In the literature, there are two types of
phase-field methods to model the reactive system. In the first type,
the system is considered to consist of three phases: solid, liquid and
vapor, and two components. Here, the solid and fluid phases (liquid
and vapor) are distinguished by the phase-field order parameter.
The liquid and vapor phases are modeled by a double well potential
and are characterized by the mass density of each component. In
this treatment, the gradient energy contribution from the phase-
field and the mass density are included and the model is in fact a
combination of the Allen-Cahn model with the Cahn-Hilliard
diffusion equation. This type of phase-field model has been used
by Wheeler et al. [31] for reactive wetting and by other researchers
for other applications [33,34]. In the second type, the system is
considered to comprise three phases: solid, liquid and vapor, and
three components: A, B and X, where A and B are metal elements of
a binary alloy and X is the main component of the vapor. In this
model, the gradient energy contribution from the concentration
has not been included and all the phases are characterized by the
phase-field order parameter. This model is in fact a coupling of the
Allen-Cahn model with the normal diffusion equation (not Cahn-
Hilliard). A key point of this model is that a ternary A-B-X phase
diagram has to be extended from the binary A-B phase diagram in
order to model the phase-boundaries and the phase equilibria of L-
V, S-V and I-V. This type of model has been originally used by Vil-
lanueva et al. [30] for reactive wetting and by other researchers for
other applications [35].

The second type of the phase-field model is applied in the
present work. As aforementioned, in the reactive wetting process,
intermetallic phases usually form between the liquid and the
substrate. The presence of intermetallic phases has not been
addressed in the phase-field studies of Wheeler et al. [31] and
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Villanueva et al. [30], until a subsequent work of Villanueva et al.
[8]. However, the ternary phase diagram in the work of Villanueva
et al. [8] seems not to be correlated to a realistic binary system. In
the current work, we present a phase-field model incorporating
diffusion, reaction and convection to investigate the reactive wet-
ting process with the formation of the intermetallic Al,Au phase in
the Al-Au system. The ternary-component concept of Villanueva
et al. [8] is herein adopted in order to capture all occurring phase
boundaries of L-V, I-V and S-V. In particular, we will attempt to link
the constructed phase diagram of four phases: solid, liquid, inter-
metallic and vapor for the three components: Al, Au and X as close
as possible to the realistic binary phase diagram of Al-Au [36].

In the mentioned phase-field models, the fluid velocity is
computed in both the solid and fluid phases, but the viscosity of the
solid phase is set to be at least 5 orders higher than that of the fluid
phases. In fact, the solid phase is supposed to be non-advective and
the convection in the solid can be neglected as long as the no-slip
boundary condition at the solid-fluid interface is able to be ach-
ieved. Based on a recent work in our group [37] which is developed
from the work of Beckermann et al. [38], we will introduce an
alternative multiphase and multicomponent phase-field model for
the investigation of reactive wetting. The way to model the fluid
flow is different from previous works [8,29—31] and the present
model is expected to be computationally cheaper than previous
ones. Additionally, previous works are mostly conducted in 2D. In
the current work, beside systematical studies in 2D, we will present
selected 3D simulations as well as some geometric interpretations
to show different evolution behavior of the contact angle in 2D and
3D and that the contact angle is even affected by the curvature,
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which has not been addressed in Young's equation.

For the computation of fluid dynamics, experimental data for
the temperature dependent density and viscosity are incorporated
in the model formulation. The phase-field simulations reveal that
the contact angle between the interfaces of the intermetallic layer
exhibits an exponential growth behavior for large interfacial ten-
sions of yy;, which is consistent with the aforementioned work. For
small values of y;;, the angle first decreases and then increases with
time. This evolution behavior is similar to the observation in the
model of Aksay et el. [16], but due to a different mechanism.
Furthermore, we shed light on the effect of capillary flow and the
formation of the intermetallic phase on the dynamic behavior of
the apparent contact angle of the droplet.

2. Phase-field approach

The used phase-field model [24,25] is a thermodynamic-
principle-based model, where distinct phases are separated by a
diffuse interface, in contrast to the conventional sharp interface
with zero interfacial width. In this diffuse interface method, a
vector of the phase-field order parameter ¢ = (¢4, ¢g, ¢y, ) Which
denotes the corresponding volume fraction of («, (8, v, ---) phases is

0 Vg — 9V,

introduced and the summation of the local volume fraction over all
the phases is unity. As such, the volume fraction of the a-phase is
one, i.e., ¢, =1, in the bulk a-phase and satisfies the relation,
0< ¢, <1, within the diffuse interface and is exactly zero in the
other bulk phases. The time evolution of the phase-field order
parameter is such as to minimize the free energy of the system. In
contrast to the sharp interface model [28], a significant advantage
of the phase-field model is that complex geometries for the in-
terfaces are implicitly tracked. For more details of the phase-field
approach and its applications, we refer to Refs. [39—41].

In this section, we present a multi-phase and multi-component
phase-field model incorporating diffusion, reaction and convection.
The coupling of the diffusion mechanism with the phase-field
model is an extension of our previous work [5]. One significant
difference of the present work from Ref. [5] is that fluid dynamics,
which is not included in Ref. [5], is incorporated in the current
phase-field model. Moreover, in contrast to the modeling of capil-
lary flow by setting high viscosity ratio for solid and fluid phases
(see Ref. [8] and the references therein), we propose an alternative
approach for the modeling of capillary flow, based on a fluid dy-
namic model of Beckermann et al. [38].

2.1. The basic phase-field model incorporating the diffusion
mechanism

The starting point for the phase-field model is the formulation
of the free energy functional of the system, which is postulated as
[25].

(1)

where Vis the volume occupied by the system with N phases and K
components, ¢ = (¢1, 92, +,¢y) and ¢ = (cq,cy, -++,Ck) are, respec-
tively, the vectors of the phase-field order parameter and the
concentration. f¢ is the concentration dependent bulk free energy
density of phase « and h(g,) is an interpolation function which is
chosen to be h(g,) = ¢,(3 — 2¢,) satisfying the condition h(1) =1
and h(0) = 0. A formulation of the bulk free energy density is given
in section 3. ¢ is a length parameter determining the width of the
diffuse interface and 7,4 is a modeling parameter which is related
to the interfacial tension of the «-g interface.

In the free energy functional .7 (¢, c) of Eq. (1), we adopt an
obstacle potential ~ ¢,¢g, in contrast to the double well potential ~

¢§<p§ in other phase-field models [8,29]. In the latter case, the

diffuse interface follows a hyperbolic tangent function and the
interfacial width is generally infinite large. In the former case, the
diffuse interface is depicted by a sinusoidal function and the
interface width is finite. Thus, by choosing the obstacle potential,
the computational effort has been significantly reduced since the
calculations are restricted to a finite diffuse interface, in contrast to
the calculations within an infinite diffuse interface for the double
well potential.
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The time evolution of the order parameter ¢, is such as to
reduce the free energy functional of the system and follows the
Allen-Cahn equation [42].

9y 0.7

ot~ e, U ()

T(p)e

where 7(p) = 33 Tos0a08/>_ > Pa®g IS a relaxation parameter in
g « g

which 7,4 is related to the kinetic coefficient of the a-( interface,
and ¢ is the Lagrange multiplier ensuring the constraint that the
summation of the local volume fraction ¢, over all the phases is
unity, namely, ZQJ:]% = 1. Here, the time derivative is defined in
the material-fixed Lagrange coordinate.

In comparison with the sharp interface model, we clarify several
concepts in the diffuse interface model. In the phase-field method,
an a-@ interface is given by the locus of ¢, = ¢g = 1/2, an a-3-
6 triple junction is defined as ¢, = g = 95 = 1/3, and an a-$-6-y
quadruple junction is given by ¢, = ¢g = 95 = ¢, = 1/4. A modi-
fied marching square algorithm has been used to identify the
interface and the contact angle at the triple junction. For readers
who are interested in the algorithm for qualitative angle mea-
surement in the phase-field model, we refer to Ref. [43].

The dynamics of the concentration are governed by the diffusion
equation

ac,» .

1 — _V.j..

At Ji 3)
Here, the diffusion flux j; is expressed as j; = —M;Vp;, where the

chemical potential y; is defined as y; := d,f and the chemical po-
tential gradients from other components are not considered. In
comparison with Fick's law for the diffusion flux j; = —D;(¢)Vc;, the
mobilities M; are related to the diffusivities Dj(¢) as
M; = Dj(¢) /0,1 With the fact that d¢u; = RgT/vmc; for ideal and
regular solutions, the mobilities are further expressed as

Mi = grDilo)ci (4)

where vy, is the molar volume, R is the universal gas constant,
Di(p) is the diffusion coefficient which is interpolated as
Di(p) = Zyle;?‘h(q;a). Here, D{ is the self-diffusivity of the i-th
component in the « phase.

To further derive a thermodynamically consistent diffusion flux,
we employ the isothermal and isobaric Gibbs-Duhem equation:
Zf(:lciVu,» =0, which is a thermodynamic relation derived from
the fundamental thermodynamic equation [44]. The Gibbs-Duhem
equation is reformulated as Vu; = Z]K:] (6 — ¢j)Vu;, where §j; is the
Kronecker delta. Thus, the diffusion equation is rearranged as

6(:1» w1,
S = Ve (L), ()

where the component L; of the matrix LerRK*K reads
Ly = ,{g—mTDici(éij—cj) and the vector pu is defined as

o= (11, )T €RK. It can be checked that the matrix L is sym-
metric and positive semi-define, which is consistent with Onsager's
theorem [45]. It should be pointed that the cross-terms L of the
mobilities are not due to the diffusion potential gradients of other
components j (j=1i), but as a result of the Gibbs-Duhem equation. In
comparison with Eq. (3), Eq. (5) is more thermodynamically
consistent because of the coupling of the Gibbs-Duhem equation.

2.2. Modeling of the capillary flow

The coupling of Eq. (2) and Eq. (5) enables to model the process
of reaction and diffusion. Yet, at liquid states the transfer of mass
consists of another contribution from convection for fluids with a
velocity of u. Taking convection into account, the evolution equa-
tions for the concentrations are expressed as [8].

aCl'
it TG = Y (o 0%, (6)

where the incompressibility condition V-u = 0 has been used to
simplify the convective part, namely, V-(uc;) =cV-u+u-Vvg;.
Incorporating the advective term into the phase-field equations
requires some additional modifications due to the presence of the
solid phases, as those are not supposed to experience any advec-
tion. For a solid-liquid interface, this requires setting the advective
term to zero for both phases, since the Lagrange multiplier due to
the sum-constraint will otherwise lead to an advection of both
phases with approximately half the velocity. As for the obstacle
potential the phase-field values in the bulk are constant, this does
not have any detrimental effect on the advection within a bulk
liquid region. The same principle can be applied in the general case
as long as there is only a single liquid phase present. When at least
two liquid phases are present at a given point, an advective inter-
action between them needs to be allowed, while it is still desirable
to keep the solid phases fixed. A simple way of (approximately)
fulfilling these requirements is to add the advective term only in
the liquid phases, which then leads to a normal advection in pure
liquid-liquid interfaces and is only modified through # in the
presence of additional solid phases [37]. This results in the phase-
field equations

Gl 0.7 X
T((p)e(Y +u-Vq)a> = “n Z. (7)

The fluid velocity u is interpolated as u = gu; + ¢sus. Here, u;
and u; are the fluid velocities in the solid phases (intermetallic and
substrate) and the fluid phases (droplet and surrounding), respec-
tively. In the solid phases, the fluid velocity us is assumed to be zero
and hence the fluid velocity is rewritten as u = ¢g;u;, where ¢, is
defined as ¢; = ¢-1, with I, =0 fora =S,Tand [, =1 for a =L, V.
According to Ref. [37] which is based on Ref. [38], the fluid velocity
is governed the following momentum balance equation

ou
p(o) (ﬁ + u-Vu) = —@;Vp + V-n(p) (Vu + VuT) + feap — Mf.
(8)

Here, p(¢) and 7n(¢) are the density and viscosity, respectively,
which are interpolated by the corresponding properties of the in-
dividual phases, namely, 1/p = Y (1/p,)¢,and 1/9=>"(1/1,)¢4- D

o o

is the pressure and M? :=T-Vg, is a dissipative interfacial stress
term which is used to achieve the no-slip boundary condition at the
solid-liquid interface. Here, T is the averaged viscous stress tensor
which is approximated as T = hn(1 — ¢;)u;®n/A, with A and h being
the interfacial width and a friction coefficient, respectively (see
Refs. [37,38] for the details). fcap is the capillary force acting on the
surface which may be modeled in a conservative manner

fcap = —V'Q, (9)

where the capillary  tensor is chosen to be
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Q = Zﬂ%'ﬁ(ﬁg <qaﬁ®qaﬂ - %qﬁgl)v with Qos = (PaV(Pﬁ - ‘Pﬁv(oav
a<

such that fcap is consistent with the capillary force g,gk,gn in the
description of sharp interface, where k,g and n is the mean cur-
vature and normal vector of the «-( interface.

The density and the viscosity of the liquid droplet are, respec-
tively, described by a linear expression [46].

pr=pi +pr(T —Tp), (10)
and by the Arrhenius equation [46].

_ Ea
n = 7]0&’@(@) (11)

The functional expressions of the temperature dependence of these
quantities for different compositions have been experimentally
measured and the results are reported in Ref. [46]. The coefficients,
p?, pr. Tr. M and E4 in Egs. (10) and (11) are determined by fitting
the experimental data.

The phase-field equations, Egs. (6)—(8) are discretized on a
mesh with a size of 200d;x200d, in 2D and
150dg x 150dy x 100d, in 3D by using the finite difference method,
where dj is the capillary length of the system and is determined as
[47]1dy = RZ%XZZ =~0.57 nm. The upwind differencing scheme is used
for the convective part. In order to have stable numerical simula-
tions, a dynamic time step [48].

2 (1 1 1 1 Ax Ay Az
At <Z!{Re —+—+—>, ; ; } 12
- 5{2 (sz Ay?2 * AZ2)’ |umax|’ [vmax|” |Wmax| (12)

has been used, where Re is the Reynolds number, Ax, Ay and Az are

8 L L L L L 4
3
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[=) » >
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Fig. 2. The dimensionless numbers Re and C as a function of temperature, based on the
experimental data for the density and the viscosity. Here, the Reynolds number Re,
which is a reflection of the viscous force relative to inertial force, is defined as
Re = p;doug /7, where the characteristic velocity u is expressed as Dy /dg. The tem-
perature dependent density p; and viscosity 7; are taken from the experimental data
[46] and the diffusivity D,% as a function of temperature is from Ref. [49]. The
dimensionless number C = VLMT pd[gz measures the strength of the capillary force rela-
tive to diffusion. o

the discretized spatial step in the x, y and z dimension, respectively,
and Umax, Vmax and Wpax are the maximal velocities in the x, y and z
direction, respectively.

In order to resolve the capillary length, the spatial step for the
discretization is set as Ax = Ay = Az = dg and the diffuse interface
has a width of 12d, by setting ¢ = 5dy. So, the size of the droplet
which can be simulated by the phase-field model is restricted by

Table 1

Parameters for the phase-field simulation.
Parameter Description Value Reference
do Capillary length 5.7365-10" 1 m
vm Molar volume 1.1-10~> m>/mol
Rg Universal gas constant 8.31J/(mol K)
ky Boltzmann constant 8.617-107> eV/K
D}/«, D'.L Diffusivity in vapor and liquid 1.91-107-exp (701}2”%&\,) m?s [49]
Df,DI-S Diffusivity in intermetallic and solid 0
Ax Discretization spatial step 5.7365-10"1° m
Ay Discretization spatial step 5.7365-101° m
Az Discretization spatial step 5.7365-101° m
At Discretization time step Eq. (12) [48]
T Relaxation coefficient 5.96 x 107 J/(m?)
e Interfacial width parameter 287 x10°m
Ny x Ny Simulation domain size in 2D 114.73 x 114.73 nm?
Ny x Ny x Nz Simulation domain size in 3D 86.05 x 86.05 x 86.05 nm>
TsL Surface tension of S-L 1.8874])/m? [5]
Ysv Surface tension of S-V 1.2813 J/m? [5]
v Surface tension of L-V 1.0769 J/m? [5]
v Surface tension of I-V 1.15]/m? [5]
Tsi Surface tension of S-I 0.4 ]/m? [5]
Ty Surface tension of L-I 0.1~ 1.4 ]J/m?
Yoo Higher order term for suppressing third phases 30J/m?
AEau_Au Bond energy of Au-Au 221.3 kJ/mol [50]
AEa;_al Bond energy of Al-Al 186 kJ/mol [50]
AEA_au Bond energy of Al-Au 326 kJ/mol [50]
p? Parameter for liquid density 229 g/cm® [46]
T Parameter for liquid density —2.51g/(cm? K) [46]
T Parameter for liquid density 934K [46]
Neo Parameter for liquid viscosity 0.214mPas [46]
Ey Parameter for liquid viscosity 14.3 kJ/mol [46]
ag Lattice constant 404.96 pm [52]
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the capillary length, the spatial step of the discretization and the
diffuse interface width. For parallel computing, the simulation
domain is divided into several sub-domains with the technique of
Message Passing Interface (MPI). For the capillary length of
doy = 0.57 nm, the present computation capacity allows to simulate
droplets on the scale up to micrometers. Because of high compu-
tational effort for computing fluid dynamics and in order to save
some computation time, the radius of the droplet is set on the scale
of nanometers in our phase-field simulations. In addition, as shown
in the supplemental materials, the size of the simulation domain
has a minor effect on the simulation results.

Two dimensionless numbers are used to characterize the
capillary flow. One is the Reynolds number Re which is defined as

Re = ”L‘f]—‘z”" and is an evaluation of the viscosity force relative to the

inertial force. Here, the characteristic velocity ug is defined as

ug := Dp;/dpy, where the temperature dependent expression for the

self-diffusion coefficient of Al referring to Ref. [49] is shown in

Tab e 1 The second dimensionless number is defined as
d?

C - Vm n DZ ’
force relatlve to diffusion. The two dimensionless numbers as a
function of temperature are shown in Fig. 2.

As depicted in Ref. [5], the surface tensions of S-L, S-V, L-V and I-
V are estimated by a nearest neighbor bond-breaking model

which is a reflection of the strength of the capillary

1 AE N
Ti= 5 % g5zn, <KX A (13)

where AE is the bond energy as shown in Ref. [50] and tabulated in
Table 1, Z is a coordination number and we have Z = 12 for face
centered cubic (fcc) crystals of Al and Au, and N, is the Avogadro
constant. The number of bonds in one mole crystal is 0.5ZN,4 and
the energy per bond writes AE/0.5ZN,. The parameter k denotes
the number of broken bonds per atom. For a fcc structure, each
atom in a (111) surface is connected to 9 atoms and there are 3
dangling bonds. Thus, to create two (111) surfaces, 3 bonds per
atom on average has to be broken [51]. The ratio N/A measures the
number of atoms per area. For fcc crystals in the (111) plane, the
number of atoms per area is expressed as N/A = \/_ - [51], where ag

is the lattice constant [52]. The factor 1/2 in Eq. (13) refers to half
the work to break a bond apportioned to that atom and the other
half of the surface energy addresses the other side of the bond.

The bond energies of Au-Au, Al-Al and Al-Au are used to
calculate the surface energies of solid-vapor sy, liquid-vapor vy
and solid-liquid vg;. The bond energy in the intermetallic phase
AlbAu has not been tabulated in literature and is supposed to be
calculated by the weighted mean value: (2AEx_a; + AEpu_au)/3,
resulting in a surface tension of v, = 1.15 J/m?. The surface ten-
sions of liquid-intermetallic and solid-intermetallic are parameters
to computationally explore the influence on the phase transition
and microstructure formation process. The surface tensions as well
as other parameters for the phase-field simulation are shown in
Table 1.

3. A general concept based on a four-phase-three-component
system

In the current study, we consider four phases: an Al-rich liquid
phase, an Au-rich solid phase, an intermetallic Al;Au phase and the
surrounding-vapor phase. In order to model the evolution of such a
four-phase system, a ternary Al-Au-X phase diagram has been
constructed by an extension of the binary Al-Au phase diagram
[36]. Here, X represents the main component of the surrounding-
vapor phase.

The free energy densities for the liquid, solid and vapor phases
are formulated as the ideal solution model

3
e, T) = Y (66 + ReTeIngs), (14)

=

where ¢, ¢§ and c§ are the mole fractions of Au, Al and X in phase a,
a=S, L, V,and Gf, G5 and G§ are constants to be determined. The
free energy density of the intermetallic phase is chosen to be a
regular solution form considering only the interaction between Al
and Au

(1) = i:(c]’.GHRch}mc}) +wchch, (15)
Jj=1

where w, G}, G, and G} are coefficients to be determined.
Applying the strategy and the following condition from Ref. [5].

0uf" = 0, (16)
daft =0sf°, (17)
f CLf Cl 7achLC2 —fsfacffsﬁfacgfscg. (18)

we obtain a ternary phase diagram of Al-Au-X for four phases:
liquid, solid, intermetallics and vapor, as shown in Fig. 3. The
ternary phase diagram inherits one important feature of the binary
Al-Au phase diagram. The equilibrium mole fractions of Al and Au
at the phase boundary cx = 0 coincide with the binary phase dia-
gram. When the mole fraction of X tends to zero, the equilibrium
mole fractions of Au in liquid and solid are higher than that in liquid
and intermetallic phases. Due to this property, the solid substrate
dissolves into the liquid phase with time when an Al-droplet is
placed on top of an Au-solid substrate.

Liquidus for L-S ——
X Solidus for L-S =—
N1 Liquidus1 for L-I ——
Intermetallic1 for L-| —
Liquidus2 for L-I
Intermetallic2 for L-I
Liquidus for L-V
Vacuum for L-V
Solidus for S-V ——
Vacuum for S-V —
Concentration in L
%, Concentration in S
2 Concentrationin| @
17 Concentration in V

o

<
(®}
0
>

I

Ny RN A, )
Al Ty “Au
0 0.2 AzAu0.4 0.6 0.8 1
Mole fraction of Au

Fig. 3. Assessed ternary phase diagram at a dimensionless temperature of T/T;, = 1.2:
solid and dashed blue lines denote the equilibrium mole fractions of Al, Au and X in
liquid and solid phases considering the thermodynamic equilibrium between solid and
liquid. The other lines are interpreted analogously according to the legends. The circle
points indicate the initial concentration for the phase-field simulations. The con-
structed diagram is adapted from our previous work [5] and is presented here for a
better understanding of the current work. (For interpretation of the references to color
in this figure legend, the reader is referred to the Web version of this article.)
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4. Simulation results and discussion

4.1. The evolution of the intermetallic ALAu phase in the process of
reactive wetting

At the beginning, a nucleus of the intermetallic Al,Au phase is
placed at the liquid-solid interface. The mole fractions of Au, Al and
X in the L, S, I and V phases are set as (0.2, 0.7, 0.1), (0.7, 0.2, 0.1),
(0.33, 0.66, 0.01), (0.0988, 0.065, 0.8362), respectively, as indicated
by the circles in Fig. 3. The mole fraction of X in the solid and liquid
phases is set as 0.1, which seems to be a qualitative value. On the
one hand, the realistic solubility of Au and Al in the vapor phase has
not been tabulated in literature and the quantitative values are hard
to be addressed. On the other hand, the present study focuses on
the growth of the intermetallic phase due to the reaction between
the solid and liquid phases, rather than the phase transition with
the vapor phase. The non-zero mole fraction of X in the solid, liquid
and intermetallic phases is set only to capture the phase boundaries
of S-V, L-V and I-V. Despite the mole fraction of X being qualitative,
these settings give rise to phase equilibria between the vapor phase
and the other phases to ensure that there is no phase transition
taking place at the interfaces of S-V, L-V and I-V. Also, the capillary
flow instead of diffusion dominates the evolution of the interfaces
of S-V, L-V and I-V and thus, the qualitative setting of the concen-
tration of X does not affect the simulation results. In addition, the

equilibrium contact angle is solely determined by the
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Fig. 4. Phase-field simulations of reactive wetting in 2D without fluid dynamics for
Yy =0.6 J/m?: (a) The angle @ (see the inset) between the upper and lower interfaces
of the intermetallic phase as a function of time, where the temporal evolution is
divided into two stages: S1 and S2, which are separated by the vertical dashed line. (b)
The time evolution of the microstructures during the stages S1 and S2. Here, different
phases are characterized by the phase-field order parameter, as indicated by the color
bar. (For interpretation of the references to color in this figure legend, the reader is
referred to the Web version of this article.)

corresponding surface tensions rather the concentration. We note
that the concentrations of X in the solid and liquid phases have
been set within the order of 0.1 and the concentrations of the metal
elements in the vapor phase are on the order of 0.01 in the work of
Villanueva [8].

Fig. 4 illustrates the time evolution of the intermetallic phase for
a surface tension of y;; = 0.6 J/m?. The temporal evolution of the
intermetallic phase is quantified by measuring the contact angle ¢
as a function of time, as depicted in Fig. 4(a). We see that the angle §
rapidly decreases with time and, after reaching a minimum value of
about 10°, it gradually increases with time. After a certain time
(tDa1/d3 > 100), the angle 6 does not change significantly with time,
maintaining a constant value of 35°. According to the evolution
behavior of the angle, we divide the #-t diagram into two stages: S1
and S2, which are separated by the vertical dashed line.

The evolution of the angle # shown in Fig. 4(a) is comprehended
by analyzing the corresponding microstructure evolution. In stage
S1, the nucleus, which is represented by the orange phase in
Fig. 4(b), spreads in the horizontal direction due to the surface
tension relation, yg; > v + 7y In the spreading process, the angle ¢
rapidly decreases with time to wet the solid-liquid interface in
order to reduce the total surface energy. Because of the surface
tension relation, it is impossible for the intermetallic phase to stay
inside the droplet. With time, provided that the volume of the
intermetallic phase is sufficient, the intermetallic layer moves
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Fig. 5. The distribution of the concentration of Al, Au and X and the phase-field order
parameter at a simulation time of 9.72 ns for y;; = 0.6 J/m? without fluid dynamics: (a)
Contour plot of the concentration distribution of Au (left image) and the index of the
phase-field (right image). (b) Distribution of Au, Al and X along the magenta dashed
line marked in (a).
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outside the Al-droplet and approaches direct contact with the va-
por phase. Thereafter, two triple junctions, L-I-V and S-I-V are
established and the evolution of the contact angle enters stage S2.
In this stage, the angle # gradually increases with time to fulfill the
force balance condition at the two triple junctions, until it reaches
the equilibrium value of about 35°.

The dynamic behavior for the intermetallic phase, either inside
or outside the droplet, is very hard to capture by real experiments
because of the non-transparency of the alloy system. So, it is
difficult to quantitatively compare the simulation results with ex-
periments. However, qualitatively similar microstructures have
been observed in experiments [53], where the intermetallic layer is
in contact with the surrounding phase and two triple junctions are
formed (see Fig. 1(e)). It is necessary to emphasize that both, the
contact angle at the triple points as well as the resulting micro-
structure are significantly affected by the surface tension of vy, the
effect of which will be addressed in section 4.2.

Fig. 5(a) portrays the distribution of the concentration of Au and
the phase-field order parameter at a simulation time of 9.72 ns for
vy = 0.6 J/m?. The distributions of the species Au, Al and X along
the vertical dashed line are displayed in Fig. 5(b). The concentration
of Au varies from 0.7 to 0.2 across the intermetallic Al,Au layer from
the solid phase to the liquid phase. It is noted that the concentration
ratio of Al to Au is about 2 in the intermetallic phase and that there
is a concentration gradient in the bulk of the intermetallic phase.
Due to the concentration gradient, the intermetallic phase grows in
the vertical direction and its thickness increases with time. Because
of the phase transition, the volumes of the solid and liquid phase
both are consumed with time, in contrast to the inert wetting,
where the volumes of the phases are conserved.

4.2. Effect of the surface tension vy on the growth of the
intermetallic layer

In the process of reactive wetting, the concentrations in the
liquid and intermetallic phases do not necessarily remain constant
and may vary with time due to diffusion and reaction. From the
Gibbs adsorption relation, we know that the surface tension de-
pends on the interfacial concentration. So, the surface tension may
not be a constant value during reactive wetting. The dependence of
the surface tension on the concentration is expressed as dy = I'dc
[54], where T is the surface excess coefficient. Since the coefficient
I" for the Al-Au system has not been tabulated in literature, we do
not change the surface tension of y; with time for simplicity, but

1 = 0.6
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aim to investigate how the microstructures are affected by different
constant surface tensions.

Fig. 6 shows the effect of the surface tension vy;; on the growth of
the intermetallic layer. Fig. 6(a)-(d) correspond to the microstruc-
tures at the same simulation time of 15.74 ns, where the contact
angle has already reached steady-state. For y;; = 0.1 J/m?and Yu =
0.6 J/m?, as depicted in Fig. 6(a) and (b), respectively, the inter-
metallic phase spreads in the horizontal direction and finally is in
contact with the vapor phase. In these two cases, two triple junc-
tions, L-I-V and S-I-V are formed. The contact angle at the triple
junction can be estimated according to the rule of Neumann's tri-
angle. With an increase of the surface tension vy;; to 1.0J/m? a
quadruple junction is temporally formed, as illustrated in Fig. 6(c).
This value of surface tension indicates a morphological transition
from spreading to engulfment of the intermetallic phase. A further
increase in the surface tension vy}, gives rise to a different scenario,
as portrayed in Fig. 6(d), where the growth of the intermetallic
phase in the horizontal as well as the vertical direction has been
significantly suppressed. In contrast to the cases in Fig. 6(a), (b) and
(c), the intermetallic phase locates inside the primary liquid droplet
accompanied by triple junctions of L-I-V and S-L-V.

To further explore the growth of the intermetallic phase in the
process of reactive wetting, we measure the change of the angle ¢
with time and the results are presented in Fig. 6(e). We observe
that for y;; = 0.1, 0.6 and 1.0J/m?, the angle first decreases and
then increases with time after passing through a minimum,
similar to the observation in Fig. 4. Before reaching the minimal
value, the decreasing rate of the angle is higher for a smaller
surface tension of vyy;. This is due to the fact that the driving force
for the spreading of the intermetallic layer is expressed as
Yis — (vs1 + ) and increases with a decrease of the surface ten-
sion of ;. After passing through the minimal value, the inter-
metallic phase is in contact with the surrounding vapor phase. In
this stage, the angle increases with time and converges to different
values depending on the surface tension of v;. For a higher surface
tension of y; =14 J/m?, the contact angle monotonically de-
creases with time and reaches an equilibrium value of 35° without
passing through an obvious minimum, as depicted by the solid
orange circles. There is a slight increase of the angle from 32° to
35° from the time 7 ns—9ns. This slight change of the contact
angle is due to the non-synchronized evolution rate of the L-I and
S-I interfaces for the formation of the equilibrium angle. The L-I
interface evolves much faster that the S-I interface because of a
higher Gibbs-Thomson coefficient as a result of a larger surface
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Fig. 6. Effect of the surface tension v;; on the growth of the intermetallic layer without fluid dynamics: (a), (b), (c) and (d) correspond to the microstructures at a simulation time of

15.74 ns for y; = 0.1 J/m?, vy

=0.6]J/m? v;; = 1.0 J/m?, and y;; = 1.4 ]/m?, respectively. (e) shows the contact angle 6 as a function of time for different surface tensions v;. The

square and circular symbols stand for the simulation results and the lines are used to guide the eye. Here, the definition of the angle § is referred to Fig. 4(a).
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tension. When the L-I interface is almost flat because of the larger
surface tension, the S-I interface is still moving into the solid phase
to open the angle between the L-I and S-I interface, in order to
fulfill the Neumann's condition at the S-L-I triple junction.

We remark that the liquid-intermetallic interfacial tension is
very hard to experimentally measure. Also, it should be noted that
the apparent contact angle, which is experimentally determined to
estimate the corresponding surface tension, is not the direct con-
tact angle between the liquid and solid phases (see section 4.3),
because of the formation of the intermetallic layer in between the
Al-liquid and Au-substrate. Hence, one should be careful when
using the measured apparent contact angle to evaluate the surface
tension. In addition, we know that the interfacial tension changes
with concentration for a fixed temperature. So, the distinct simu-
lated microstructures for different surface tensions of vy;; may
correspond to the cases of different compositions. If the concen-
tration changes with time, the surface tension also varies with time.
In most cases, the surface excess coefficient I' is positive [54,55] and
the surface tension increases with time with an increase of the
concentration. For such a dynamic surface tension, we expect the
following transition for the microstructures: Movement of the S-I-L
triple junction towards the S-L-V triple junction — Formation of
the S-I-V and L-I-V triple junctions (Fig. 6(a)) — Degeneration of
the S-I-V and L-I-V triple junctions due to the increase of the surface
tension — Reestablishment of the S-I-V and L-I-V triple junctions
(Fig. 6(d)). Moreover, the parametric studies for the surface tension
effect on the formation of the intermetallic compound in this sec-
tion may provide guidance for industry applications, such as how
the microstructure is affected by adjusting the surface tension,
which can be achieved, for example, by adding a small amount of a
third element.

4.3. Effect of capillary flow on the spreading of the droplet and the
growth of the intermetallic phase

As shown in the introduction section, the evolution of the
contact angle in the reactive wetting process follows the expres-
sion: ¢ — Y. ~ exp(—t/x). Previous phase-field simulations [29]
have been devoted to investigate the dynamic contact angle but the
formation of the intermetallic phase is not considered. Sessile
droplet experiments [23] have shown that the occurrence of the
intermetallic phase results in the breakup of the S-L-V triple
junction into S-1-V and L-I-V junctions. Thus, the final equilibrium
contact angle as well as the dynamics is expected to be affected by
the intermetallic phase. Although intermetallic phases have been
incorporated in the phase-field studies in Ref. [8], it lacks
comparative studies for the dynamic contact angle with and
without intermetallic phase, and, therefore, how the spreading and
the final equilibrium angle ¥, is affected by the formation of the
intermetallic phase has not yet been revealed. Moreover, the nat-
ural capillary flow has a significant effect on the spreading of the
droplet [8]. In contrast to our previous work [5] where capillary
flow is not considered, we herein present comparative studies with
and without capillary flow.

In this section, we consider four different setups: (i) without
capillary flow and with intermetallic phase, (ii) with capillary flow
and with intermetallic phase, (iii) without capillary flow and
without intermetallic phase, and (iv) with capillary flow and
without intermetallic phase. The effect of capillary flow on the
spreading of the droplet as well as on the growth of the interme-
tallic phase is explored by comparing the time evolution of the
contact angle in the considered four scenarios.

Fig. 7(a) illustrates the time evolution of the apparent contact
angle for the cases (i)-(iv). Here, the contact angle ¢ refers to the
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Fig. 7. Effect of capillary flow and of the formation of the intermetallic phase on the
temporal evolution of the microstructures: (a) Time evolution of the apparent contact
angle v (see (b) and (d) for the illustration of ¥) for four different scenarios: (i) Without
capillary flow (CF) and with intermetallic phase (IP), (ii) with CF and with IP, (iii)
without CF and without IP, and (iv) with CF and without IP. (b)—(d) illustrate the
microstructures for cases (i)-(iv), respectively, where the angle ¢ has reached its
equilibrium value. The arrows in (c) and (e) depict the vector field for the convection
and the values of the fluid velocity are referred to the corresponding color bars. Here,
we set y; = 0.1 J/m? when the intermetallic phase is present. For computing the
capillary flow, the dimensionless number is set as C = Rgng/(umpLDlz\l) = 1000. (For
interpretation of the references to color in this figure legend, the reader is referred to
the Web version of this article.)

exterior angle between the liquid phase and the substrate, inde-
pendent from the presence of the intermetallic phase, as illustrated
in Fig. 7(b) and (d). It is noted that the angle ¥ is different from the
angle § between the upper and lower interfaces of the intermetallic
phase as indicated in Fig. 4. We see that in all cases, the contact
angle ¢ exponentially converges to constant values. This kind of
exponential evolution of the contact angle is consistent with pre-
vious experimental works [21,22]. The difference is that the contact
angle converges to a value of around 95° in cases (i) and (ii), and to a
value of about 75° in cases (iii) and (iv).

The different values of the converged angles in Fig. 7(a) can be
well understood by analyzing the corresponding microstructures
which are displayed in Fig. 7(b)—(e). The microstructures including
the intermetallic Al,Au phase without and with capillary flow at a
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Fig. 8. Temporal change of the phase field ¢, (a) and the concentration of Au (b), corresponding to the simulation setup in Fig. 7(c). Here, the arrows stand for the convection
vectors of the capillary flow and the values for the velocity are referred to the color bars at the top of each figure. The color legends for the phase field and the concentration are
shown at the right hand side of the images. The simulation time in (b) for the concentration is the same as in (a) for the phase field. (For interpretation of the references to color in

this figure legend, the reader is referred to the Web version of this article.)

simulation time of 9.72 ns and 2.73 ns are illustrated in Fig. 7(b) and
(c), respectively. The simulation results for cases (iii) and (iv) are
shown in Fig. 7(d) and (e), respectively. As can be seen from the
figures, with the consideration of the intermetallic phase, the liquid
phase and the substrate are not in direct contact with each other
and the final contact angle ¥, is therefore not determined by the
equilibrium condition at the S-L-V triple junction. So, the
converging angle of 95° in cases (i) and (ii) is a result of the equi-
librium condition at the two triple points of S-I-V and L-I-V.
Contrarily, the equilibrium angle of 75° in cases (iii) and (iv) is fixed
by the force balance at the S-L-V triple junction. Another observa-
tion in Fig. 7(a) is that the rate of convergence in the case with
capillary flow is faster than in the case without capillary flow since
the mass transfer in the former case consists of diffusion and
convection, and in the latter case is only caused by diffusion.

A closer comparison between Fig. 7(b) and (c) reveals that the
intermetallic layer at the converged states of the contact angle is
thinner when capillary flow is considered. The inhibition effect of

0 m/s 24.62 m/s

49.25 m/s

0 m/s 17.00 m/s

33.00 m/s

the capillary flow on the thickness of the intermetallic phase is due
to the following two factors: (i) The first factor is the difference in
the time scales of diffusion and convection. As shown in Fig. 7(a),
the convergence of the contact angle due to convection takes less
time than for pure diffusion. In both cases, with and without
capillary flow, the growth of the intermetallic phase is dominated
by diffusion. So, when the capillary flow is considered, the inter-
metallic layer has less time for the diffusion-dominated growth and
the corresponding evolution seems to be inhibited. (ii) The second
factor is the convection of the capillary flow. The time evolution of
the intermetallic phase with capillary flow (C = 1000) for the phase
field is illustrated in Fig. 8(a). The corresponding temporal evolu-
tion of the concentration of Au in Fig. 8(b) shows that the Au species
is convected from the bulk of the droplet to the triple point to
enhance the kinetics near the region of the triple junction. Hence,
the Au-component is accumulated near the triple junction and is
reduced at the L-I interface. Regarding the fact that the predomi-
nant diffusant for the growth of the intermetallic phase is Au [9],

0 m/s 8.54m/s  17.07 m/s

Fig. 9. Time evolution of the phase field and the convection field of the capillary flow for a stronger capillarity with C=10000. The legend for the phase field is shown at the right
hand side of the second image. The arrows in the first three figures represent the vectors for the capillary flow and the values of the velocity are indicated by the color legends at the
top of each figure. The right most figure illustrates a magnification of the S-I-L and S-V-L triple junctions. (For interpretation of the references to color in this figure legend, the

reader is referred to the Web version of this article.)
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the reduction of the Au-component at the L-I interface gives rise to
a slow kinetic for the intermetallic layer.

A further increase of capillary flow by artificially increasing C to
10000 results in a stronger inhibition effect for the growth of the
intermetallic phase. This effect can be see in Fig. 9. The motion of
the S-L-V triple junction at the initial state is driven by the capillary
flow, whereas the movement of the S-I-L triple point is due to
diffusion. Increasing the capillary flow accelerates the spreading
speed of the S-L-V triple junction and may lead to a microstructure
where the S-I-L triple point stays behind the S-L-V triple junction,
as shown by the third image and the magnified figure in Fig. 9.
Though the S-I-L triple point is not stable according to Young's law,
triple points of S-V-I and L-V-I cannot be established since the
volume of the intermetallic phase is not sufficient large to
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Fig. 10. Different evolution behavior of the contact angle ¥ in 2D and 3D for y;; = 0.6 ]/
m? without capillary flow: (a) illustrates the temporal evolution of the contact angle
in 2D and 3D from the phase-field simulations. The upper and lower insets are the
microstructures in 2D and 3D, respectively, at the same simulation time of 1.47 ns. (b)
shows the analytical calculation of the contact angle for a S-L-V triple junction in 2D:
cosvp = (Ysv — Yis)/YLv. following Young's law. In contrast, the contact angle in 3D is
estimated as cosvsp = (Ysy — Yis — Ye)/YLv» Where 7y, is an additional tension (red
arrow) due to the increase of the dimensionality. (d) explains the reason for the
appearance of v,. The triple junctions in 2D (green points) transform to a triple line
(the red circle) which has a tension ¢. Geometric analysis shows that the line tension ¢
has an inward contribution, as indicated by the red arrows in (c) and (d), to the force
balance at the S-L-V triple junction. The scenario with two triple lines of S-I-V and L-I-V
when the intermetallic phase is present is depicted in (e). (For interpretation of the
references to color in this figure legend, the reader is referred to the Web version of
this article.)

completely wet the S-L interface. Also, from the experimental data,
the dimensionless number C (see Fig. 2) cannot reach a value of
10000, which is assumed for the study in Fig. 9. So, the micro-
structure in Fig. 9 is unlikely to be observed in experiments.
However, we learn from Fig. 9 that the intermetallic phase can be
greatly suppressed in the lateral as well as the vertical direction by
increasing the capillary effect.

4.4. 3D simulation

In this section, we present selected three-dimensional simula-
tions for the reactive wetting. To reduce the computational time,
half of the configuration is considered in a simulation domain of
150dg x 150dgy x 100dy and the complete setup containing a full
droplet is reconstructed according to the axis-symmetrical prop-
erty. The purpose of this section is to reveal different evolution
behavior of the contact angle in 2D and 3D, and also to explore the
3D microstructures with and without capillary flow.

Fig. 10 compares the different evolution behaviors of the contact
angle ¥ in 2D and 3D. The time evolution of the contact angle ¥ for a
surface tension v;; = 0.6 J/m? without capillary flow is shown in
Fig. 10(a). From the comparison, the evolution rate of the contact

t=1.19 ns t=2.18 ns
= N
tF SO,
S-I-L S-L-V

S-1-L-V
()

Fig. 11. Reactive wetting incorporating the growth of the intermetallic phase in three
dimensions for y;; = 0.1 J/m?: (a) and (b) depict the microstructures without and with
capillary flow (CF) at the same simulation time of 1.34 ns. In the former case, the triple
lines of S-I-V and L-I-V are established, whereas in the latter case, the intermetallic
phase is inside the droplet. The comparison shows that the liquid phase spreads faster
in the latter case and the growth of the intermetallic phase is relatively inhibited. (c)
and (d) are the top and bottom views of the microstructure with CF (C=1000) at a
simulation time of 2.32 ns, where triple lines of S-I-V and L-I-V are formed. Here, the
green arrows stand for the vector field of the convection. (e) shows the transition of S-
I-L and S-L-V triple junctions into a S-L-I-V quadruple junction and the dissociation of
the S-L-1-V quadruple junction into S-I-V and L-I-V triple junctions with CF from the
phase-field simulations. In the first and last images, the gray, magenta and orange lines
correspond to the isolines of ¢; =1/3, ¢; =1/3 and ¢g = 1/3, respectively. The
intersection points correspond to the triple junctions. It is noted that the interface is
located at ¢; = 1/2 as shown by the dashed line at the right most image. The isolines of
¢; = 1/4 for different phases are shown in the second image, where the quadruple
junction is given by the locus of g5 = ¢; = ¢; = ¢y = 1/4. (For interpretation of the
references to color in this figure legend, the reader is referred to the Web version of
this article.)
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angle in 3D is slower than that in 2D and the angle in 3D is smaller
than the one in 2D at the same considered time. For a S-L-V triple
junction, the equilibrium contact angle in 2D is given by
cos¥,p = (Yis — Ysv)/YLv. as shown in Fig. 10(b) following Young's
law. In contrast, the following interpretation shows that the contact
angle in 3D is given by cosd3p = (Y15 — Ysv — Ye)/YLv» Where v, is
an additional contribution due to the increase of the dimension-
ality. In contrast to the presence of two triple junctions in 2D, a
curved triple line appears in 3D, as shown by the red circle in
Fig. 10(d). According to Ref. [56], the curved contact line has a
tension ¢, which has a unit of J/m. Considering the force balance on
an infinitesimal arc with a length of dfR along the triple line on the
plane parallel to the substrate, the tension ¢ has the contribution:
20sin(df/2)=adf, in the inward radial direction, as illustrated in
Fig. 10(d). Here, df is an infinitesimal angle and R is the base radius
of the contact line. The contribution ¢df by the length of the arc ddR
yields a tension per unit length: v, := ¢/R (unit: J/m?, the same unit
as surface tension), as illustrated by the red arrow in Fig. 10(d). This
additional contribution changes the force balance at the S-L-V triple
junction, as depicted in Fig. 10(c). When the intermetallic phase is
present, two contact lines of L-I-V and S-I-V appear (Fig. 10(e)) and
the contact angle is affected by the third dimensional contribu-
tions: y! and v2. Because of this contribution, the driving force in
3D is reduced and the convergence rate is consequently decreased.
It should be emphasized that the contribution v, has a dependence
on the base radius of the droplet and, therefore, the contact angle in
3D is also affected by the size of the droplet, which is consistent
with the experimental report [57].

Fig. 11(a) and (b) show the 3D microstructures at the same time
of 1.34 ns without and with capillary flow, respectively. In the
former case, triple lines of S-I-V and L-I-V are established, whereas
in the latter case, the intermetallic phase is inside the droplet. The
comparison reveals that the droplet spreads faster and the growth
of the intermetallic phase is inhibited when capillary flow is taken
into account, similar to the observations in Figs. 7 and 9. In the case
with capillary flow, the intermetallic phase moves outside the
droplet with time and triple lines of S-I-V and L-I-V are formed.
Fig. 11(c) and (d) portray the top and bottom views of the micro-
structures with S-I-V and L-I-V triple lines including the convection
field at a simulation time of 2.32 ns. In all cases with and without
capillary flow in 2D and 3D, the quadruple junction S-L-I-V is a
transient state and dissociates into two triple junctions. The
dissociation process when capillary flow is considered is shown in
Fig. 11(e). The dissociation can be explained by the criteria pro-
posed by Cahn et al. [58] (see Ref. [5] and the references therein).

5. Conclusion

In summary, by taking Al-Au as an exemplary system and by
using a phase-field approach incorporating diffusion mechanisms,
we have explored the complex reactive wetting process involving
phase transition and fluid dynamics. Differing from our previous
work [5], the following new achievements have been obtained in
the present work: (i) The wettability of the system is enhanced
because of the formation of the intermetallic phase, which can be
seen by the comparative studies for the contact angle with and
without intermetallic phase in Fig. 7. The wettability can also be
improved by decreasing the surface tension v, similar to the
finding in Ref. [8]. (ii) The phase-field studies show that the contact
angle between the upper and lower interfaces of the intermetallic
phase exhibits a non-monotonic growth behavior, as shown in
Fig. 4. (iii) A geometric interpretation as well as comparative
studies for the 2D and 3D reactive wetting reveals that the contact
angle in 3D is determined not only by the surface tensions but also

by the so-called line tension as well as the curvature. The geometric
analysis shown in Fig. 10 has not been presented before. (iv) The
growth of the intermetallic phase is inhibited by increasing the
capillarity.

We remark that in the reactive wetting process, there are two
time scales. One is related to diffusion and is relevant for the motion
of the S-I-L triple junction as well as for the growth of the inter-
metallic phase. Also, at the beginning state when the droplet is
directly in contact with the solid-substrate, the Au-substrate dis-
solves into the liquid-droplet by diffusion. The second time scale is
set by the capillary flow, which is responsible for the movement of
S-L-V and L-I-V triple points and enhances the kinetics of the cor-
responding triple junctions.

An emphasis in the reactive wetting process is the instance that
the solid-substrate is not in direct contact with the droplet after the
complete covering of the intermetallic layer at the S-L interface. In
this scenario, it makes no sense to apply the Young's law:
cosv = (yYsy — YsL)/ YLy, Neither to evaluate the contact angle nor to
estimate the surface tension according to the observed angle. The
Young's equation might be used to calculate the contact angle be-
tween the solid and liquid phases, if the S-L-V triple junction is
dominated by the capillarity and the contact angle reaches a tem-
porary equilibrium value prior to the formation of the S-I-V and L-I-
V triple points. But it should be noted that this equilibrium state is
transient. A more comprehensive study on the transient state has to
rely on more precise thermodynamic and kinetic database, such as
surface tensions and diffusivities.

Another vital parameter which has not been explored in the
present work is the interfacial kinetic coefficient, which is related to
the phase-field modeling parameter 7(¢). Presently, we have set a
uniform value of 7,4 = 5.96-107 J/(m®%s) for all the interfaces and
the corresponding interfacial kinetic coefficient is in the magnitude
of 1 cm/(sK), which is consistent with experimental data for alloy
systems [59]. The kinetic coefficient may have two effects on the
reactive wetting process: (i) Non-uniform kinetic coefficients can
lead to non-synchronized evolution rate of the interfaces. While the
faster kinetic interface is already in equilibrium, the lower kinetic
interface is still adjusting to the equilibrium state. Therefore, the
convergence rate of the contact angle is restricted to the evolution
speed of the slower kinetic interface. (ii) The kinetic coefficient
impacts the evolution rate of the S-L-I and S-L-V triple junctions.
The proceeding rate of the S-L-I triple junction towards the S-L-V
triple junction, which is affected by the kinetic coefficients of the
two triple junctions, determines the time scale for the convergence
of the contact angle. As the phase-field evolution is proportional to
v/7 (see Eq. (7)), increasing the kinetic coefficient has an identical
effect as decreasing the surface tension, and hence, enhances the
wettability of the system, as demonstrated in Fig. 6. Uniform phase-
field mobilities 7 have been also used in Ref. [8]. A further study
using inhomogeneous phase-field mobilities is demanded.
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