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Zusammenfassung

Die Eigenschaften des Nachlaufs einer Windturbine werden für verschiedene im Laufe
eines Tages in einer turbulenten Grenzschicht auftretende atmosphärische Schichtungen
mit Grobstruktursimulationen mit dem Strömungslöser EULAG untersucht. Dafür wurde
eine Methode zur Erhaltung der Hintergrundturbulenz für Windturbinensimulationen mit
offenen Randbedingungen in Strömungsrichtung entwickelt. Dies wird durch das Aufprägen
der turbulenten Fluktuationen in der spektralen Energieverteilung einer neutralen Grenz-
schicht ermöglicht. Weiter lässt sich damit das permanente Einlesen von turbulenten
Einströmprofilen in die Windturbinensimulationen vermeiden. Zusätzlich wurden ideali-
sierte Tagesgangsimulationen über homogenen und heterogenen Oberflächen durchgeführt.
Der Tagesgang zeigt einen signifikanten Einfluss auf den Wind und die Turbulenz in der
atmosphärischen Grenzschicht. Unter homogenen Bedingungen treten in der stabilen und
der morgendlichen Grenzschicht eine starke vertikale Windscherung und eine Änderung
der Windrichtung mit der Höhe auf, wohingegen in der konvektiven und der abendlichen
Grenzschicht die Turbulenz in der Atmosphäre stark ausgeprägt ist. Unter heterogenen
Bedingungen hat die nächtliche Zunahme der Scherung einen großen Einfluss auf Wind
und Turbulenz, und führt zu einer Kompensation der Ekmanspirale. Windturbinensimula-
tionen werden mit synchronisierten Daten aus den Tagesgangsimulationen betrieben. Die
sich ergebenden Nachläufe sind von der Stabilität der Atmosphäre beeinflusst und haben
ihrerseits einen Einfluss auf die Energieeffizienz der Windturbine. Das Strömungsfeld wird
durch eine schnellere Einmischung unter konvektiven Bedingungen am Tag, im Gegensatz
zur Nacht, geprägt. Die Nachläufe, die sich in der abendlichen und morgendlichen Gren-
zschicht entwickeln, sind entscheidend von der vorhergehenden atmosphärischen Situation
beeinflusst. Um diese äußerst rechenintensiven Tagesgangsimulationen zu vermeiden, wurde
die Methode zur Aufrechterhaltung der Hintergrundturbulenz zu einer Parametrisierung
ausgeweitet. Diese beinhaltet eine schichtungsspezifische Gewichtung sowie entsprechende
Hintergrundwindprofile, beides aus der idealisierten Tagesgangsimulation über homogener
Oberfläche abgeleitet. Die Windturbinensimulationen mit Parametrisierung zeigen eine
gute Übereinstimmung mit den synchronisierten Windturbinensimulationen aus der Tages-
gangsimulation über homogener Oberfläche und reduzieren die erforderliche Rechenzeit um
den Faktor O(102). Dies spricht für eine einfache und äußerst effiziente Parametrisierung
des turbulenten einströmenden Windfeldes für Grobstruktursimulationen unterschiedlicher
thermischer Schichtungen.
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Abstract

The wake characteristics of a wind turbine for different regimes occurring throughout
the diurnal cycle are investigated systematically by means of large-eddy simulation with
the geophysical flow solver EULAG. A methodology to maintain the turbulence of the
background flow in wind-turbine simulations with open streamwise boundaries, without the
necessity of the permanent import of turbulence data, was developed. These requirements
are fulfilled by applying the turbulent fluctuations of the spectral energy distribution
of a neutral boundary layer in the wind-turbine simulations. Further, idealized diurnal
cycle simulations over homogeneous and heterogeneous surface were performed. Under
homogeneous conditions, the diurnal cycle significantly impacts the low-level wind shear
and the atmospheric turbulence. A strong vertical wind shear and veering with height
occur in the nocturnal stable boundary layer and in the morning boundary layer, whereas
the atmospheric turbulence is much larger in the convective boundary layer and in the
evening boundary layer. The increased shear under heterogeneous conditions change these
characteristics, counteracting the formation of the night-time Ekman spiral. Synchronized
turbulent inflow data from the diurnal cycle simulations drive the wind-turbine simulations.
The resulting wake is strongly influenced by the stability of the atmosphere and has
an impact on the efficiency of the wind turbine. The flow in the wake recovers more
rapidly under convective conditions during the day, than under stable conditions at night.
The wake characteristics of the transitional periods are influenced by the flow regime
prior to the transition. To alleviate the computational extremely expensive diurnal cycle
simulations, the turbulence preserving method was extended to a parameterization, which
includes a stratification related weighting and suitable background wind profiles, both
resulting from the idealized diurnal cycle precursor simulation over homogeneous surface.
The following parameterization wind-turbine simulations are in good agreement with the
synchronized diurnal cycle wind-turbine simulations over homogeneous surface and reduce
the computational costs by a factor of O(102). Therefore, they result in a simple, numerically
efficient, and computationally fast parameterization of turbulent wind-turbine flows for
large-eddy simulations of different thermal stratifications.
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1 Introduction

Energy supply and demand - current status and future challenges

The importance of renewable energies is increasing worldwide because accessible non-
renewable resources become depleted and because of the climate change. Both make the
optimal use of the renewable energy resources a crucial problem.

World population has reached 7.3 billion in 2015 with a primary energy demand amounted
to 1.3×1014 kWh a−1. This was covered to 32.9 % by oil, to 29.2 % by coal, to 23.8 % by
gas, to 4.4 % by nuclear, to 6.8 % by hydro, and to 2.8 % by other renewables (wind, solar,
geothermal, biomass and waste) (BP, 2016).

Germany demanded 2.4 % of the total primary energy in 2015. It was covered to 34.4 %
by oil, to 21.0 % by coal, to 24.4 % by gas, to 6.5 % by nuclear, to 1.4 % by hydro, and
to 12.5 % by other renewables. Compared to the total world statistic, the contribution of
other renewables is almost three times larger in Germany, with wind representing a main
supplier. The installed wind capacity in Germany represents 10.9 % of the total installed
capacity worldwide (BP, 2016).

In 2050 the world population is expected to reach its maximum of 10 billion with a primary en-
ergy demand of 2.0×1014 kWh a−1. The non-renewables oil, coal, gas, and nuclear, however,
can only produce 40% of this demand, because accessible reserves become depleted. 60% has
to be produced by renewable energies. Considering the climate change, an environmentally
sensitive energy supply without coal and nuclear even requires a contribution of 93% of the
renewable energies to the primary energy supply in 2050. Either way, the renewable energy
contribution has to increase from 9.6 % in 2015 to at least 60 % in 2050 (Pelte, 2014).

The two main renewables, besides the geographically limited hydro (see Germany), are
wind and solar. In 2015, wind contributes globally with 1,4 % and solar with 0.5 % to the
primary energy (BP, 2016).
The contribution of solar is smaller because it is limited to the day with a decrease of
efficiency towards higher latitudes. (The rate of utilization in Germany is only 7 % of the
power efficiency factor of a photovoltaic panel (Pelte, 2014).) Further, it requires a large
amount of space. (If every roof in Germany will be covered with photovoltaic panels, only
2 % of Germany’s primary energy demand will be covered (Pelte, 2014).)
Wind, on the contrary, is available almost everywhere and at every time in the midlatitudes.
The rate of utilization does not depend on the geographical latitude. (For Germany, this
results in a rate of utilization of 22 % of the power efficiency factor (Pelte, 2014).) Further,
the required space is much less and over land it can still be used by agriculture, while it
is available offshore anyway. Therefore, wind has a high potential to provide the major
contribution of the primary energy demand in the world in 2050.

1



1 Introduction

Wind energy

A wind turbine transforms the kinetic energy in the wind 1/2mv2 into mechanical energy
and finally into electrical energy. The maximum available power is 1/2ρAv3, where ρ is the
density of the air, A the area of the rotor, and v the wind speed. As the rotor cannot
decelerate the wind speed to zero, the maximum available power in the wind is reduced
to the actual power 1/2ρAv3cp, where cp = 16/27 is a constant, denoted as the Betz limit.
Modern wind turbines operate close to this limit with cp = 0.5. The actual power is further
reduced by the mechanical power efficiency factor ηmech = 0.64, resulting in the useful power
1/2ρAv3cpηmech (Manwell et al., 2002; Emeis, 2013, 2014; Pelte, 2014).

According to this equation, there are three ways to optimize the useful power of a wind
turbine: An increase of ηmech, A or v. This results in a strict limitation of what can actually
be done to make wind energy more efficient, as an increase of ηmech is an engineering issue
and an increase of A is restricted. The largest onshore wind turbine (Enercon E-126) already
has a rotor diameter of 127 m and the largest offshore wind turbine (Vestas V164-8.0)
reaches even 171.2 m (wind-turbine models, 2016). The wind has the largest impact on
the useful power, due to the third power of v. The wind, however, depends on many
factors, like the wind-turbine site, the surface condition, and the prevailing atmospheric
situation. Therefore, considering the diurnal variation of the near surface wind instead of an
average climatology of the wind is fundamental to get the actual wind condition. The near
surface wind, however, is influenced by different turbulence structures of the atmospheric
boundary layer (ABL), which vary during the diurnal cycle. Therefore, the basic scientific
knowledge of how a wind turbine reacts under different atmospheric conditions constitutes
the main challenge to optimize the useful power of a wind turbine, leading to a better
utilization of wind energy. Finally, this knowledge should also lead to better wind-farm
optimization techniques.

Atmospheric boundary layer

The ABL in Fig. 1.1 reaches from the surface up to a height of 100 m to 3000 m. Based
on thermal stratification, it can be classified as convective, stable, or neutral (Stull, 1988):
Convective atmospheric stratification is caused by a warmer surface than the atmosphere due
to solar irradiation during the day. The corresponding potential temperature decreases with
height in the surface layer (bottom 10 % of ABL) and is constant above. Stable atmospheric
stratification results from a surface colder than the atmosphere due to outgoing infrared
radiation at night. The corresponding potential temperature increases with height in the
surface layer and is also constant above. Neutral atmospheric stratification occurs under
very high wind speeds or during the transition between the stable boundary layer (SBL) at
night and the convective boundary layer (CBL) at day with only little cooling or heating
at the surface and an adiabatic potential temperature profile. The transition periods of the
morning and the evening are defined following Grimsdell and Angevine (2002) as the time
period in which the sensible heat flux at the surface changes sign (Fig. 1.1). The morning
boundary layer (MBL) and the evening boundary layer (EBL) include the atmospheric
situation before and after the corresponding transition.
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Figure 1.1: The diurnal evolution of the vertical boundary-layer structure, consisting of three
major parts: a very turbulent and well-mixed convective boundary layer during the day, a less-
turbulent residual layer and a nocturnal stable boundary layer with a small amount of turbulence
at night. The transitional phases correspond to the evening and the morning boundary layers.
The surface heat flux evolution during the diurnal cycle is shown below.

This diurnal cycle of the ABL has been studied since the 1970s. There are many observational
and numerical studies regarding the SBL (Nieuwstadt, 1984; Carlson and Stull, 1986; Mahrt,
1998) or especially the residual layer (Balsley et al., 2008; Wehner et al., 2010). The CBL has
also been investigated intensively with different focuses, e.g. on coherent structures (Schmidt
and Schumann, 1989), on entrainment (Sorbjan, 1996; Sullivan et al., 1998; Conzemius
and Fedorovich, 2007), and on shear (Moeng and Sullivan, 1994; Fedorovich et al., 2001;
Pino et al., 2003). The first LES of a transition process in the ABL was performed by
Deardorff (1974a,b). Since then, many simulations considering the transitional phases have
been performed on the morning transition (Sorbjan, 2007; Beare, 2008) as well as on the
evening transition (Sorbjan, 1996, 1997; Beare et al., 2006; Pino et al., 2006). More recently,
diurnal cycle studies were conducted by Kumar et al. (2006) and Basu et al. (2008).

According to these studies, which do not consider larger scale external forcings as fronts or
local wind systems, the diurnal cycle is prevalent in the wind: During day, a logarithmic
wind profile exists in the surface layer whereas a nearly constant wind speed and direction
are prevalent above. During the night, the wind is lighter or calm at the ground level. Aloft
it can become supergeostrophic with wind speeds between 10 m s−1 to 30 m s−1 at roughly
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1 Introduction

200 m altitude. This phenomenon is known as low-level jet (LLJ) and is often accompanied
by a rapid change in wind direction. Above the LLJ, the wind speed decreases to the
geostrophic value. This decoupling of the wind at night at the cross-over height results from
the strong stabilisation of the ABL due to radiative cooling of the ground and is not prevalent
during the day due to intense vertical mixing processes (Stull, 1988; Emeis, 2013, 2014).

The diurnal cycle is also prevalent in the turbulent intensity: The CBL is very turbu-
lent, with positive buoyancy representing the main source, whereas weaker sporadic tur-
bulence exists in the SBL, with negative buoyancy as main sink. In supergeostrophic
situations, however, turbulence is generated at night by wind shear below the LLJ
(Stull, 1988; Emeis, 2013, 2014).

A wind turbine operating in the ABL is therefore exposed to low-level vertical wind shear
and wind veer as well as to atmospheric turbulence. All of these characteristics influence
v and therefore the useful power. Atmospheric turbulence also has an impact on fatigue
loading and life expectancy of a wind turbine (Wharton and Lundquist, 2012; Sathe et al.,
2013; Vanderwende and Lundquist, 2012; Dörenkämper et al., 2015). This makes the
response of the wind-turbine wake to the turbulent ABL flow crucial to increase the wind
energy contribution to the primary energy demand. To explore the response, the impact of
turbulence in the flow and especially the impact of the diurnal cycle has to be investigated.
Therefore, the focus of this work is on a high-resolution large-eddy simulation (LES), being
an approved tool to study the turbulence in the ABL (Bellon and Stevens, 2012a).

Impact of the wind-turbine parameterization

In addition to the modelling of the wind behaviour, a parameterization of the wind-turbine
forces is an essential first step for wind-turbine LES. The wind-turbine forces can be
parameterized as a disc that can either rotate or not. Alternatively, individual rotating
lines represent the blades of the wind turbine. The respective approaches are termed
the actuator disc model (ADM) and the actuator line model (ALM). In addition, the
wind-turbine forces can be represented by the classical Rankine-Froude theory (Rankine,
1865; Froude, 1889) or the blade-element momentum (BEM) method (Glauert, 1963). The
Rankine-Froude approach represents the wind-turbine forces as 1 D thrust force, which is
constant over the disc, and no torque is considered. The BEM approach accounts for local
blade characteristics in both the axial and the tangential force.

The impact of wind-turbine parameterizations on the wake has been studied in numerical
simulations focusing on various aspects:
Mikkelsen (2003) investigated the parameterization of a wind turbine with the ADM and
the ALM, extended for a multiplicity of rotor configurations, e.g. a coned or a yawed rotor.
Numerous investigations comparing the Rankine-Froude approach to the BEM approach
were performed by e.g. Ivanell et al. (2008), Porté-Agel et al. (2010), Wu and Porté-Agel
(2011), and Tossas and Leonardi (2013). All of these studies resulted in a near-wake wind
field, sensitive to the wind-turbine parameterization, whereas the far-wake structure depends
mainly on the background turbulence.
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Several studies explored the impact of the distribution of the forces: Ivanell et al. (2008)
and Tossas and Leonardi (2013) studied the impact of different smearing parameters of the
forces acting on the atmosphere, resulting in numerical instabilities for a tight volume-force
distribution at the rotor position. Ivanell et al. (2008), Wu and Porté-Agel (2011), and
Gomes et al. (2014) investigated the influence of the number of grid points representing the
disc on the wake structure with the result that the wake characteristics are independent of
the resolution, if a minimum of ten grid points cover the rotor diameter in the spanwise
and the vertical directions. Gomes et al. (2014) also analyzed the effect of the radial
dependencies of the applied forces. A strong sensitivity of the near-wake wind field was
found in contrast to the far-wake behaviour.

In this work, a modified version of the classical Rankine-Froude ADM, which also accounts
for the tangential force, and the BEM method for two different airfoils are applied as
wind-turbine parameterizations in the numerical simulations. In addition, systematic in-
vestigations of the wake characteristics depending on the two parameterizations, the local
blade characteristics, and the rotation of the disc are performed.

Impact of turbulence in the flow

A first important step to increase the wind-energy contribution to the primary energy
demand is the investigation of the impact of neutral boundary layer (NBL) turbulence in
the flow on the wind-turbine wake. This step requires the development and verification of a
turbulence preserving method.

The impact of turbulence in the incoming flow on the structure of the wake has been
investigated in experimental studies (Medici and Alfredsson, 2006; Chamorro and Porté-
Agel, 2009; Zhang et al., 2012) as well as in numerical simulations (Troldborg et al., 2007;
Naughton et al., 2011; Wu and Porté-Agel, 2012; Witha et al., 2014). According to them,
the wake structure is strongly influenced by the presence of turbulence in the inflow. In
general, a more rapid wake recovery exists for higher turbulence intensity levels of the
incoming flow.

Different methods have been applied to generate a turbulent flow field upstream of the
wind turbine:
In wind-tunnel experiments, additional roughness elements in front of the wind turbine
evoke a turbulent flow, which can be generated by turbulence grids (Medici and Alfredsson,
2006) or obstacles on the floor (Chamorro and Porté-Agel, 2009). Implementing this method
in a numerical simulation requires a rather large upstream section, which is computationally
expensive, leading to other approaches:
A simple method, avoiding the simulation of atmospheric turbulence, was proposed by Mann
(1994), e.g. used in Troldborg et al. (2007). The resulting three-dimensional turbulence
field is compact and provides turbulence spectra as theoretically expected and observed in
an ABL. The method, however, is not based on a physical model and only offers a synthetic
turbulence field (Naughton et al., 2011).
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Another approach is to couple meteorological data (e.g. wind speed, wind direction, tempe-
rature) from a mesoscale simulation on the microscale LES of the wind turbine. However,
the two-way coupling as well as the one-way coupling between mesoscale and microscale
models are an active area of research, inducing different problems at the moment (Mirocha
et al., 2013; Muñoz-Esparza et al., 2014).

An alternative is the use of a precursor simulation. The wind-turbine simulation is initialized
with data from the precursor simulation. There are different requirements to maintain the
turbulence during the simulation depending on the boundary conditions.
Applying periodic streamwise boundary conditions requires a buffer zone, which prevents the
turbulence in the wake from re-entering the domain and interacting with the wind turbine.
Periodic streamwise boundary conditions were used amongst others by Wu and Porté-Agel
(2012). They created a neutral ABL flow forced by a streamwise pressure gradient.
Applying open streamwise boundary conditions, the wind-turbine simulation has to be
fed continuously with turbulence data from a precursor simulation or a region upstream
of the wind turbine to generate a fully developed turbulent flow field. This makes the
buffer zone obsolete. Open streamwise boundary conditions were used amongst others by
Naughton et al. (2011), Witha et al. (2014), and Dörenkämper et al. (2015). Naughton
et al. (2011) ensured a turbulent inflow by prescribing instantaneous velocity components
from the precursor simulation at the inflow plane at regular time intervals. This method is
accompanied by a large memory requirement. Witha et al. (2014) and Dörenkämper et al.
(2015) realized a turbulent inflow for an array of wind turbines in a wind park based on a
recycling method after Kataoka and Mizuno (2002). The wind-turbine simulation used the
data from the precursor simulation for initialization and persistently extracted turbulence
from a region upstream of the wind turbine adding it to the mean inflow profiles. This
method requires an extended upstream region.

The difficulties of supplying a turbulent flow field upstream of a wind-turbine represent the
starting point for the present thesis. The first important step of this study is to develop
and investigate a simple and numerically efficient tool which does not require a buffer zone,
a large memory, or an extended domain. The turbulence preserving method is described
and applied as new methodology in the first part of this study. It maintains the spectral
properties of a realistic background turbulence field in a wind-turbine LES with open
streamwise boundary conditions. To ensure this, at each time step of the wind-turbine
LES, the flow field is perturbed by velocity fluctuations extracted from only one selected
equilibrium state of the precursor simulation of an NBL, which also serves for initialization.

The turbulence preserving method is implemented in the multiscale geophysical flow solver
EULAG (Prusa et al., 2008). This LES model resolves all energy containing modes of the
turbulent transport and scales larger than the spatial resolution of the computational grid.
Only the turbulence of the smallest unresolved scales is parameterized using a subgrid-
scale (SGS) closure model. The sensitivity of the numerical results towards different SGS
closure models (turbulent kinetic energy (TKE) closure, Smagorinsky closure) as well as
an implicit LES (Grinstein et al., 2007) is also explored in the first part of this study as
possible application of the turbulence preserving method.
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The investigation of the impact of NBL turbulence on wind-turbine wakes, with the de-
velopment and verification of the turbulence preserving method, constitutes the first goal
of this study, with special emphasis on different wind-turbine parameterizations and SGS
closure models.

Impact of atmospheric turbulence in the flow

A second important step to increase the wind-energy contribution to the primary energy
demand is the investigation of the impact of atmospheric turbulence in the flow on the
wind-turbine wake. Atmospheric turbulence depends on the mechanical and thermal pro-
duction due to shear and buoyancy and the dissipation and is strongly influenced by diurnal
cycle variations and surface conditions. To investigate the diurnal cycle impact, the wake
response is analyzed in particular for the CBL, the EBL, the SBL, and the MBL during two
diurnal cycles over homogeneous surface. To investigate the impact of the surface condition,
the wake response is analyzed for the CBL and the SBL over heterogeneous surface and
compared to the corresponding situation over homogeneous surface.

Impact of the diurnal cycle

The mechanical and thermal production of atmospheric turbulence due to shear and
buoyancy and the dissipation are varying over the course of the day. The impact of the
diurnal cycle of the ABL on the wind-turbine wakes has been investigated in experimental
studies considering different atmospheric stratifications. In general, the level of atmospheric
turbulence is weaker (higher) in the stable (convective) case, resulting in a less rapid
(more rapid) wake recovery and a larger (smaller) velocity deficit (Baker and Walker, 1984;
Magnusson and Smedman, 1994; Medici and Alfredsson, 2006; Chamorro and Porté-Agel,
2010; Zhang et al., 2012, 2013; Tian et al., 2013; Iungo and Porté-Agel, 2014; Hancock and
Pascheke, 2014; Hancock and Zhang, 2015).

Atmospheric stability has often been neglected in wind-energy studies, e.g. Porté-Agel
et al. (2010); Calaf et al. (2010a); Naughton et al. (2011); Wu and Porté-Agel (2011, 2012);
Gomes et al. (2014). The entrainment of energy and momentum into the wake region
and the resulting wake structure, however, strongly depend on the level of atmospheric
turbulence in the upstream region of a wind turbine. Therefore, an accurate representation
of the diurnal cycle driven ABL flow is required to simulate realistic wake structures and
to estimate the efficiency.

Some recent LES studies investigate the impact of different atmospheric stratifications on
the wake flow. Among others, an SBL has been considered in Aitken et al. (2014) and
a CBL in Mirocha et al. (2014), both studies are performed with the Weather Research
and Forecasting (WRF)-LES model. Bhaganagar and Debnath (2014, 2015) studied the
effect of an SBL on the wake structure for a single wind-turbine. Dörenkämper et al. (2015)
investigated the SBL effect in a wind farm. Mirocha et al. (2015) contrasted stable and
convective wind-turbine simulations. Abkar and Porté-Agel (2014) and Vollmer et al. (2016)
investigated the effect of convective, neutral and stable stratifications on wake characteristics
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and Abkar et al. (2016) performed SBL and CBL simulations of a wind farm during a
diurnal cycle. These studies reinforce the results of the experimental studies, resulting in a
more rapid recovery of the ambient flow for a higher level of the atmospheric turbulence.
Specifically, the ambient flow recovers more rapidly under convective conditions and less
rapidly under stable conditions.

Therefore, a CBL and an SBL precursor simulation are necessary to investigate the impact
of the convective and the stable stratification on the wake. To include the investigation
of the impact of the EBL and the MBL, a diurnal cycle LES of the ABL is essential as
precursor simulation for realistic wind-turbine simulations.

A simulation of an idealized ABL over homogeneous surface, characterized by high wind
speeds, throughout two full diurnal cycles with periodic streamwise boundary conditions is
performed in the second part of this study. This is for two reasons: First, to investigate
the diurnal variation of different atmospheric variables relevant to wind-energy research.
Second, as precursor simulation for synchronized wind-turbine simulations. Therefore, 2 D
slices of the three wind components and the potential temperature are extracted at each
time step from this precursor simulation.

The wake response is analyzed for a representative CBL, an EBL, an SBL, and an MBL
state of the diurnal cycle. This is the first study which also investigates the wake character-
istics of a single wind turbine for the EBL and the MBL. Wind-turbine simulations are
also conducted for a further day to exclude any influence of the initial conditions on the
first diurnal cycle.

Impact of the surface condition

The heterogeneity of the surface increases the depth of the shear layer near the surface and
enhances the atmospheric turbulence due to mechanical turbulence production. Surface
heterogeneity can be represented by temperature gradients via surface flux variations as in
Kang et al. (2012) and Kang and Lenschow (2014), as well as by surface impacts like a
modification of the effective roughness length due to terrain undulations as in Dörnbrack
and Schumann (1993), Bou-Zeid et al. (2004), Calaf et al. (2014) or individual resolved
roughness elements as in Belcher et al. (2003) and Millward-Hopkins et al. (2012). These
studies reveal a considerable impact of surface heterogeneity on wind and turbulence within
the blending height, which is defined as the height at which the flow becomes horizontally
homogeneous (Wieringa, 1976). Specifically, heterogeneity may result in a transition from
convective to shear-dominated regimes in day-time boundary layers.

The impact of an increased surface roughness on the wind-turbine wake structure for
the CBL and the SBL regimes is also investigated in the second part of this thesis. For
this purpose, a 24-h idealized ABL simulation with a heterogeneous surface is performed,
represented by spatially distributed obstacles as roughness elements. The 2 D slices of the
three wind components and the potential temperature are extracted from the precursor
simulation over heterogeneous surface and are applied in the wind-turbine simulations.
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The idealized diurnal cycle simulations over homogeneous and heterogeneous surface lay
the groundwork for the investigation of the impact of the diurnal cycle of the ABL and of
the surface conditions on wind-turbine wakes, which is the second goal of this study.

Final approach

A third important step to increase the wind-energy contribution to the primary energy
demand is the development and successful validation of a simple, numerically efficient, and
computationally fast parameterization to analyze the response of the wind-turbine wake to
the turbulent ABL flow under different atmospheric conditions.

The first part of this study presents the derivation and implementation of a turbulence
preserving method, which maintains the spectral properties of a realistic background
turbulence field in wind-turbine simulations with open horizontal boundary conditions. The
numerical results of the wind-turbine simulations are tested and validated. The second
part offers wake results obtained by typical stages during the diurnal cycle as the CBL, the
EBL, the SBL, and the MBL. A combination of both parts, resulting in the consideration of
characteristics of the different atmospheric regimes in a modified version of the turbulence
preserving method, makes the modified turbulence preserving method appropriate for
different thermal stratifications.

The idealized diurnal cycle precursor simulation further offers synchronized wind-turbine
simulations of the CBL, the EBL, the SBL, and the MBL. They can serve as benchmark
wind-turbine simulations for validation of the modified turbulence preserving method.

The combination of both methods, developed in this thesis, is an important and necessary
step: Firstly, wind-turbine simulations considering various atmospheric regimes are essential
for current and future applications. Secondly, complete diurnal cycle simulations including
the corresponding wind-turbine simulations are computationally extremely expensive.

Therefore, this study presents as final approach and third goal a parameterization as
combination of the turbulence preserving method and the ambient atmospheric wind profiles
and characteristic turbulence intensity profiles occurring during the diurnal cycle. To achieve
this, the turbulence preserving method is extended to a stratification dependent turbulent
inflow, and combined with different background wind profiles towards a parameterization of
turbulent wind-turbine flows for LES of different thermal stratifications. The spectral energy
distribution of the turbulent wind fluctuations of the NBL precursor simulation is still
applied. In addition, the turbulent inflow includes a stratification dependent weighting. Both,
the stratification related weighting, as well as the background wind profiles result from the
idealized diurnal cycle simulation over homogeneous surface. The designed parameterization
is successfully validated by comparing the wind-turbine simulations applying the developed
parameterization to the synchronized wind-turbine simulations over homogeneous surface.

The developed parameterization does not require a large memory, and extended domain, or
a computationally very expensive diurnal cycle precursor simulation to consider all relevant
regimes during the diurnal cycle in a wind-turbine LES with open streamwise boundary
conditions. Therefore, it offers a simple, numerically efficient, and computationally very
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1 Introduction

fast tool to analyse the response of the wind-turbine wake to the turbulent ABL flow under
different atmospheric conditions.

Thesis approach

To increase the utilization of wind energy and therefore the wind-energy contribution to
the primary energy demand, it is crucial to understand how a wind turbine operates under
different atmospheric conditions. Therefore, the following three key issues have to be solved
and are addressed in this thesis:

� The investigation of the impact of NBL turbulence on wind-turbine wakes with the
development and verification of the turbulence preserving method and the implemen-
tation and validation of appropriate wind-turbine parameterizations.

� The investigation of the impact of the diurnal cycle of the ABL on wind-turbine
wakes, including the evening and morning phases, and, in addition, the impact of the
surface condition during the day and the night. Idealized diurnal cycle simulations
over homogeneous and heterogeneous surface lay the groundwork for the second part.

� The development and successful validation of a numerically efficient parameterization
of turbulent wind-turbine flows for LES of different thermal stratifications to analyze
the response of the wind-turbine wake to the turbulent ABL flow. The parameter-
ization uses a stratification dependent turbulent inflow, as extended version of the
turbulence preserving method, and combines it with appropriate background wind
profiles. The parameterization in this third part combines the turbulence preserving
method from the first part with the diurnal cycle simulation data from the second
part.

Overview of the thesis

These questions are investigated performing LES simulations with the geophysical flow
solver EULAG. The numerical model, the wind-turbine parameterization, the turbulence
preserving method, and a description of the ABL simulations are given in Chapter 2. The
investigation of the impact of NBL turbulence on wind-turbine wakes follows in Chapter 3.
The results of Chapter 3 as well as the corresponding theory from Chapter 2 are published
in Englberger and Dörnbrack (2017a). The investigation of the impact of the diurnal
cycle of the ABL on wind-turbine wakes is given in Chapter 4. All results of Chapter 4,
besides the second diurnal cycle, as well as the corresponding theory from Chapter 2 are
published in Englberger and Dörnbrack (2017b). A combination of both, the turbulence
preserving method and the idealized diurnal cycle simulation, leads to a numerically efficient
parameterization of wind-turbine flows for LES of different thermal stratifications, which
is presented in Chapter 5. The results of Chapter 5 are submitted to Englberger and
Dörnbrack (2017c). Conclusions are given in Chapter 6.
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2 Applied Methods

2.1 Numerical model EULAG

An incompressible, turbulent, and dry ABL flow as well as the flow through a wind
turbine are simulated with the multiscale geophysical flow solver EULAG (EUlarian / semi-
LAGrangian) (Prusa et al., 2008). A comprehensive description and discussion of EULAG
can be found in Smolarkiewicz and Margolin (1998) and Prusa et al. (2008).

The model integrates the following set of non-hydrostatic Boussinesq equations, respec-
tively, the momentum equation 2.1 of the three components in 2.2 - 2.4, the thermodynamic
equation in 2.5, and the mass continuity equation in 2.6.

dv

dt
= −∇

(
p
′

ρ0

)
+ g

Θ
′

Θ0

− 2 Ω (v − ve)︸ ︷︷ ︸
FCOR

+
F

ρ0︸︷︷︸
FWT

+ Fv︸︷︷︸
Fsub

− αmv︸︷︷︸
Fhet

+ V ≡ Rv, (2.1)

du

dt
= − 1

ρ0

∂p
′

∂x
+ f (v − ve) +

Fx
ρ0

+ Fu − αm u + Vx, (2.2)

dv

dt
= − 1

ρ0

∂p
′

∂y
− f (u− ue) +

FΘy

ρ0

+ Fv − αm v + Vy, (2.3)

dw

dt
= − 1

ρ0

∂p
′

∂z
+ g

Θ
′

Θ0

− FΘz

ρ0

− αmw + Vz, (2.4)

dΘ
′

dt
= −v∇Θe + FΘ′ − αh Θ

′
+H ≡ RΘ, (2.5)

∇ · (ρ0v) = 0, (2.6)

These Boussinesq equations are solved for the Cartesian velocity components v = (u, v,w)
and for the potential temperature perturbations Θ

′
= Θ−Θe (Smolarkiewicz et al., 2007), for

a flow with constant density ρ0 = 1.1 kg m−3 and a constant reference value of the porential
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2 Applied Methods

temperature Θ0 = 301 K. Height-dependent states ψe(z) = (ue(z), ve(z),we(z), Θe(z)) enter
Eqs. 2.1 - 2.6 in the pressure gradient term, the buoyancy term, the Coriolis term, and as
boundary conditions. These background states correspond to the ambient and environ-
mental states. Initial conditions are provided for u, v, w, and the potential temperature
perturbation Θ

′
in ψ= (u, v,w, Θ

′
). In the set of equations, d/dt, ∇, and ∇ · represent

the total derivative, the gradient, and the divergence, respectively. The factor p
′

represents
the pressure perturbation with respect to the background density, and g is the vector of
acceleration due to gravity. FCOR corresponds to the Coriolis force, with the angular velocity
vector of the earth's rotation Ω. The Coriolis force depends on the background winds ue
and ve and a Coriolis parameter of f = 1.0× 10−4 s−1. Fsub and FΘ′ are the large-scale
forcings of subsidence and radiative cooling, applied in the ABL simulations. Fsub has a
zonal Fu and a meridional Fv component. F is the turbine-induced force in the wind-turbine
simulations with the axial Fx and the tangential FΘ component. Fhet corresponds to the
forces related to the flow over heterogeneous surface, with the relaxation terms αm and
αh. The obstacles in the ABL simulation with heterogeneous surface are included via the
immersed boundary method (Smolarkiewicz et al., 2007). A detailed description of FWT is
given in Chapter 2.2.1, of F sub in Chapter 2.4.1, and of F het in Chapter 2.4.2. The SGS
terms V and H symbolise viscous dissipation of momentum and diffusion of heat. The
terms Rv and RΘ summarize symbolically all forces in the corresponding equations.

The acronym EULAG refers to the ability of solving the equations of motions either
in an EUlerian (flux form) (Smolarkiewicz and Margolin, 1993) or in a semi-LAGrangian
(advective form) (Smolarkiewicz and Pudykiewicz, 1992) mode, via

ψξ+1 = LE

(
ψξ +

1

2
∆tRψ

∣∣ξ)+
1

2
∆tRψ

∣∣ξ+1
, (2.7)

where ψ= (u, v,w, Θ), ξ denotes the time step and LE is the corresponding finite-difference
operator (semi-Lagrangian/Eulerian). EULAG is at least second-order accurate in time
and space (Smolarkiewicz and Margolin, 1998) and is well suited for massively-parallel
computations (Prusa et al., 2008). It can be run in parallel up to a domain decomposition
in three dimensions.

In general, the geophysical flow solver EULAG owes its versatility to a unique design
that combines a rigorous theoretical formulation in generalized curvilinear coordinates
(Smolarkiewicz and Prusa, 2005) with non-oscillatory forward-in-time differencing for fluids
built on the multi-dimensional positive definite advection transport algorithm (MPDATA),
which is based on the convexity of upwind advection (Smolarkiewicz and Margolin, 1998;
Prusa et al., 2008) and a robust, exact-projection type, elliptic Krylov solver (Prusa et al.,
2008). The flow solver has been applied to a wide range of scales simulating various
problems including turbulence (Smolarkiewicz and Prusa, 2002), flow past complex or
moving boundaries (Wedi and Smolarkiewicz, 2006; Kühnlein et al., 2012), gravity waves
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2.2 Wind-turbine parameterization

(Smolarkiewicz and Dörnbrack, 2008; Doyle et al., 2011), or even solar convection (Smo-
larkiewicz and Charbonneau, 2013). The turbulence closure in the geophysical flow solver
EULAG can be described by a TKE model, a Smagorinsky model or an implicit LES, with
no turbulence closure model due to not considering the diffusion process. The implicit LES
properties of numerical solvers based on MPDATA are documented in e.g. Margolin and
Rider (2002), Margolin et al. (2002), and Margolin et al. (2006) for structured grids. A
detailed description of an implicit LES is given in Grinstein et al. (2007).

2.2 Wind-turbine parameterization

As mentioned in the Introduction, the parameterization of the wind-turbine forces is
an essential first step for wind-turbine LES. In this section, two different wind-turbine
parameterizations, a modified version of the Rankine-Froude approach and the BEM method
are deduced, applied, and successfully validated as wind-turbine parameterizations A, B,
and C. The modified Rankine-Froude approach is termed as wind-turbine parameterization
A and can be considered as a simplification of the wind-turbine parameterization B, which
corresponds to the BEM method. Wind-turbine parameterization C corresponds also
to the BEM method, only the airfoil data refer to a different wind turbine as in wind-
turbine parameterization B. Further, a smearing of the wind-turbine forces represented by
parameterizations A, B, and C is performed before the application of the forces, to avoid
numerical instabilities. Finally, a successful validation of the wind-turbine parameterizations
is performed against theoretical wind predictions from 1 D theory for laminar and uniform
inflow conditions.

2.2.1 Parameterization of the forces

There are two theories for the force calculation of a wind turbine, the momentum theory
and the blade element theory (Manwell et al., 2002; Hansen, 2008).

Momentum theory

The momentum theory calculates the forces at the blades based on the conservation
of linear and angular momentum. In the following, V∞ is the upstream velocity, VR the
velocity at the rotor, and VW the velocity in the wake, as shown in Fig. 2.1. The same
nomenclature is valid for the area A. Further, ∆p represents the pressure gradient directly
before and behind the rotor, PR corresponds to the power of the rotor, and Pwind to the
available power in the wind, whereas Fx corresponds to the axial force and FΘ to the
tangential force.
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V∞ VR

AW

A∞ AR

VW

Ω
Ω + ω

Figure 2.1: Actuator disc model of a wind turbine with the upstream velocity V∞, the velocity at
the rotor VR, and the velocity in the wake VW , and likewise the area of the stream tube boundary
in the upstream region A∞, at the rotor AR, and in the wake AW . Further, Ω represents the
angular velocity of the wind turbine and ω the angular velocity of the flow.

Fx = AR ∆p

=
1

2
ρ AR (V 2

∞ − V 2
W ) Bernoulli function: ∆p =

1

2
ρ (V 2

∞ − V 2
W )

=
1

2
ρ AR V

2
∞4a(1− a) axial induction factor a :=

V∞ − VR
V∞

=
1

2
ρ cT AR V

2
∞ thrust coefficient: cT =

T

FDyn
= 4 a (1− a)

=
1

2
ρ c

′

T AR V
2
R c

′

T =
cT

(1− a)2

PR = Fx VR

=
1

2
ρ AR VR (V 2

∞ − V 2
W )

=
1

2
ρ AR V

3
∞ 4 a (1− a)2

=
1

2
ρ cP AR V

3
∞ power coefficient: cP =

PR
Pwind

= 4 a (1− a)2

=
1

2
ρ c
′

P AR V
3
R c

′

P =
cP

(1− a)3

FΘ =
PR
Ωr

=
1

2
ρ c

′

P AR

V 3
R

Ωr
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2.2 Wind-turbine parameterization

If the rotation of the wind-turbine rotor is considered, the flow in the wake rotates in the
opposite direction of the rotor, as a consequence of the torque exerted by the flow on the
rotor. This results in the following modifications of Fx and FΘ, where ω represents the
angular velocity of the flow, Q the torque, L the angular momentum, I the momentum of
inertia, and m the mass.

Fx = AR ∆p

= ρ AR (Ω +
ω

2
) ω r2 Bernoulli function: ∆p = ρ (Ω +

ω

2
) ω r2

=
1

2
ρ AR Ω2 r2 4 a

′
(1 + a

′
) tangential induction factor a

′
:=

ω

2 Ω

Q =
dL

dt

=
dm

dt
ω r2 L = I ω and I = mr2

= ρ AR VR ω r
2 dm

dt
= ρA∞ V∞ = ρAR VR = ρAW VW

=
1

2
ρ AR V∞ Ω r2 4 a

′
(1− a)

FΘ =
Q

r

=
1

2
ρ AR V∞ Ω r 4 a

′
(1− a)

According to this derivation, the momentum theory offers the thrust and the tangential
force of the rotor as a function of the flow conditions, included in the axial and tangential
induction factors a and a

′
. The 1 D momentum theory or classical Rankine-Froude theory

is a simplification of the momentum theory. It was introduced by Froude (1889), who
continued the work of Rankine (1865) on the momentum theory of propellers. The theory
can be applied to determine the power from an ideal rotor, the thrust of the wind on the
ideal rotor, and the effect of the rotor on the wind field. The forces induced by a wind
turbine are basically parameterized as a 1 D thrust force. The most important underlying
assumptions of the 1 D momentum theory are an infinite number of blades, a uniform
thrust over the rotor area, and a non-rotating wake. Despite its simplicity, this non-rotating
ADM has been widely used in LES, as it provides reliable results on coarse grids (Calaf
et al., 2010b; Porté-Agel et al., 2010; Wu and Porté-Agel, 2011; Tossas and Leonardi, 2013;
Meyers and Meneveau, 2013).

A wind turbine rotates and the incoming profiles of the horizontal wind speed are of-
ten vertically sheared (∂u/∂z 6= 0). Both processes limit the applicability of the simple
ADM parameterization by the 1 D momentum theory. To circumvent these limitations and
to enable an investigation of the impact of the local blade characteristics by comparing
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2 Applied Methods

it to the results of the BEM parameterization, a modified version of the Rankine-Froude
ADM is applied, which considers the axial force Fx(y, z) in the streamwise (x) direction
and the tangential force FΘ(y, z) perpendicular to Fx in the y-z plane, as deduced above,
with ui0,j,k corresponding to VR and Ai0,j,k to A,

|Fx|
∣∣
i0,j,k

=
1

2
ρ0c

′

TAi0,j,ku
2
i0,j,k

, (2.8)

|FΘ|
∣∣
i0,j,k

=
1

2
ρ0c

′

PAi0,j,ku
2
i0,j,k

ui0,j,k
Ωri0,j,k

. (2.9)

Here, both forces Fx and FΘ result in the total force F
∣∣
i0,j,k

in Eq. 2.1 (Hansen, 2008),

with
F
∣∣
i0,j,k

= Fx

∣∣
i0,j,k

+ FΘ

∣∣
i0,j,k

, (2.10)

with

FΘy = FΘ
Ly
r
,

FΘz = FΘ
Lz
r
,

in Eqs. 2.3 and 2.4, where the centre of the rotor is defined by the grid-point coordinates
i0, j0, and kh with j0 corresponding to the centre of the domain in y-direction and khub to
the grid point at hub height zhub of the rotor. Ly (Lz) corresponds to the lateral (vertical)
distance from a certain grid point towards the lateral (vertical) rotor axis. In Eqs. 2.8
and 2.9, ri0,j,k is the radial position inside the rotor (0 ≤ ri0,j,k ≤ R), with R=D/2 and
D representing the diameter of the wind-turbine rotor. The time-averaged value of the
squared streamwise velocity component at the rotor position i0, j, k is denoted by u2

i0,j,k
.

Blade element theory

The blade element theory calculates the forces at the blades as a function of blade geometry,
based on the lift and drag coefficients cL and cD and the angle of attack α. The geometrical
relations of the following derivation follow from Fig. 2.2b, which represents the cross section
of an airfoil, as shown in Fig. 2.2a. Here, B represents the number of blades of the rotor, c
the chord length, Fn the normal and Ft the tangential force, Φ the angle of relative wind,
which is composed of the pitch angle Θ and α to Φ = Θ +α, Vx the axial velocity, and VΘ

the tangential velocity.

dFx = B dFn

= B (dFL cosΦ + dFD sinΦ)

=
1

2
ρ
B c

2π r
dA (cL cosΦ + cD sinΦ)

V 2
∞ (1 − a)2

sin2Φ
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c
chord 
line

dr

Ω

plane of 
blade rotation

Ω

Vrel Vx

VӨ

Fn

Ft FD

FL

ϕ

ϕ

ϴ

α

a b

Figure 2.2: Schematic of the blade elements of an airfoil with the chord length c, the radial length
of an element dr , and the angular velocity of the wind-turbine rotor Ω in a. Blade geometry of a
wind turbine with the relative velocity Vrel, the axial and tangential velocities Vx and VΘ, the
drag and the lift force FD and FL and the normal and tangential force Fn and Ft. Further, Φ
corresponds to the angle of relative wind, Θ to the pitch angle, and α to the angle of attack, with
Φ = Θ +α and Θ(r) in b.

dFΘ = B dFt

= B (dFL sinΦ + dFD cosΦ)

=
1

2
ρ
B c

2π r
dA (cL sinΦ + cD cosΦ)

V∞ (1 − a) Ω r (a + a
′
)

sinΦ cosΦ

with:

dFL =
1

2
ρ cL V

2
rel c dr

dFD =
1

2
ρ cD V

2
rel c dr

dA = 2π r dr

tanΦ =
Vx
VΘ

Vx = V∞ (1 − a)

VΘ = Ω r +
ω

2
r = Ω r (1 + a

′
) 17
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This represents a great improvement of the momentum theory, as it enables calculation of
the steady loads as well as the thrust and the power for different wind speeds, rotational
speeds, and pitch angles of the blades. The most important assumption of the blade element
theory is the division of the blade into individual sections with no aerodynamic interaction
between. The axial and tangential forces of the blade element theory are represented in
Eqs. 2.11 and 2.12, as deduced above, with ui1,j,k representing V∞ and Ai0,j,k to A,

|Fx|
∣∣
i0,j,k

=
1

2
ρ0

Bc

2πri0,j,k
(cL cos Φ + cD sin Φ)

× Ai0,j,k
u2
i1,j,k

(1− a)2

sin2 Φ
(2.11)

|FΘ|
∣∣
i0,j,k

=
1

2
ρ0

Bc

2πri0,j,k
(cL sin Φ− cD cos Φ)

× Ai0,j,k
ui1,j,k(1− a)Ωri0,j,k(1 + a

′
)

sin Φ cos Φ
. (2.12)

Here, the upstream velocity ui1,j,k is taken at the first upstream grid point in the x-direction
and the corresponding y and z coordinates. With the exception of ρ0 and B, all other
parameters appearing in Eqs. 2.11 and 2.12 depend on the radius ri0,j,k and vary spatially.

Blade element momentum theory

The blade element momentum theory by (Glauert, 1963) is the combination of the mo-
mentum theory (flow conditions in a, a

′
) and the blade element theory (blade conditions

in c, Θ, cL, cD). The axial and tangential forces can be solved via an iteration procedure,
following (Hansen, 2008).

Input: c(r), Θ(r), V∞, Ω

Step 1: a= 0; a
′
= 0

Step 2: tanΦ =
V∞ (1 − a)

Ω r (1 + a′)

Step 3: α = φ − Θ

Step 4: cL and cD for α from table

Step 5: cn = cL cosΦ + cD sinΦ
ct = cL sinΦ − cD cosΦ
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Step 6: a =
1

F
4 sin2Φ
B c
2π r

cn
+ 1

a
′

=
1

F
4 sinΦ cosΦ

B c
2π r

ct
− 1

Prandtl’s tip loss factor F to correct the assumption of an infinite number of
blades

F =
2

π
cos−1

(
exp

(
−

B
2

(R − r)

r sinΦ

))

Step 7: If a and a
′

has changed more than a certain tolerance, go to Step 2, or else finish
with Step 8.

Step 8: Compute Fx and FΘ of the blade element theory.

Applied parameterizations

In this work, the modified version of the Rankine-Froude ADM as well as the BEM
parameterization are implemented via Eq. 2.10 in the geophysical flow solver EULAG. The
forces are treated implicitly in the numerical scheme according to Eq. 2.7. In EULAG,
the rotor of a wind turbine is not implemented as a real circular obstacle (e.g. grid-point
blocking as in Heimann et al. (2011)) or a permeable rotor (Witha et al., 2014; Tossas
and Leonardi, 2013; Gomes et al., 2014). Instead, at every grid point covered by the
rotor, the velocity field experiences the turbine-induced force FWT according to Eq. 2.1.
This implementation is inspired by the immersed boundary method, successfully applied
in EULAG by Smolarkiewicz and Winter (2010). The immersed boundary method is
described in detail later in this chapter for the heterogeneous surface simulation. The
implicit treatment of the forces in Eq. 2.7 has a positive effect on the time step, because
there are no large velocity gradients between the rotor area and its surroundings.

Altogether, three different parameterizations of wind-turbine induced forces are imple-
mented in EULAG. The respective wind-turbine parameterizations A, B, and C are listed
together with their main characteristics in Table 2.1:
Wind-turbine parameterization A represents the modified version of the Rankine-Froude
ADM, hereafter referred to as modified momentum theory (MMT). It can be applied for a
rotating actuator with FΘ 6= 0 or for a non-rotating actuator with FΘ = 0. Wind-turbine
parameterization A can be regarded as a simplified version of wind-turbine parameterization
B, as the values of c

′
Tblade

= 1.27 and c
′
Pblade

= 0.87 in Eqs. 2.8 and 2.9 are deduced from
wind-turbine parameterization B. These prescribed values are comparable to Meyers and
Meneveau (2013).
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Table 2.1: The crucial characteristics of the three different wind-turbine parameterizations A, B,
and C applied in this study, using the MMT or the BEM theory as wind-turbine parameterization.

wind-turbine parameterization A B + C
name MMT BEM

characteristics Eq. 2.8 Eq. 2.11
Eq. 2.9 Eq. 2.12

Table 2.2: List of the BEM method parameters used in wind-turbine parameterization of type B
(10 MW reference wind turbine from DTU) (Mark Zagar (Vestas), personal communication, 2015)
and type C (three-blade GWS/EP-6030x3 rotor) (Wu and Porté-Agel, 2011). The radius r and
the chord length c of the two rotors are scaled to a rotor diameter of 100 m.

parameterization B parameterization C
r / m c(r) / m Θ(r) / ◦ r / m c(r) / m Θ(r) / ◦

5.0 5.3 13.3 6.7 9.3 20.5
10.0 6.0 13.2 13.3 9.8 20.9
15.0 6.2 10.5 20.0 9.8 19.8
20.0 5.8 9.0 26.6 9.4 16.9
25.0 5.0 7.3 33.3 8.7 13.2
30.0 4.5 5.5 40.0 7.9 10.7
35.0 3.5 3.8 46.7 6.8 9.1
40.0 3.0 2.5 50.0 4.0 6.7
45.0 2.3 1.3
50.0 1.0 0.2

The BEM method, applied in wind-turbine parameterizations B and C, is used to in-
vestigate the influence of the blade structure. The wind-turbine parameterizations B and
C are essentially the same, only the airfoil data applied in B and C differ. The airfoil
data are taken from two different wind turbines: The 10 MW reference wind turbine from
DTU (Technical University of Denmark) referred to as wind-turbine parameterization B
(Mark Zagar (Vestas), personal communication, 2015) and the three-blade GWS/EP-6030x3
rotor (Wu and Porté-Agel, 2011) referred to as wind-turbine parameterization C. For
both wind turbines, the rotor radius as well as the chord length of the blades are scaled
to a rotor diameter of 100 m, to make the results comparable to each other. The most
relevant wind-turbine parameters used for wind-turbine parameterizations B and C are
listed in Table 2.2.
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Figure 2.3: Radial distributions of the axial and tangential forces Fx and FΘ normalized by the
area A∗ for the different wind-turbine parameterizations A, B, and C of Table 2.1. The values of
Fx and FΘ are normalized by the maximum of the axial force at the nacelle, which is the same
in all three wind-turbine parameterizations. The axial forces are represented by (+) and the
tangential forces by (×). They are plotted for each discrete position of the rotor, assuming 21
grid points are covering the rotor with radius R. The nacelle covers 20 % of the blades, denoted
by the dotted vertical line. For the calculation of the forces in these schematic illustration, a rotor
diameter of 100 m is assumed, together with a rotation frequency Ω = 7 r.p.m. and a constant
upstream velocity ui1,j,k = 8 m s−1.

The radial distributions of the respective axial and tangential forces of wind-turbine param-
eterizations A, B, and C are depicted in Fig. 2.3. In each wind-turbine parameterization, a
nacelle is represented within r/R ≤ 0.2 by a stronger drag force in comparison to the blade
values and no lift force. The size of the parameterized nacelle is large compared to a real
wind turbine, because the numerical resolution demands enough grid points representing
the nacelle to avoid instabilities. For the nacelle, c

′
Tnacelle

= 1.48 and c
′
Pnacelle

= 0 are chosen
in all three parameterizations. A value of the drag coefficient of the nacelle of 1.0 agrees
with the drag coefficient interval of cylindrically shaped bluff bodies between 0.8 and 1.2
(Schetz and Fuhs, 1996), and has also been used e.g. in El Kasmi and Masson (2008). A
tower is not considered in the wind-turbine parameterizations as it is not the major source
of turbulence.
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2.2.2 Application of the forces

The numerical simulations conducted in this study are performed on an equidistant Carte-
sian mesh with grid spacings ∆x, ∆y, and ∆z, in the streamwise, lateral, and vertical
directions, respectively. It must be noted, that all wind-turbine parameterizations A, B,
and C are coded to perform properly in terrain-following coordinates with variable vertical
grid spacings over hilly terrain, as applied in Heimann et al. (2017).

To calculate the forces of the actuator, polar coordinates serve as a local mesh. The
centre coordinate of the polar mesh is the centre of the rotor. From this position, the polar
mesh is described by a very fine grid with ∆r=R/1000 as radial step size and ∆ϕ= 1 ◦ as
azimuthal step size. The step sizes in the radial and azimuthal directions are fine enough
to minimize the errors that would result from calculating the forces on a Cartesian mesh
(Ivanell et al., 2008). The computational costs arising from such a fine polar mesh are
insignificant, as the disc is always at the same position, making this calculation of the
actuator force in polar coordinates Fr,Θ,z only necessary once.

The force acting on each polar grid point Fr,Θ,z is transformed to the corresponding
force in Cartesian coordinates F ∗i,j,k =F ∗x,y,z =Mx,y,z · Fr,Θ,z through the transformation
matrix Mx,y,z. The force F ∗i,j,k contributes to a certain fraction µ ∈ [0, 1] to the actuator
force Fi,j,k =µ · F ∗i,j,k. The fraction µ is determined by the ratio of the grid-cell volume of
the polar coordinate and the corresponding Cartesian coordinate, i.e. µ= 1 if the Cartesian
grid point is completely covered by the rotor and µ= 0 in case of a rotor-free grid point. At
the edge of the rotor, the fraction µ< 1, because the Cartesian grid cell is not completely
covered by the local polar mesh representing the rotor.

A smearing of the turbine-induced forces in the axial as well as in the radial direction is
necessary to avoid numerical instabilities. As a first step, the forces from Eq. 2.10 are
additionally distributed in the streamwise direction. This approach is performed for all
parameterizations. The forces in Eq. 2.10 are smeared with a 1 D Gaussian function in the
x-direction,

Fsx =
1√
πσ

exp

(
−(x(i)− x(i0))2

σ2

)
. (2.13)

Similar to Meyers and Meneveau (2013), the value of σ is set to 1.5 and is given in absolute
values of the radius.

In wind-turbine parameterization A, the axial force Fx in the y-z plane only varies with
the incoming velocity across the rotor. A moderate velocity gradient results in very similar
Fx values, generating large gradients at the edges of the rotor. Therefore, an additional
two-dimensional smearing Fsy−z in the y-z plane is introduced to avoid too sharp radial
gradients in the turbine-induced forces between the rotor area and the immediate surround-
ings. The forces of the schematic illustration in Fig. 2.3 decrease with a step function over
the last three grid points ∈ [0.8 r/R, 1.0 r/R]. The force at each of these outer region grid
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2.2 Wind-turbine parameterization

points is half of the force of the corresponding nearest inner neighbour grid point. Fsy−z

is not applied for the forces in the BEM method, as the parameters in Eqs. 2.11 and 2.12
already decrease with increasing r.

The values of the smearing parameters and of the step function applied on the forces
in the y-z plane in wind-turbine parameterization A are chosen in such a way that the
integrated force distributed in three dimensions is the same as in the two-dimensional case
without smearing. By combining the smearing in the x-direction Fsx and the smearing in
the y-z plane Fsy−z , the difference of the forcings between a 2 D and a 3 D disc is less than
1 % for 21 grid points per disc and decreases for a finer resolution.

The parameterization F
∣∣
i0,j,k

(Eq. 2.10) together with the coordinate transformation Fi,j,k

and the applied smearing in the axial Fsx and radial Fsy−z directions result in a total
parameterized force,

F
∣∣
i,j,k

= F
∣∣
i0,j,k
· Fi,j,k · Fsx · Fsy−z , (2.14)

where the wind-turbine induced force F
∣∣
i,j,k

corresponds to the force F in Eq. 2.1.

2.2.3 Validation of the wind-turbine parameterization

A validation of the numerical results for the wind-turbine parameterizations A, B, and C
at the rotor position (i0, j, k) and in the wake (iw, j, k), whereby iw ≥ i0, are possible with
theoretical wind predictions from the 1 D momentum theory,

ui0,j,k = ui1,j,k(1− a), (2.15)

uiw,j,k = ui1,j,k(1− 2a), (2.16)

where a is the axial induction factor defined as

a :=
ui1,j,k − ui0,j,k

ui1,j,k
. (2.17)

Equation 2.15 follows directly from Eq. 2.17, and Eq. 2.16 can be derived from the Bernoulli
equation and Newton’s second law of motion (Hansen, 2008). This comparison is strictly
applicable only for laminar and uniform inflow conditions ui1,j,k (du/dz= 0).

Numerical simulations are performed on 512 × 128 × 128 grid points with a hori-
zontal and a vertical resolution of 0.1 m. The rotor of the wind turbine is located at
12 m in x-direction and centred in y-direction with a diameter D and a hub height zh of
4 m. The following simulations are performed with different axial induction factors a= 1/3,
1/4, 1/5 for all wind-turbine parameterizations. Exemplary, the results for wind-turbine
parameterization A, a non-rotating disc and ui1,j,k = 0.08 m s−1 are listed in Table 2.3. The
results for wind-turbine parameterizations B and C and for a different upstream velocity of
ui1,j,k = 0.10 m s−1 are quantitatively similar and therefore not shown here.
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Table 2.3: Theoretically predicted velocities for different axial induction factors a at the rotor
position ui0,j,k and in the wake uiw,j,k scaled with the upstream velocity ui1,j,k according to
Eqs. 2.15 and 2.16 and the deviations obtained from the numerical simulations. The deviations
are calculated as an average over the disc area.

a
ui0,j,k
ui1,j,k

expected
ui0,j,k
ui1,j,k

deviation
uiw,j,k

ui1,j,k
expected

uiw,j,k

ui1,j,k
deviation

1/3 0.67 2 % 0.33 5 %
1/4 0.75 0 % 0.50 0 %
1/5 0.80 2 % 0.60 4 %

The simulated ratios of ui0,j,k/ui1,j,k and uiw,j,k/ui1,j,k for a realistic value of the axial
induction factor of 1/4 are in complete agreement with the 1 D momentum theory. For
larger (a= 1/3) and smaller (a= 1/5) a values, the simulation results deviate by 5 % or
less from the theoretical predictions.

Summarizing, a successful validation of the LES model EULAG follows for the non-rotating
disc of wind-turbine parameterization A and realistic values of the axial induction factor
against the 1 D momentum theory and of wind-turbine parameterizations B and C against
the BEM method.

2.3 Turbulence Preserving Method

As stated in the Introduction, one of the difficulties of an LES of a single wind turbine
is the supply of a turbulent flow field upstream of the wind turbine. In this section, the
turbulence preserving method is introduced as new methodology to preserve the background
turbulence in an LES of a flow through a wind turbine. The basic idea is to extract velocity
perturbations from a precursor simulation of the NBL. The velocity fields are used to
disturb the wind-turbine simulation in a special manner as described below. For this
purpose, a precursor simulation of the turbulent NBL has to be conducted.

2.3.1 Precursor simulation

To drive the NBL flow, an additional forcing −u2
∗/H is applied in Eq. 2.2, where H is the

height of the computational domain. Sensitivity tests revealed that a value of the friction
velocity u∗= 0.4 m s−1 results in a realistic pressure gradient of the ABL. This forcing is
comparable to the streamwise mean pressure gradient force applied in Wu and Porté-Agel
(2012). The precursor simulation is performed with the same number of grid points as the
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2.3 Turbulence Preserving Method

wind-turbine simulations, in which the turbulence preserving method is applied, but with
periodic horizontal boundary conditions. The initial wind speed is set to zero, and the drag
coefficient in the surface parameterization is set to 0.1.

Applying only the above forcing, it is a long lasting process until the precursor simu-
lation is in an equilibrium state. Additional velocity gradients in the neutral flow can
serve as a trigger, breaking the symmetry, and acting as a seed for turbulence to develop.
Therefore, the precursor simulation is disturbed by inserting an obstacle in the domain for
a few time steps. The flow around this obstacle enhances the velocity gradients in the NBL
flow, and the equilibrium state of the precursor simulation is attained more rapidly.

2.3.2 Turbulence preserving method

The perturbation velocities u∗p
∣∣ξ
i,j,k

are extracted from the precursor simulation accord-
ing to,

u∗p
∣∣ξ
i,j,k

= α · β ·

up
∣∣
i∗,j,k
− 1

n ·m

n∑
i=1

m∑
j=1

up
∣∣
i,j,k︸ ︷︷ ︸

I


︸ ︷︷ ︸

II

, (2.18)

where up
∣∣
i∗,j,k

is the velocity vector of the precursor simulation in an equilibrium state and

the term I in Eq. 2.18 denotes the height-averaged mean value of the corresponding wind
component at each grid point i, j, and k. The index of the grid points are denoted by i= 1
. . . n, j= 1 . . . m, and k= 1 . . . l in the x, y, and z directions, respectively.
The perturbation velocity from Eq. 2.18 contributes to the velocity field of the wind-turbine

simulation u
∣∣ξ
i,j,k

at the initial time step ξ= 0 and at each following time step ξ. The values

of the precursor simulation up
∣∣
i∗,j,k

are shifted in the streamwise direction by one grid point

every time step ξ, symbolized by i∗= i + ξ∗, with i∗ ∈ [1, n] and ξ∗ representing the number
of time steps since the start of the simulation. Furthermore, the difference as denoted by
II in Eq. 2.18 is multiplied with a random number β ranging from −0.5 to 0.5. Both, the
grid point shift and the random number multiplication, are necessary to only apply the
spectral energy distribution of the precursor simulation instead of impressing individual
flow patterns onto the wind-turbine simulation. To account for different magnitudes of
the background turbulence, the term II in Eq. 2.18 is additionally multiplied by a factor
α, representing the amplitude of the turbulence perturbations (hereafter referred to as
perturbation amplitude).

Applying this method maintains the spectral properties of the turbulent fluctuations
in the wind-turbine simulation. It offers several possibilities for the numerical scheme:
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1. Periodic boundary conditions and a buffer zone can be avoided, enabling open inflow
and outflow Neumann boundary conditions. Further, an extended upstream region
can also be avoided. Both effects are minimising the domain size of the simulation.

2. The perturbation data from the precursor simulation are imported only once and are
stored in three 3 D fields (u, v, w) during the wind-turbine simulation. This makes a
permanent import of turbulence data from a precursor simulation obsolete, reducing
the memory requirement.

3. The method is computationally very efficient, as it allows to reapply the background
turbulence of one precursor simulation to a variety of wind-turbine simulations.

4. The response of a wind turbine to different intensities of the background turbulence
can be easily investigated by changing the parameter α in Eq. 2.18.

2.3.3 Validation of the turbulence preserving method

A simulation applying term I from Eq. 2.18 as wind field is performed. In addition, the
spectral energy distribution of the precursor simulation is applied with the prescribed
methodology. After integrating for the same amount of time as in the following wind-
turbine simulations, this simulation resulted in the same values of u, v and w, as well as
σu, σv and σw with σi =

√
i′2 as the precursor simulation, validating the mechanism of the

turbulence preserving method.

2.4 Atmospheric boundary-layer simulations of the diurnal
cycle

In this section, the setup of the ABL diurnal cycle simulations is described in detail. The
diurnal cycle data are essential to perform the wind-turbine simulations, answering the
problem of how a wind turbine reacts under different atmospheric conditions, as mentioned
in the Introduction. Therefore, a detailed description of the interface between ABL and
wind-turbine simulations is given in the following. Finally, the successful validation of
one ABL diurnal cycle simulation of the BLLAST (Boundary Layer Late Afternoon and
Sunset Turbulence) field experiment gives confidence in the ABL diurnal cycle simulations
performed with EULAG.

2.4.1 External forcing

Infrared radiation at night and solar radiation at day trigger the diurnal cycle. The resulting
cooling at night and warming during the day time can be prescribed by the sensible heat
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2.4 Atmospheric boundary-layer simulations of the diurnal cycle

flux. It arises from the solar radiation or infrared irradiation value divided by ρ0 and the
specific heat capacity at constant pressure and contributes to H in Eq. (2.5) via the SGS
closure model.

For a realistic simulation of the diurnal cycle (ABL height, temperature, turbulence
evolution), it is important to model and integrate additional external forcings, representing
mesoscale and synoptic scale processes, into the LES. Subsidence and radiative cooling
of the atmosphere are selected as dominant large-scale external forcing processes. They
impact on the geophysical flow solver EULAG via Eqs. (2.1) and (2.5).

Subsidence damps vertical motions at scales larger than the mixed layer height, especially
during convective conditions, limiting the growth of the ABL and influencing temperature
and turbulence in simulations of the ABL (Mirocha and Kosović, 2010; Blay-Carreras et al.,
2014; Mazzitelli et al., 2014). It acts on the zonal and meridional wind components u and
v, and on the potential temperature perturbation Θ

′
, and consists of the product of a

subsidence velocity wsub and the vertical derivative of Φ = (u, v, Θ
′
), representing the wind

components or the potential temperature perturbation according to

Sγi,j,k = wsub
dΦ

dz
= wsub

Φi,j,k+1 − Φi,j,k

zi,j,k+1 − zi,j,k
. (2.19)

The vertical gradient in Eq. (2.19) controls the height of the ABL, whereas the magnitude
of the subsidence velocity influences the strength of this change. The subsidence process is

included as Su=Fu and Sv=Fv in Eq. (2.1), whereas SΘ
′

contributes to FΘ′ in Eq. (2.5).

The subsidence applied on the potential temperature perturbation in Eq. (2.5) leads to a
warming of the ABL air. This effect is compensated by radiative cooling of the atmosphere
(Bellon and Stevens, 2012b). A constant radiative cooling with height is applied on FΘ′ in
Eq. (2.5), which acts in all levels and grid points besides at the ground and the top.

2.4.2 Setup of the diurnal cycle simulations

There are different numerical requirements for ABL simulations representing a stable or
a convective atmospheric state. An SBL simulation requires a fine spatial resolution to
represent the small eddies, and a small computational domain is sufficient. A CBL simu-
lation requires a large domain to capture the energy-containing thermals, and a coarse
computational grid is sufficient.

A combination towards ABL simulations with a large domain with a rather fine reso-
lution is computationally very expensive, but it is useful if the ABL simulation is performed
as precursor simulation of a wind-turbine simulation.
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Idealized ABL simulation over homogeneous surface

The idealized ABL simulation over homogeneous surface is performed with periodic horizon-
tal boundary conditions on 512 × 512 grid points in the horizontal with a resolution of 5 m
for 54 h, representing two full diurnal cycles. The vertical resolution is 5 m in the lowest
200 m, 10 m up to 800 m, and 20 m approaching the domain top at 2 km. The simulation
is initialised with a wind of 10 m s−1 in the zonal (east - west, streamwise) direction and
zero for the meridional (north - south, spanwise, lateral) direction, and no vertical wind
component. The ambient potential temperature Θe(z) of 300 K is constant up to 1 km and
changes with height above according to a lapse rate of 10 K km−1. The profile sensible
heat flux used in the idealized ABL simulation at the surface is shown in Fig. 4.1a with a
minimum of −10 W m−2 during the night and a maximum of 140 W m−2 at noon. Further,
no additional external forcings were included, because this simulation is not aiming to agree
exactly with measurements and most of the presented analysis focuses on the operating
height of a wind turbine (z≤ 200 m), which is mostly unaffected by subsidence and radiative
cooling. This idealized ABL simulation is performed over homogeneous surface with a drag
coefficient of 0.1, which enters the SGS momentum flux in Eq. 2.1. The computational
costs of the idealized ABL simulation representing 54 h add up to 23 days, performed on
256 Intel Xeon E5-2697 v3 threads at 2.6 GHz.

Idealized ABL simulation over heterogeneous surface

In an additional simulation, the first 24 h of the diurnal cycle are simulated using a
heterogeneous surface, covered by obstacles representing for example individual patches of
different land use or buildings. The individual obstacles have a size of 20 m x 20 m x 5 m
and are separated from one another in the zonal and meridional direction by 20 m, an
arrangement similar to Belcher et al. (2003, Fig. 1). This results in a density of the surface
of 25%, which is considered to be appropriate for this investigation, as wind turbines are
placed outside central city areas with a surface density of approximately 50% (Millward-
Hopkins et al., 2012). The obstacles are implemented via the immersed boundary method
(Smolarkiewicz et al., 2007) in Eqs. 2.1 - 2.5. This method mimics the presence of solid
structures and internal boundaries by applying the fictitious body forces −αmv in Eq. 2.1
and −αhΘ

′
in Eq. 2.5. In the fluid away from the solid boundaries, αm and αh are both

zero, whereas α(m/h) = 1/2∆t within the solid, assuring the velocity approaching zero, with
the time step ∆t. The immersed boundary method in EULAG has been successfully applied
in Schröttle and Dörnbrack (2013), von Larcher and Dörnbrack (2014), and Gisinger et al.
(2015).

BLLAST ABL simulation

A different setup can be applied to reduce the computational costs for a pure diurnal
cycle ABL simulation, which is not used as precursor simulation for wind-turbine simula-
tions. The SBL is initialized with a horizontal resolution of 6.25 m on 128 × 128 grid points
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with periodic horizontal boundaries. For the transition from an SBL towards a CBL the
domain expansion method of Beare (2008) is applied, resulting in a horizontal resolution of
25 m on 128 x 128 grid points in the CBL. For the transition back from the coarse to the
fine resolution the domain size is kept constant and the horizontal resolution is decreased
to 6.25 m by performing an interpolation procedure, resulting in 512 × 512 horizontal grid
points. Both transition methods are conducted in two steps, each separated by one hour
of physical time to limit numerical instabilities. This 24-h simulation is initialized with
observations from the BLLAST field campaign.

The BLLAST field campaign took place from 14 June to 8 July 2011 in southern France
at Lannemezan, an area of complex terrain a few kilometres from the Pyrenean foothills.
Measurements from towers, radiosondes, airplanes, and ground-based remote sensing are
taken during the whole campaign, with twelve intensive observing periods, characterised
by various meteorological conditions. A detailed description can be found in Lothon et al.
(2014). The 1st of July 2011 was chosen for the simulation of the complete diurnal cycle,
because this day was characterised by anticyclonic conditions minimising large-scale forc-
ings except subsidence and radiative cooling. The lower troposphere was governed by a
mountain-plain circulation along the valley with almost no clouds prevalent.

The BLLAST ABL simulation is initialized with the potential temperature and the zonal
and meridional wind data from the 0000 UTC radiosonde launch of the 1st of July. The
domain height extends up to 3 km with a vertical resolution of 5 m in the first 200 m,
increased to 10 m up to 800 m and 20 m to the domain top. The flux measurements are
taken from a 60 m tower with values at 30 m, 45 m, and 60 m altitude. The sensible heat
flux (SHF) at the surface is calculated via an e-folding scale of 300 m and the measurements
at the heights z according to SHFz=0 = SHFz exp(-z / 300 m). The temporal evolution of
the measurements is set symmetric around 12 h with a maximum of roughly 140 W m−2 at
noon and a minimum of −10 W m−2 at night (Fig. 2.4a). The simulation is dry and does
not consider any moisture effects or latent heat fluxes. Subsidence and radiative cooling
were applied as large-scale forcings. The subsidence velocity is calculated from the ABL
height of the potential temperature profiles from the four radiosonde ascents at 0000 UTC,
1100 UTC, 1658 UTC, and 2254 UTC (Fig. 2.6) to a value of wsub = −10 mm s−1. A
radiative cooling of the atmosphere of −2 K d−1 arises from the difference of the simulated
potential temperature profile in a different simulation with exactly the same setup as the
BLLAST ABL simulation, however, without radiative cooling. The values of the subsidence
velocity and the radiative cooling are comparable to values of Bellon and Stevens (2012b).

2.4.3 Interface between atmospheric boundary-layer and wind-turbine
simulations

Wind-turbine simulations performed to investigate the impact of neutral boundary-layer
turbulence on wind-turbine wakes in Chapter 3 and for the numerically efficient param-
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eterization of turbulent wind-turbine flows for LES of different thermal stratifications in
Chapter 5 are performed on 512 × 64 × 64 grid points with open streamwise and spanwise
boundary conditions. Wind-turbine simulation performed to investigate the impact of the
diurnal cycle of the atmospheric boundary layer on wind-turbine wakes in Chapter 4 are
performed on 512 × 512 × 64 grid points with open streamwise and periodic spanwise
boundary conditions.

All wind-turbine simulations are performed with a horizontal resolution of 5 m and a
vertical resolution of 5 m in the lowest 200 m and 10 m above. The rotor of the wind turbine
is located at 300 m in the x-direction and centred in the y-direction with a diameter D and
a hub height zh of 100 m. In the heterogeneous wind-turbine simulations, it corresponds to
a wind turbine located 300 m away from the obstacles in the precursor simulation. Further,
all wind-turbine simulations in Chapters 7 and 8 are implemented with parameterization of
type B.

For the wind-turbine simulations performed in Chapter 3, a logarithmic wind profile
ui1,j,k = u∗

κ
ln( z

z0
) is prescribed with a friction velocity u∗= 0.45 m s−1, a roughness length

z0 = 0.1 m, and the von Karman constant κ= 0.4. It is applied in combination with the
wind-turbine parameterizations and the turbulence preserving method described in Chap-
ter 2.

For the synchronized coupling between ABL and wind-turbine simulations in Chapter 4,
the initial fields ψ= (u, v,w, Θ

′
) at 12 h, 18 h, 24 h, 29 h, 36 h, 42 h, 48 h, and 53 h for

the homogeneous wind-turbine simulations and at t= 12 h and 24 h for the heterogeneous
wind-turbine simulations, as well as the 2 D inflow fields of ψ at each time step of the
following one hour of the wind-turbine simulations (ψj,k(t)) are provided by the correspond-
ing idealized ABL simulation. Further, the horizontal averages of the respective initial
conditions of ψ are taken as background fields ψe(z) = (ue(z), ve(z),we(z),Θe(z)). At each
time step of the wind-turbine simulation, the two dimensional y-z slice ψj,k(t) contributes
to the upstream values of ψ at i= 1, the left-most edge of the numerical domain at x= 0 m.
This approach to handling the interface between the ABL and wind-turbine simulations is
similar to techniques used by Kataoka and Mizuno (2002), Naughton et al. (2011), Witha
et al. (2014), and Dörenkämper et al. (2015).

Wind-turbine simulations, using the idealized ABL simulation over homogeneous sur-
face as precursor simulation, are performed in Chapter 4 for four regimes at two days,
hereafter referred to as CBL (12 h - 13 h), EBL (18 h - 19 h), SBL (24 h - 25 h), and MBL
(29 h - 30 h) representing day 1 and CBL2 (36 h - 37 h), EBL2 (42 h - 43 h), SBL2 (48 h - 49 h),
and MBL2 (53 h - 54 h) representing day 2. Wind-turbine simulations, using the idealized
ABL simulation over heterogeneous surface as precursor simulation, are performed for two
regimes, hereafter referred to as CBLhet (12 h - 13 h) and SBLhet (24 h - 25 h).

For the wind-turbine simulations performed in Chapter 5, the detailed simulation setup,
resulting from the parameterization, is deduced in detail in Chapter 5.
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2.4.4 Atmospheric boundary-layer and wind-turbine characteristics

This work investigates the following characteristics of the ABL and the wind-turbine
wakes:

� The budget of the resolved mean TKE of the ABL

e =
1

2

(
u′′2 + v′′2 + w′′2

)
(2.20)

is calculated at each height level according to Stull (1988)

∂e

∂t︸︷︷︸
Storage St

= −
(
u′′w′′

∂u

∂z
+ v′′w′′

∂v

∂z

)
︸ ︷︷ ︸

Shear S

+
g

Θ0

w′′Θ′′︸ ︷︷ ︸
Buoyancy Production B

− ∂w′′e′′

∂z︸ ︷︷ ︸
Turbulent Transport T

− ε︸︷︷︸
Dissipation D

. (2.21)

In this representation, u
′′
, v
′′
, w

′′
, Θ

′′
, p
′′
, and e

′′
are the turbulent fluctuations of

the velocity components u, v, w, the potential temperature Θ, the pressure p and
the resolved turbulent kinetic energy e. Θ0 is the reference potential temperature at
the ground. ε represents the dissipation rate and is calculated as the residual from
all other contributions. The overlines in Eq. (2.20) indicate a temporal (1 h) and an
area (horizontal domain size) average. Here, ξ

′′
= ξ -< ξ(z) >x,y, whereas ξ

′
= ξ - ξe.

For all variables except for ξ= Θ, ξ
′′

= ξ
′
.

� The spatial distribution of the temporal average of the streamwise velocity ui,j,k, the
streamwise velocity ratio

V Ri,j,k =
ui,j,k
ui1,j,k

, (2.22)

and the streamwise velocity deficit

V Di,j,k =
ui1,j,k − ui,j,k

ui1,j,k
, (2.23)

as they are related to the power loss of a wind turbine.
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� The streamwise turbulent intensity

Ixi,j,k =
σui,j,k
ui,j,kh

(2.24)

and the total turbulent intensity

Ii,j,k =

1
3

√
σ2
ui,j,k

+ σ2
vi,j,k

+ σ2
wi,j,k

ui,j,kh
, (2.25)

with σui,j,k =
√
u
′2
i,j,k, σvi,j,k =

√
v
′2
i,j,k, and σwi,j,k

=
√
w
′2
i,j,k, as well as u

′

i,j,k =

ui,j,k − ui,j,k, v
′

i,j,k = vi,j,k − vi,j,k, and w
′

i,j,k = wi,j,k − wi,j,k, as it affects the flow-
induced dynamic loads on downwind turbines.

In the x-z plane, the index j0 corresponds to the centre of the domain in y-direction y0,
whereas in the x-y plane, the index kh corresponds to the hub height zh.

The wind-turbine simulations are performed for 20 min in Chapter 3 and for 60 min in
Chapters 4 and 5. In each simulation, the time period is long enough for the wake to
reach an equilibrium state with statistical convergence of the results. All mean values are
averaged over the last 10 min in Chapter 3 and 50 min in Chapters 4 and 5. The temporal
average Ψi,j,k of a quantity Ψ for a time period t is calculated online in the numerical model
and updated at every time step according to the method of Fröhlich (2006, Eq. 9.1).

Generally, the numerical simulation results are plotted in dimensionless coordinates as
a function of the rotor diameter D. The contour of the actuator in the cross-sections
represents the transition to a wind-turbine force of zero. Furthermore, only a sector of the
complete computational domain is shown in most of the following plots.

2.4.5 Validation of the atmospheric boundary-layer simulations of the
diurnal cycle

A complete diurnal cycle of one day is simulated with the LES model EULAG by using
observations from the BLLAST field campaign for initialization and validation. The
BLLAST diurnal cycle simulation is performed to give confidence in the ability of the
geophysical flow solver EULAG to simulate the diurnal cycle of an idealized ABL simulation.
For the evaluation of the BLLAST ABL simulation, the sensible heat flux, the potential
temperature, and the TKE budget are shown in Fig. 2.4. The structure of the potential
temperature and the TKE budget are strongly influenced by the diurnal cycle enforced
by the prescribed sensible heat flux. For rather low surface flux values in t ∈ [0 h, 5 h],
the ABL in Fig. 2.4b consists of an SBL capped by a neutrally-stratified layer, the residual
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2.4 Atmospheric boundary-layer simulations of the diurnal cycle

layer. An increase of the surface fluxes at t = 5 h from their minimum level initiates the
onset of the MBL, which is related to a warming of the surface in Fig. 2.4b. This generates
thermals and the turbulent eddies increase in size and strength and start to form a fully
convective layer, which continues to grow throughout the morning eroding the stable layer
from below and incorporating the residual layer in a process called free encroachment
(Sorbjan, 2004) (Fig. 2.4b). This results in a fully developed CBL, characterised by the
domination of buoyancy over shear in Figs. 2.4c and ??a (Stull, 1988; Beare, 2008). The
decrease of the surface fluxes approaching their minimum level represents the EBL. In the
EBL, the decaying CBL merges into the SBL, which is shear driven, because the eddies
have less energy in comparison to the CBL due to much smaller surface flux values (Stull,
1988; Beare, 2008). The domination of shear over buoyancy is not visible in Fig. 2.4c
because the individual TKE budget terms are approximately an order of magnitude smaller
at night in comparison to the daytime situation. A comparison of the vertical evolution of
the horizontal average of the TKE budget in Fig. 2.5b, however, confirms this statement.
Further, the height of the ABL during the diurnal cycle simulation corresponds to the
stronger stratification in Fig. 2.4b, which is limited by the imposed large-scale subsidence.

This diurnal cycle dependency, existing in the potential temperature as well as in the TKE
budget, is in qualitative agreement with other studies like Stull (1988), Kumar et al. (2006),
and Basu et al. (2008). The amount and temporal evolution of the TKE budget during the
day are in agreement with the results from Blay-Carreras et al. (2014), who performed an
LES with the DALES model for the 1st of July of the BLLAST campaign. Their simula-
tion lasted 12.5 h starting at 0730 UTC, which does not allow a comparison of this SBL state.

A quantitative comparison of the horizontally-averaged Θ profiles with the radiosonde
measurements from the BLLAST campaign is shown in Fig. 2.6. The simulation is ini-
tialized with a fit to the observed 0000 UTC potential temperature profile. The potential
temperature structure evolves towards a convective profile in the first eleven hours (Stull,
1988; Kumar et al., 2006; Basu et al., 2008; Beare, 2008; Walter et al., 2009; Rhodes and
Lundquist, 2013). The decrease of the ABL height is induced by the imposed large-scale
subsidence. After 17 h, the simulated Θ profile fits well with the observation for z < 1300 m.
Above the inversion, modelled and observed profiles differ, as other mesoscale influences
are not taken into account in the LES. After 23 h, a stable stratification has established
again (Stull, 1988; Kumar et al., 2006; Basu et al., 2008; Beare, 2008; Walter et al., 2009;
Rhodes and Lundquist, 2013). Considering 23 h of simulation with the limited prescribed
external forcings, the colder temperature in the lowest levels can be caused by additional
large-scale effects, which are not included in this simulation, e.g. colder air close to the
surface advecting from the mountains as part of the mountain-plain circulation.
A quantitative comparison of the evolution of the wind is not reasonable for this simulation.
This is for two reasons: Firstly, only the initialization contains an information of the wind
conditions, no additional information of measured profiles during the diurnal cycle is given
during the simulation. Secondly, no mesoscale processes are included in the simulation.
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2 Applied Methods

Figure 2.4: Temporal evolution of the sensible heat flux in W m−2 in a, time and space variation
of the horizontal average of the potential temperature in K in b and of the TKE budget in m2 s−3

in c. The individual TKE budget terms from Eq. (2.21) are integrated over the height of the
ABL, defined as the altitude at which the vertical gradient of the potential temperature reaches
its maximum (Sullivan et al., 1998).
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2.4 Atmospheric boundary-layer simulations of the diurnal cycle

Figure 2.5: Vertical evolution of shear and buoyancy as defined in the TKE budget in Eq. (2.21)
after 12 h in a and after 24 h in b (note the different scale on the x-axis).

Figure 2.6: The temporal evolution of the horizontal average of Θ(z) (solid lines) and the
corresponding radiosonde measurements (dashed lines) at 0 h, 11 h, 17 h, and 23 h for the lowest
2 km.
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They, however, could be important, even for a surface driven weather situation with min-
imum larger scale disturbances. This point is considered and the simulation strategy is
intended, because a more quantitative comparison is not required for the purpose of the
BLLAST simulation.

The qualitative comparison of the temporal evolution of the potential temperature and
the analysis of the TKE budget together with the quantitative comparison of the LES
results with the potential temperature profiles of radiosonde measurements at 1100 UTC,
1700 UTC, and 2300 UTC give confidence in the ability of the numerical model EULAG to
simulate the diurnal cycle of the idealized ABL simulation in the following.
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3 Impact of neutral boundary layer
turbulence on wind-turbine wakes

In this chapter, the impact of NBL turbulence on wind-turbine wakes is investigated by
applying the turbulence preserving method and the wind-turbine parameterizations A,
B, and C from Chapter 2. A detailed investigation of the reference simulation B 1 (base
case) with α= 1 (Eq. 2.18) and wind-turbine parameterization B is given to confirm the
application of the turbulence preserving model in a wind-turbine simulation. Further, the
dependence of the wake characteristics of the reference simulation B 1 are investigated
regarding the impact of,

a, the perturbation amplitude

b, the wind-turbine parameterization

c, the rotation of the disc

d, the SGS closure model.

The corresponding parameters of B 1 and of all other simulations are listed in Table 3.1.

As explained in the Introduction, this investigation is the groundwork to understand the
operation of a wind turbine under different atmospheric conditions.

3.1 Reference simulation B 1

Figure 3.1 shows the vertical (in a) and horizontal (in b) cross-sections of the streamwise
wind field of wind-turbine simulation B 1. The general wake structure reveals a minimum
of the velocity right behind the rotor with a velocity increase in the radial and streamwise
directions. This pattern results from the entrainment of surrounding air with higher velocity
values and is observed prevalently in field experiments in the atmosphere (Heimann et al.,
2011, Fig. 3) or in wind-tunnel measurements (Zhang et al., 2012, Fig. 4), as well as
simulated numerically (Porté-Agel et al., 2010, Fig. 5; Wu and Porté-Agel, 2012, Fig. 3;
Aitken et al., 2014, Fig. 5; Mirocha et al., 2014, Fig. 5).

The x-y cross-section of u shows a nearly axisymmetric distribution (Fig. 3.1b), whereas
the x-z cross-section of u displays a non-axisymmetric mean velocity profile (Fig. 3.1a), as
a consequence of the vertically sheared upstream wind profile and the effect of the surface.
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Table 3.1: List of all performed simulations in this chapter with information of the perturbation
amplitude, the type of the wind-turbine parameterization, the tangential force, and the SGS
closure model used in the LES model.

simulation perturbation wind-turbine tangential SGS
amplitude α parameterization force FΘ closure model

B 1 1 B 6= 0 TKE
B 5 5 B 6= 0 TKE
B 10 10 B 6= 0 TKE
A 1 1 A 6= 0 TKE
C 1 1 C 6= 0 TKE

A NR 1 A = 0 TKE
B S 1 B 6= 0 Smagorinsky
B I 1 B 6= 0 no (implicit LES)

Another feature in the x-z cross-section (Fig. 3.1a) represents the region of higher velocity
air at the lowest part of the rotor in comparison to the surroundings. The velocity deficit
plotted as contour lines in Fig. 3.1 enables a comparison with lidar measurements (Iungo
et al., 2013; Käsler et al., 2010) or with remotely piloted aircraft measurements (Wildmann
et al., 2014). These measurements for similar sized turbines and wind speeds result in a
wind speed deficit of about 50 to 60 % at x= 4D, which is in line with the contours of the
reference simulation in Fig. 3.1. In Fig. 3.2, the mean values of u, v, and w are plotted
in a y-z cross-sections for selected downstream positions at x= 3D, x= 5D, and x= 10D.
With increasing streamwise distance from the rotor, the flow field u recovers and starts
to converge towards the upstream wind profile. The general structure of the position of
the velocity minimum as well as the recovery of the wind field is comparable to published
results (e.g., Wu and Porté-Agel, 2012, Fig. 4; Mirocha et al., 2014, Fig. 4). Depending
on the implementation of a nacelle, the flow field directly behind the centre of the wind
turbine changes. Among others, Wu and Porté-Agel (2011) and Meyers and Meneveau
(2013) include the nacelle, whereas it is neglected in Aitken et al. (2014) and Mirocha et al.
(2014). The slices of the lateral wind component v reveal a maximum at the upper rotor
part and a minimum at the lower part, which corresponds to the vertical velocity field w
with a maximum for y/D ∈ [−1, 0] and a minimum for y/D ∈ [0, 1]. The intensity of this
rotational effect decreases with increasing streamwise distance from the rotor. The regions
with the maximum swirl of the flow are veering away from the rotor centre for an increasing
downstream distance. The pattern in v and w is comparable to Mirocha et al. (2014, Fig. 4).
In contrast to these results, the y-z cross-sections in Mirocha et al. (2014) are asymmetric,
which is most likely induced by the weakly convective ABL in their simulations.

In Fig. 3.3, the temporally averaged velocity component in streamwise direction ui,j,k is
plotted as a function of streamwise distance for different positions (top, bottom, right
(y/D ∈ [0, 1]), left (y/D ∈ [−1, 0])) 60 m away from the centre of the rotor. These positions,
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3.1 Reference simulation B 1

Figure 3.1: Streamwise wind field in a vertical x-z cross-section at j0 in a and in a horizontal
x-y cross-section at kh in b. The contours represent the velocity deficit (ui1,j0,k − ui,j0,k)/ui1,j0,k
in a and (ui1,j,kh − ui,j,kh)/ui1,j,kh in b. Note, that in these cross-sections, the scale in the z or
y-direction is exaggerated compared to the horizontal scale the in x-direction.

although located outside of the actuator (R= 50 m), are still close enough to represent
the effect of the forces resulting from Eq. 2.10 on the flow field. In the upstream region,
the velocities at the top and the bottom locations differ due to the incoming logarithmic
wind profile whereas the wind speeds right and left of the rotor are the same. Approaching
the rotor, the flow is decelerated in front of the wind turbine and accelerated behind
it. This behaviour is induced by the flow deceleration due to the axial force Fx, which
causes a pressure increase in front of the rotor and a decrease behind (Bernoulli equation)
(Hansen, 2008) .

The difference of the flow in the spanwise direction for x/D> 2 results from the rotation
of the actuator, leading to an accelerated (decelerated) flow on the right (left) due to
downward (upward) transport of air with higher (lower) momentum. The flow recovers with
increasing distance and the velocity values start approaching the values of the incoming
wind field for x≥ 10D. The effect of the wind turbine on the wake is not negligible even
at a streamwise distance of x= 20D in Fig. 3.1, therefore a full recovery in Fig. 3.3 at
positions x> 20D is expected.

39
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Figure 3.2: The averaged values of the base-case simulation (B 1) of ui,j,k in a-c, vi,j,k in d-f
and wi,j,k in g-i) in y-z cross-sections at downstream positions x= 3D (a, d, g), x= 5D (b, e, h)
and x= 10D (c, f , i).

3.2 Impact of the perturbation amplitude

The method of preserving the background turbulence includes the factor α in Eq. 2.18, which
was introduced as the amplitude of the perturbation. The impact of α is studied in simula-
tions B 5 (α= 5) and B 10 (α= 10) and compared to the reference simulation B 1 (α= 1).

Figure 3.4a shows the streamwise profiles of the velocity ratio from Eq. 2.22 for different
values of the perturbation amplitude α. A larger α value leads to a progressively shorter
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3.2 Impact of the perturbation amplitude

Figure 3.3: The streamwise velocity component ui,j,k of the base-case simulation B 1 at four
positions, which are located 60 m away from the rotor centre (R= 50 m), in both spanwise (left and
right) and vertical (top and bottom) directions. The spanwise directions correspond to Figs. 3.1
and 3.2 with right ≡ y/D ∈ [0, 1] and left ≡ y/D ∈ [−1, 0].

streamwise extension of the wake, induced by a stronger entrainment of ambient air. Further,
the minimum of the velocity ratio in the near wake directly behind the nacelle increases.

The markers in Fig. 3.4a correspond to different wind-turbine studies, as described in
detail in Table 3.1. The simulation results of B 1 are comparable to lidar measurements
and WRF-LES model results for a stable ABL (Aitken et al., 2014). By increasing the
value of α, the velocity ratio approaches values found in observations and simulations of
cases with enhanced turbulence. The numerical results of simulation B 5 correspond to
a neutral ABL (Wu and Porté-Agel, 2011; Gomes et al., 2014), whereas the results of
simulation B 10 are almost comparable to measurements and WRF-LES model results in a
convective ABL (Mirocha et al., 2014). This comparison with other studies leads to the
hypothesis that the factor α from Eq. 2.18 could be related quantitatively to different levels
of atmospheric turbulence.

Further, various precursor simulations were tested (convection or Coriolis force as trigger
to excite turbulence), resulting in different spectral energy densities. The velocity ratio for
a larger amount of the spectral energy density is in agreement with a larger value of α (not
shown here). The parameter α is also comparable to the different roughness lengths used
in Wu and Porté-Agel (2012), with a larger roughness length corresponding to a higher
perturbation amplitude.
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Table 3.2: List of all used markers for the velocity ratio and the turbulent intensity of a wind
turbine, resulting from various studies.

Symbol Origin Reference
+ NBL LES Wu and Porté-Agel (2011, Fig. 4)
+ NBL LES Wu and Porté-Agel (2011, Fig. 4)
× RANS Gomes et al. (2014, Fig. 1)

SBL lidar measurements Aitken et al. (2014, Fig. 6)
? SBL WRF-LES Aitken et al. (2014, Fig. 6)

CBL measurements Mirocha et al. (2014, Fig. 8)
CBL WRF-LES (SHF = 20 W m−2) Mirocha et al. (2014, Fig. 8)
CBL WRF-LES (SHF = 100 W m−2) Mirocha et al. (2014, Fig. 8)

NBL LES z0 = 1× 10−5 m Wu and Porté-Agel (2012, Fig. 5)
NBL LES z0 = 1× 10−1 m Wu and Porté-Agel (2012, Fig. 5)

The streamwise profiles of the turbulent intensity in Eq. 2.25 are presented in Fig. 3.5a
for different α values. The turbulent intensity Ixi,j0,kh increases with increasing α. In the
upstream as well as in the downstream region, the streamwise distribution of Ixi,j0,kh is pro-
portional to α. Wu and Porté-Agel (2012) investigate an increase of Ixi,j0,kh for increasing z0.
This study also results in an increase of Ixi,j0,kh for increasing α, reinforcing the assumption
that larger α values are comparable to a surface with an increased roughness length.

The investigations lead to the conclusion that the entrainment in the wake can be easily
modified by adjusting the value of α in the numerical simulations. In this way, a realistic
level of atmospheric background turbulence intensity corresponding to various atmospheric
stratifications or different roughness lengths can be parameterized by applying the turbulence
preserving model.

3.3 Impact of the wind-turbine parameterization

The impact of the three wind-turbine parameterizations A, B, and C on the wake is studied
for α= 1 (Eq. 2.18) in simulations A 1, B 1 and C 1. The different parameterizations
influence the velocity ratio in the wake as documented in Fig. 3.4b.

A comparison between simulation A 1 and simulation B 1 focuses on the difference between
the MMT and the BEM method. Approaching a downstream distance of x= 5D, the
difference in the wake structure becomes marginal. Therefore, a streamwise distance of
x= 5D is defined as the transition between the near wake and the far wake. Further, the
value of the minimum of the velocity ratio in the near wake is larger for parameterization A
in A 1 due to no radial dependence of the thrust and power coefficients in Eqs. 2.8 and 2.9.
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Figure 3.4: Dependency of the streamwise velocity ratio from Eq. 2.22 at j0 and kh for all
simulations listed in Table 3.1, grouped together regarding the wake impact of the perturbation
amplitude in a, the wind-turbine parameterization in b, the rotation of the disc in c, and the SGS
closure model in d. All used markers are listed in Table 3.2.

The difference between wind-turbine parameterizations B and C are the local blade charac-
teristics of the two airfoils. In wind-turbine parameterization C the velocity field in the
streamwise direction recovers more rapidly up to approximately x= 14D in comparison to
type B. This is caused by the sharper gradient in the axial force at the edge of the nacelle
between 0.2 r/R and 0.3 r/R in Fig. 2.3.
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Figure 3.5: Dependence of the streamwise turbulence intensity from Eq. 2.24 at j0 and kh for all
simulations listed in Table 3.1, grouped together regarding the wake impact of the perturbation
amplitude in a, the wind-turbine parameterization in b, the rotation of the disc in c, and the SGS
closure model in d. All used markers are listed in Table 3.2. The dotted line in plot d represents
simulation B 1 with 1/2 times the length scale in the SGS closure model, whereas the dashed line
represents simulation B 1 with twice the length scale in the SGS closure model.

The different wind-turbine parameterizations also have an impact on the value of the
maximum of the streamwise turbulent intensity in Fig. 3.5b. The maximum is larger for
wind-turbine parameterization B in comparison to wind-turbine parameterization A. This is
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caused by the radial gradient of the axial force in wind-turbine parameterization B, which
contrasts a constant force in wind-turbine parameterization A, as shown in Fig. 2.3. The
streamwise turbulent intensities of wind-turbine parameterizations A and B are very similar
in the far wake. The difference in the maximum between wind-turbine parameterizations
B and C correlates with the gradient of the axial force close to the nacelle in Fig. 2.3. A
larger maximum corresponds to a sharper gradient. A sharper gradient also results in
a more rapid decline in wind-turbine parameterization C in comparison to wind-turbine
parameterization B up to approximately x= 14D.

Comparing these results to other studies, the streamwise turbulent intensity values of
all three wind-turbine parameterizations are rather small in comparison to the Reynolds-
averaged Navier-Stokes (RANS) simulation of Gomes et al. (2014) approaching x ≥ 2D. A
comparison with the LES of Wu and Porté-Agel (2011) results in a rather good agreement
in the near wake for wind-turbine parameterization A and in the far wake for wind-turbine
parameterization C. The agreement of wind-turbine parameterization C is referable to a
similar radial distribution of the forces yielded from the same blade characteristics. The
near-wake difference can be related to the SGS closure model, as described in detail later.

Similar to the results from Ivanell et al. (2008), Porté-Agel et al. (2010), Wu and Porté-Agel
(2011), and Tossas and Leonardi (2013), who compared the Rankine-Froude approach to the
BEM approach, this analysis leads to the conclusion that the MMT, who in comparison to the
Rankine-Froude approach also accounts for a tangential force, is sufficient as simplification
of the BEM parameterization if only the far wake is of interest. In the near wake the radial
dependence of the axial force becomes important. Further, the local blade characteristics
influence the wake up to a downstream distance of x= 14D.

In the scope of this work, I also implemented an advanced version of the MMT. It considers
the radial distribution of the forces in Eqs. 2.8 and 2.9, which is adopted from the radial
chord length dispersion in Micallef et al. (2013). The forces in Eqs. 2.8 and 2.9 are modified
similarly to the procedure in Gomes et al. (2014). Numerical simulations using this approach
led to a better agreement of the near-wake structure with the BEM method in wind-turbine
parameterization B in comparison to the MMT approach (not shown here).

3.4 Impact of the rotation of the disc

To investigate the impact of the rotation of the actuator on the wake structure, simulation
A NR with wind-turbine parameterization A, no rotation of the disc (FΘ = 0 in Eq. 2.9),
and α= 1 (Eq. 2.18) is performed and compared to simulations A 1 and B 1.

The minimum of the velocity ratio in simulation B 1 is smaller in comparison to simulation
A NR. This finding is in agreement with the results from Wu and Porté-Agel (2011) (markers
in Fig. 3.4c). A comparison between simulation A 1 and simulation A NR results in a
marginal impact of the tangential force on the streamwise velocity ratio according to

45
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Fig. 3.4c. Therefore, the difference between simulation B 1 and simulation A NR is evoked
by the uniform thrust force distribution over the disc, which has a larger impact on the
velocity ratio than the marginal effect of rotation.

Wu and Porté-Agel (2011) show an increase of the turbulence intensity applying the
BEM method instead of the classical Rankine-Froude approach. The streamwise turbulent
intensity at the centre line in Fig. 3.5c is also larger for the BEM parameterization in
the near wake. The effect of rotation is marginal. Consequently, not the swirl, but the
non-uniform distribution of the axial force in the BEM method (Fig. 2.3) is responsible for
the near-wake difference in the streamwise turbulent intensity in Fig. 3.5c.

The rotation of the disc in simulation A 1 leads to a swirl in the wake as shown in Figs. 3.6a-
c. The rotational effect of the disc is evident at x= 3D. Approaching x= 10D, the swirl
in the disc region decays while it is transported outwards. Both effects originate from
entrainment processes. At a downstream position of x= 20D, the rotation in the disc region
approaches zero, whereas there is still some swirl in the air around the disc. In contrast
to this rotational behaviour, there is no swirl of the air downstream of the non-rotating
disc of simulation A NR in Figs. 3.6d-f . The pattern of the streamwise velocity u in the
rotor region as well as in the surroundings is comparable in both simulations at x= 3D and
10D. At x= 20D, the wake pattern in simulation A NR is symmetric, whereas in simulation
A 1 it is shifted towards y/D ∈ [−1, 0]. This asymmetric streamwise velocity field results
from the rotation of the disc and is also prevalent in the study of Wu and Porté-Agel (2012,
Fig. 4). This investigation leads to the conclusion that the rotation has a minor effect on
the velocity ratio and on the streamwise turbulent intensity at the centre line. However,
the effect of the tangential force on the v and w wind components is prevailing even in the
far-wake region, with an influence on the streamwise velocity field in the y-z plane.

3.5 Impact of the SGS closure model

The impact of the SGS closure models is investigated by comparing the TKE SGS closure
model simulation B 1 with the Smagorinsky SGS closure model simulation B S. The
geophysical flow solver EULAG provides a reliable numerical testbed to study the SGS
closure model sensitivities. Further, it depends on the non-oscillatory forward-in-time
integrations of Eqs. 2.1 to 2.6 and therefore offers the possibility to integrate these equations
without an explicit SGS closure model by setting V = 0 and H= 0 in Eqs. 2.1 and 2.5 in
the implicit LES B I.

The streamwise dependency of the velocity ratios in Fig. 3.4d agrees quantitatively very well
for simulation B 1 and simulation B S. The contrast to simulation B I is insignificant.

The streamwise turbulent intensities in Fig. 3.5d are also rather similar for the TKE and
the Smagorinsky SGS closure model. For the implicit LES, the maximum of Ixi,j0,kh is
roughly 1.7 times larger than in the simulations with the SGS closure model. In the
far wake the difference becomes rather small. The dependency of the difference in the
streamwise turbulent intensity in the near wake between an implicit LES and a simulation
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Figure 3.6: The averaged value of ui,j,k in a y-z cross-section at downstream positions x= 3D
(a, d), x= 10D (b, e), and x= 20D (c, f) for simulation A 1 (a-c) and simulation A NR (d-f).
The arrows represent the wind vectors (vi,j,k, wi,j,k). The magnitude of 1 m s−1 is shown at the
right edge of the plot.

using an explicit SGS closure model is verified with two further simulations, modifying
the SGS closure model of simulation B 1. In the first simulation, the length scale of the
TKE SGS closure model is multiplied by a factor of 1/2, resulting in the dotted red line in
Fig. 3.5d, whereas in the second simulation, the length scale is multiplied by a factor of
2, resulting in the dashed red line. Decreasing (increasing) the length scale of the closure
model results in a weaker (stronger) damping. A weaker damping induces larger turbulence,
approaching the streamwise turbulent intensity behaviour of the implicit LES, whereas a
stronger damping results in a weaker turbulent behaviour. The streamwise velocity ratios
are nearly unaffected by the length scale of the closure model (not shown here).

The agreement between the established SGS schemes (TKE and Smagorinsky) is a remark-
able result and confirms earlier findings by Smolarkiewicz et al. (2007). The possibility of an
implicit LES of wind-turbine flows enables numerical simulations with stretched or adaptive
meshes, where an explicit SGS parameterization might be difficult and troublesome.

The length scale of the closure model offers another tuning parameter in addition to α,
which can explain the difference in the streamwise turbulent intensity in comparison to
other simulation results from Wu and Porté-Agel (2011), Wu and Porté-Agel (2012), and
Gomes et al. (2014), as mentioned before.
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3 Impact of neutral boundary layer turbulence on wind-turbine wakes

3.6 Summary

The investigation of the impact of NBL turbulence on wind-turbine wakes presents the
following results:

The turbulence preserving method preserves the atmospheric background turbulence by
applying the spectral energy distribution at every time step taken once from three 3 D fields
(u, v,w) of the equilibrium state of an NBL precursor simulation. The entrainment in the
wake can be modified in numerical simulations by adjusting the perturbation amplitude.
An increase of the perturbation amplitude corresponds to larger atmospheric background
turbulence and enhances the entrainment of air into the wake region, resulting in a shorter
streamwise wake extension and an increase of the streamwise turbulent intensity.

According to the investigation of the wind-turbine parameterization, the BEM model yields
a more accurate prediction of the near-wake characteristics and the wake structure of the
two considered airfoils in the BEM model differs up to a streamwise distance of 14 D,
whereas the MMT is a reasonable simplification of the BEM model for studies of the far
wake. The rotation of the disc has an effect on the v and w wind components, resulting in
a swirl in the whole wake.

Further, both SGS closure models as well as the implicit LES approach have a rather small
impact on the streamwise velocity ratio. However, there is an impact on the streamwise
turbulent intensity in the near wake, resulting in larger values for the implicit LES approach
in comparison to the SGS closure models. The streamwise turbulent intensity of the
simulations performed with the SGS closure models is strongly affected by the amount of
damping in the corresponding SGS closure model.

The investigation of the impact of NBL turbulence on wind-turbine wakes constitutes
the first step towards an increase of the wind-energy contribution to the primary energy
demand. This investigation was necessary as first step, laying the groundwork for the
investigation of the impact of ABL turbulence on wind-turbine wakes and also to validate
the application of the turbulence preserving method, which is the basic concept for the
numerically efficient parameterization of turbulent wind-turbine flows for LES of different
thermal stratifications.
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4 Impact of the diurnal cycle of the
atmospheric boundary layer on
wind-turbine wakes

In this chapter, the impact of the diurnal cycle of the ABL on wind-turbine wakes is
investigated by applying the diurnal cycle simulation setup and the interface between ABL
and wind-turbine simulations from Chapter 2. A detailed investigation of the idealized
ABL simulations of the diurnal cycle over homogeneous and heterogeneous surface is given
in the following. Further, wind-turbine simulations are investigated for the CBL, the EBL,
the SBL, and the MBL over homogeneous surface, with special attention given to the
wake structure, the wake deflection, the streamwise velocity ratio, the turbulent intensity,
the temporal average, and the second diurnal cycle. Over heterogeneous surface, the
wind-turbine simulations are investigated for the CBL and the SBL and are compared to
the corresponding simulation over homogeneous surface.

As explained in the Introduction, this investigation is the key to understand how a wind
turbine operates under different atmospheric conditions, additionally influenced by different
surface conditions.

4.1 Idealized atmospheric boundary-layer simulation

Evolution

The temporal evolution of the sensible heat flux at the surface, the vertical time series of
the simulated potential temperature Θ = Θe + Θ

′
, and of the resolved TKE (Eq. (2.20))

are shown in Fig. 4.1. The evolution of the potential temperature corresponds to the
sensible heat flux with a warming of the surface during the day and a cooling at night and
corresponds to the BLLAST ABL simulation and to Stull (1988), Kumar et al. (2006),
and Basu et al. (2008). The magnitude and the vertical extent of the resolved TKE in
Fig. 4.1c show a maximum during the day and a minimum during the night, in response to
the simulated turbulence in the ABL. The maximum of TKE has a delayed response to
the maximum surface heat flux of approximately 2 h. The resolved TKE evolution with a
higher reaching maximum at the second day is comparable to Abkar et al. (2016).
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4 Impact of the diurnal cycle of the atmospheric boundary layer on wind-turbine wakes

Figure 4.1: Temporal evolution of the sensible surface heat flux in W m−2 in a, vertical time
series of the horizontal average of the potential temperature Θ in K in b, and of the horizontal
average of the resolved TKE e in m2 s−2 in c. The red (green, blue, magenta) line corresponds to
the times when the background and initial fields are extracted for the CBL (EBL, SBL, MBL)
wind-turbine simulation. The solid lines correspond to day 1, whereas the dashed lines represent
day 2.
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4.1 Idealized atmospheric boundary-layer simulation

Figure 4.2: Temporal evolution of the horizontal average of u and I as ue and Ie at hub height
(100 m; black solid line), top tip (150 m; black dashed line) and bottom tip (50 m; black dotted
line) of a wind turbine with D= 100 m and zh = 100 m in a and b. Vertical profiles of u and I are
shown in c and d.
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4 Impact of the diurnal cycle of the atmospheric boundary layer on wind-turbine wakes

Atmospheric variables relevant to wind-energy research

Wind speed, wind shear, and the level of atmospheric turbulence are the most important
atmospheric variables in wind-energy research (Naughton et al., 2011; Emeis, 2013, 2014;
Abkar and Porté-Agel, 2014; Abkar et al., 2016), with a major impact on the structure of
the flow field behind a wind turbine, the power loss, and the flow-induced dynamic loads
on downwind turbines. The temporal evolution of the horizontal average of the streamwise
velocity u and the turbulent intensity I of the idealized ABL simulation are presented in
Fig. 4.2a and b as ue and Ie at hub height and at the height of the top tip and bottom
tip of a wind turbine with D= 100 m and zh = 100 m. The corresponding vertical profiles
of ue and Ie are shown in Fig. 4.2c and d. In the following, the total turbulent intensity
from Eq. 2.25 is used instead of the turbulent intensity from Eq. 2.24, as the spanwise and
vertical contribution of the turbulent intensity becomes important during the diurnal cycle
(Abkar et al., 2016).

The streamwise wind speed ue at a certain height in Fig. 4.2a is marginally impacted by the
prescribed forcing during daytime conditions. All heights have nearly the same ue-values
due to the presence of the CBL. The variation between top tip, hub height, and bottom tip
increases during the night. This difference between the day and the nighttime behaviour
results from the vertical wind shear, as shown in Fig. 4.2c. Specifically, in the CBL and
in the EBL the vertical wind shear is rather small, whereas in the SBL and in the MBL
it is very pronounced. A supergeostrophic situation prevails during the MBL near hub
height corresponding to an LLJ with a change in wind shear from a positive value below to
a negative value above the LLJ.

Similar wind characteristics are found in Magnusson and Smedman (1994), Beare et al.
(2006, Fig. 3), Kumar et al. (2006, Fig. 5), Basu et al. (2008, Fig. 3), Beare (2008, Fig. 2b),
Bhaganagar and Debnath (2014, Fig. 1), Abkar and Porté-Agel (2014, Fig. 2a), Vollmer et al.
(2016, Fig. 3a), and Abkar et al. (2016, Fig. 5a), amongst others. Further, a supergeostrophic
situation also exists in the SBL simulation of Aitken et al. (2014, Fig. 4), Bhaganagar and
Debnath (2014, Fig. 1a), and Bhaganagar and Debnath (2015, Fig. 1), as well as in the
diurnal cycle simulation of Abkar et al. (2016, Fig. 15a). In this simulation, the LLJ is not
yet prevalent in the SBL, only a positive wind shear exists between bottom tip and hub
height (Fig. 4.2c). Generally, the onset time as well as the height of the LLJ depend on the
amount of infrared irradiation at night and on the atmospheric situation of the previous
day (Bhaganagar and Debnath, 2014, 2015).

The diurnal cycle has a large impact on the total turbulent intensity in Fig. 4.2b with a
maximum during the day and a minimum during the night, because the negative buoyancy
damps the turbulence at night (Fig. 4.1c). The stratification results in much larger values
of Ie for the CBL and the EBL and only small values for the SBL and the MBL, as shown
in Fig. 4.2d. Further, a maximum in the streamwise turbulent intensity occurs below the
LLJ (not shown here).
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4.2 Wind-turbine simulations

The diurnal behaviour, the order of magnitude, and the shape of the vertical profiles in
Fig. 4.2b and d agree with investigations of Beare (2008, Fig. 4), Blay-Carreras et al. (2014,
Fig. 7), Bhaganagar and Debnath (2014, Fig. 1), Abkar and Porté-Agel (2014, Fig. 2a, e−f),
Vollmer et al. (2016, Fig. 3a), and Abkar et al. (2016, Fig. 3f , Fig. 5c, Fig. 15a), amongst
others.

Therefore, the larger turbulent intensity in the CBL in comparison to the SBL is supposed
to result in an enhanced entrainment of ambient air into the wake region and, therefore, in
a more rapid flow recovery in the wake. The similar structures of ue and Ie in the CBL and
in the EBL as well as in the SBL and in the MBL reveal a strong influence of the convective
or stable stratification on the subsequent transitions. Similar transition behaviours are
documented in Abkar et al. (2016). Therefore, the flow field in the wake of the wind turbine
is supposed to be rather similar in the CBL and in the EBL as well as in the SBL and in
the MBL. Amongst others, both assumptions are investigated in the following.

4.2 Wind-turbine simulations

The flow from the idealized ABL simulation over homogeneous surface is used as back-
ground, initial, and inflow conditions in the following wind-turbine simulations to investi-
gate the wake structure for different diurnal cycle regimes with the coupling method de-
scribed in Chapter 2.

Wake structure

The streamwise velocity for all four cases (CBL, EBL, SBL, MBL) is displayed in the x-z
plane in Fig. 4.3 and in the x-y plane in Fig. 4.4. The upstream region differs for the CBL
and the EBL in comparison to the SBL and the MBL. This is caused by the difference
in the upstream ue profiles in Fig. 4.2c. The general spatial structure results in a flow
deceleration in the wake of the wind turbine and a recovery of the flow further downstream
of the wind turbine. The downstream position of the flow recovery depends on the state of
the ABL evolution, particularly on Ie. It is closer to the wind-turbine rotor for the CBL
and further away for the SBL.

More precisely, the maximum velocity deficit is 50 % in the CBL and 70 % in the SBL.
The flow in the wake also recovers more rapidly in the CBL in comparison to the SBL.
The enhanced entrainment in the CBL results from larger vertical and lateral momentum
fluxes in Fig. 4.5. The large momentum fluxes are related to the increase of TKE, as shown
in Fig. 4.1c, and the largest values of Ie during the diurnal cycle, as shown in Fig. 4.2b
and d. The different entrainment rate results in a longer streamwise wake extension in the
SBL in comparison to the CBL. These wake characteristics confirm the assumption of the
more rapid flow recovery in the wake for decreasing stability of the atmospheric regime and
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4 Impact of the diurnal cycle of the atmospheric boundary layer on wind-turbine wakes

Figure 4.3: Contours of the streamwise velocity ui,j0,k in m s−1 at a spanwise position of j0,
corresponding to the centre of the rotor, for CBL in a, EBL in b, SBL in c, and MBL in d. The
black contours represent the velocity deficit V Di,j0,k at the same spanwise location.
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4.2 Wind-turbine simulations

Figure 4.4: Contours of the streamwise velocity ui,j,kh in m s−1 at hub height zh for CBL in a,
EBL in b, SBL in c, and MBL in d. The black contours represent the velocity deficit V Di,j,kh at
the same vertical location.
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4 Impact of the diurnal cycle of the atmospheric boundary layer on wind-turbine wakes

Figure 4.5: Contours of the vertical momentum flux u′w′ in the x-z plane at a spanwise position
of j0, corresponding to the centre of the rotor, for the CBL in a and for the SBL in c, and of the
lateral momentum flux u′v′ in the x-y plane at hub height zh for the CBL in b and for the SBL in
d. The contours represent v′w′.
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4.2 Wind-turbine simulations

Figure 4.6: Contours of the streamwise velocity ui=3D,j,k in m s−1 at a downward position of
3 D for the SBL in a and the MBL in b. Here, y/D ∈ [0, 1] corresponds to a northwards direction
(wind direction > 270◦ and wake deflection < 90◦) and y/D ∈ [−1, 0] to a southwards direction
(wind direction < 270◦ and wake deflection > 90◦).

agree with previous investigations by Abkar and Porté-Agel (2014), Mirocha et al. (2015),
Vollmer et al. (2016), and Abkar et al. (2016).

The recovery of the flow in the wake and the velocity deficit of the EBL (MBL) are
comparable to the CBL (SBL) with a slightly longer wake region and larger velocity deficit
values of 60 % for the EBL (80 % for the MBL). The vertical and lateral momentum
fluxes of the EBL (MBL) are also comparable to the CBL (SBL), with slightly smaller
values for increasing stability of the atmospheric regime. The wake pattern verifies the
assumption of the influence of the flow regime prior to the transitions on the wake during
the transition phases.

The positive (negative) vertical and lateral momentum fluxes of u′w′ and u′v′ for the CBL
and the SBL in Fig. 4.5 correspond to negative (positive) vertical and lateral gradients
of the streamwise velocity in the wake (Figs. 4.3 a and c, 4.4 a and c). The large lateral
momentum flux u′v′ in the CBL can be attributed to a higher level of turbulence during the
day (Fig. 4.2b and d) and the deflection of both maxima of u′v′ towards the north can be
attributed to the wake deflection in Fig. 4.4a. The positive momentum fluxes of v′w′ in the
CBL (Fig. 4.5a) are in agreement with a negative vertical gradient of the lateral velocity,
whereas the negative momentum fluxes of v′w′ (Fig. 4.5b) correspond to a positive vertical
gradient of the lateral velocity. The maxima and minima of u′w′, u′v′, and v′w′ are located
in the near wake in the CBL, whereas they are in the far wake in the SBL. This difference
is caused by the enhanced turbulent mixing in the near wake during the day. At night, the
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4 Impact of the diurnal cycle of the atmospheric boundary layer on wind-turbine wakes

near wake is dominated by advection processes and a deflection of the wake resulting from
the Coriolis effect, and turbulent diffusion is gradually amplified in the far wake.

The wake structure, as shown in Fig. 4.3, is symmetric with respect to the centre line
in the CBL and in the EBL, whereas it is asymmetric in the SBL and in the MBL. The
asymmetric wake structure is presented in Fig. 4.6, where large u-values occur in the lower
rotor part for z < zh. This characteristic wake structure of the SBL and the MBL results
from the deflection of the wake towards the north (y/D ∈ [0, 1]) and will be explained in
the following.

Wake deflection

Different horizontal deflections of the wake from an eastward propagating wake (no wake
deflection ≡ wake deflection angle of 90◦) occur for the different regimes (Fig. 4.4). The
wake deflections at hub height averaged over the near and the far-wake region are 6◦ to the
north in the CBL (wake deflection angle = 84◦), 0◦ in the EBL (wake deflection angle = 90◦),
and 1◦ to the north in the SBL and in the MBL (wake deflection angle = 89◦). To investigate
the height dependence of the wake deflection, the wind directions during the diurnal cycle
at bottom tip, hub height, and top tip are shown in Fig. 4.7c. Additionally, the wake
deflections at these three heights (bt, hub, tt) are plotted as averages over the whole wake
for the CBL, the EBL, the SBL, and the MBL. Vertical profiles of the horizontal average of
the wind direction for the four regimes are shown in Fig. 4.7a and the corresponding wind
hodographs in Fig. 4.7b. The upstream wind conditions at bottom tip, hub height, and top
tip correspond to the markers in Fig. 4.7b.

The upstream wind direction is nearly constant in the CBL and in the EBL, corresponding
to nearly uniform values of ue and ve in the hodograph for the EBL. The hodograph for
the CBL is comparable to the EBL and is not shown here. For the SBL and the MBL,
the upstream wind direction has a large vertical gradient between bottom tip and top tip
and, therefore, a significant veering in the hodograph, which is especially pronounced in the
lower rotor part. The wake deflections (markers in Fig. 4.7c) in the CBL and in the EBL
are nearly constant at the height of the rotor area. They change with height in the SBL and
in the MBL from bottom tip to top tip from a northwards wake deflection (wake deflection
angle 75◦) towards no wake deflection (wake deflection angle 90◦). This corresponds to the
deformed wake towards the north in the lower rotor part in the y-z plane for the SBL in
Fig. 4.6 a and for the MBL in Fig. 4.6 b. Similar wake behaviour as in the SBL and in the
MBL was found in the stable regime simulated by Lu and Porté-Agel (2011), and Vollmer
et al. (2016), and in the low-stratified regime simulated by Bhaganagar and Debnath (2014).
Further, the different wake deflections with height result in a rather compact streamwise
and spanwise domain extension in the CBL and in the SBL and a correspondingly larger
streamwise and spanwise domain extension in the SBL and in the MBL.
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4.2 Wind-turbine simulations

The wake deflections in Fig. 4.7c correspond largely to the upstream wind directions for
all ABL regimes and at all heights. The small deviations in the CBL and in the EBL
decrease, if only the averaged wind direction of the part of the precursor simulation which
directly interacts with the wind turbine (20 grid points instead of 512) is considered. In
this case, the meridional component in the CBL (EBL) is slightly stronger (weaker) than
the horizontal average over the complete domain. The modified wind direction results in a
larger (smaller) deviation from a westward wind than it is the case for the whole domain,
and therefore the wake deflection direction of the CBL (EBL) perfectly reflects the wind
deflection.

Streamwise velocity ratio and turbulent intensity

Figure 4.8 compares the dependencies of the streamwise velocity ratio and the total turbu-
lent intensity through the centre of the rotor with measurements and numerical studies as
listed in Table 3.2. The velocity ratio values of the CBL in Fig. 4.8a are in agreement with
the CBL results from Mirocha et al. (2014) for x≥ 3D. The EBL results are compared to
NBL results, as no other published EBL wind-turbine simulations exist. For the EBL, the
EULAG results are in agreement with the NBL simulations of Wu and Porté-Agel (2011,
2012) for the smaller roughness length value. For the SBL, the simulation results of this
study are in good agreement with SBL measurements and numerical simulation results
from Aitken et al. (2014). For the MBL, the EULAG results are comparable to the SBL
with smaller values resulting from the more stable situation (Fig. 4.2d).

The total turbulent intensity profiles in Fig. 4.8b through the rotor centre in the EBL,
the SBL, and the MBL are comparable to the range of other NBL LES results with
different values of the roughness length in Wu and Porté-Agel (2011, 2012). The values
are larger in the near wake in the CBL in comparison to the EBL, the SBL, and the MBL,
resulting from the domination of the streamwise turbulent intensity component over the
spanwise and vertical components (not shown here). Compared to the RANS simulation of
Gomes et al. (2014), the values are smaller in the LES of this study. The velocity ratio
in Fig. 4.8a, however, is comparable for LESs and RANS simulations, which indicates a
strong dependence of the total turbulent intensity in the far wake on the numerical model,
as shown in Chapter 3.

To test whether the velocity ratio and the total turbulent intensity values at i, j0, and kh
are representative for the whole wake, especially regarding the wake deflections in Fig. 4.4,
an average of V R and I (dashed lines) is taken at kh for all grid points with a velocity
deficit > 0.1 in lateral direction, denoted by < V Ri,j,kh >V R>0.1 and < Ii,j,kh >V R>0.1. This
lateral average corresponds to the area within the 0.1 contour in Fig. 4.4 and considers the
wake deflections. For the calculation of the velocity deficit in Eq. 2.22, < ui1,kh >j is used
in the denominator as lateral average instead of a grid point value ui1,j,kh .
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4 Impact of the diurnal cycle of the atmospheric boundary layer on wind-turbine wakes

Figure 4.7: Vertical profiles of the wind direction of the idealized ABL precursor simulation over
homogeneous surface are shown in a. The solid vertical gray line in a corresponds to a wind from
the west. Wind hodographs, based on the mean zonal and meridional wind velocities ue and ve
are shown in b for EBL, EBLhet, SBL, SBLhet, and MBL. Time evolution of the wind direction for
the idealized ABL over homogeneous (black) and heterogeneous (gray) surface is shown in c. The
markers correspond to the wind direction (in b) and wake deflection (in c) at bottom tip (bt),
hub height (hub), and top tip (tt). The filled markers represent the homogeneous case, whereas
the empty markers represent the heterogeneous case. The black lines in a and c correspond to a
height of 50 m (dotted line), 100 m (solid line), and 150 m (dashed line).
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4.2 Wind-turbine simulations

Figure 4.8: Dependency of the streamwise velocity ratio V Ri,j0,kh in a and the total turbulent
intensity Ii,j0,kh in b for the wind-turbine simulations CBL, EBL, SBL, and MBL through the
centre of the rotor in spanwise (j0) and vertical (kh) direction (solid lines). The dashed lines
correspond to the average of the streamwise velocity ratio and the total turbulent intensity in
the wake at hub height zh for V R> 0.1. The markers correspond to various studies as listed in
Table 3.2.

The averaged velocity ratio in Fig. 4.8a (dashed lines) is smaller due to including the
complete wake with decreasing V R values at the rotor edges. The individual relation
between the different regimes is comparable to V Ri,j0,kh , with the maximum V R in the
CBL and the minimum in the MBL. A comparison to other studies is not possible, as the
markers correspond to downstream values located at the centre of the rotor area.

The averaged total turbulent intensity values in Fig. 4.8b (dashed lines) are rather comparable
to Ii,j0,kh . Especially in the CBL and in the SBL, the dashed and solid lines are nearly
overlapping. Minor differences occur in the EBL and in the MBL. Further, the individual
relation between the different regimes is still prevalent, with a maximum of the total
turbulent intensity in the CBL and a minimum in the MBL.

The streamwise development of V Ri,j0,kh and Ii,j0,kh through the centre of the rotor are in
agreement with the averaged values of < V Ri,j,kh >V R>0.1 and < Ii,j,kh >V R>0.1 and can
therefore be considered as representation of the whole wake. For a larger deviation of the
wind direction from a westward wind than it is the case in this study, the averaged values
might be more significant.
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4 Impact of the diurnal cycle of the atmospheric boundary layer on wind-turbine wakes

Figure 4.9: Turbulent intensity < Ii,j,kh >V R>0.1 as function of x/D averaged over all grid points
at hub height zh with V R> 0.1 for the CBL, the EBL, the SBL, and the MBL wind-turbine
simulations in a. < Ii,j,kh >V R>0.1 is plotted for time average periods of 10 min, 30 min, and
50 min, respectively. The upper section of the difference time averages of < Ii,j,kh >V R>0.1 for the
CBL and the EBL in b.

Temporal average

To test whether the applied 50-min averaging period is sufficient to generate statistically
converged results, the total turbulent intensities for the CBL, the EBL, the SBL, and the
MBL are shown in Fig. 4.9 for time averages of 10 min, 30 min, and 50 min, respectively.
Here, < Ii,j,kh >V R>0.1 is averaged over all grid points at hub height with V R> 0.1.

The total turbulent intensities for the SBL and the MBL are independent of the averaging
time and follow the same spatial profiles. The difference of < Ii,j,kh >V R>0.1 for the CBL
between the 10-min and the 30-min averages is large. However, between the 30-min and
50-min averages, there is no significant difference. Already an averaging time of 20 min
already corresponds to the 30-min profile (not shown here), which means the simulation
results are statistically stable after about 20 min averaging time. The difference after 10 min
in comparison to the longer temporal averages results from insufficient time for the wake to
reach an equilibrium state with statistical convergence of the results.

In the EBL, the 10-min and 30-min averages are rather similar, whereas the total turbulent
intensity profiles deviate significantly for the 50-min values. The 40-min values correspond
to the 50-min values (not shown here). The difference between an averaging time of 30 min
and 40 min can be related to the buoyancy contribution to turbulence, which is controlled
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4.2 Wind-turbine simulations

by the temporal evolution of the surface heat flux as shown in Fig. 4.1a. The decreasing
surface flux is still positive after 10 min (17 h and 10 min) and 30 min (17 h and 30 min),
crossing zero after 40 min (17 h and 40 min), and is negative after 50 min averaging time
(17 h and 50 min).

In contrast to the EBL, no changes in the total turbulent intensities occur in the MBL
for longer averaging periods. Here, the surface fluxes become positive after about 10 min.
This different behaviour can be explained by the longer time scales in the MBL related to
the growth of turbulent eddies by forming a fully convective layer. In contrast, the surface
cooling leads to a fast response of the lowest few hundred metres of the atmosphere to the
absence of thermals in the EBL.

Different time periods were chosen in previous studies to average the respective numerical
results. For the SBL, Bhaganagar and Debnath (2014) averaged over 100 s, Mirocha et al.
(2015) over 10 min, Vollmer et al. (2016) over 20 min, and Abkar et al. (2016) over 1 h.
According to the investigation in this study, all of these averaging periods lead to the same
result. Therefore, an averaging period of 10 min is sufficient and preferred, regarding the
computational costs.

As other wind-turbine simulations of the EBL have not yet been published, the applied
averaging period is compared to available simulations of the NBL. For example, Vollmer
et al. (2016) averaged over 20 min, similar to their SBL case. If the surface fluxes did
not cross zero, this time period would also be appropriate for my simulation. However, as
mentioned above, the situation is different for the EBL due to the surface cooling. Therefore,
the applied time scale cannot be compared to the NBL simulation with zero surface heat
flux.

For the CBL, the values used in the literature reveal a wide spread of averaging time.
Mirocha et al. (2015) averaged over 10 min, Abkar et al. (2016) and Vollmer et al. (2016)
over 1 h. Vollmer et al. (2016) motivated this long averaging period by positive and negative
meridional winds, resulting in a local inflow wind direction, which differs from the wind
direction averaged over the whole domain. In the presented CBL simulation, the meridional
wind component is always positive from 12 h to 13 h for the 20 grid points, that have a
direct influence on the wind-turbine wake. Therefore, a 20-min average is sufficient in the
CBL case of this thesis to reach an equilibrium state with statistical convergence of the
results.

Second diurnal cycle impact

The impact of the second diurnal cycle on the wind direction of the idealized precursor
simulation over homogeneous surface and the velocity deficit of the synchronized wind-
turbine simulations are investigated in Fig. 4.10 for CBL2, EBL2, SBL2, and MBL2 and are
compared to the results of the first diurnal cycle of CBL, EBL, SBL, and MBL. The vertical
profiles at x= 4D in Fig. 4.10c and the lateral profiles in Fig. 4.10d indicate small differences
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4 Impact of the diurnal cycle of the atmospheric boundary layer on wind-turbine wakes

Figure 4.10: Vertical profiles of the wind direction of the idealized ABL precursor simulation
over homogeneous surface are shown in a. The solid vertical gray line in a corresponds to a wind
from the west. Wind hodographs, based on the mean zonal and meridional wind velocities ue
and ve are shown in b for EBL, EBL2, SBL, SBL2, MBL, and MBL2. The markers correspond
to a height of 50 m (bottom tip, bt), 100 m (hub height, hub), and 150 m (top tip, tt). The
filled markers represent day 1, whereas the empty markers represent day 2. A comparison of the
vertical profiles of V Di,j0,k between day 1 and day 2 of the wind-turbine simulations at x= 4D in
c and of the horizontal profiles of V Di,j,kh at x= 4D in d.
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4.3 Heterogeneous surface

in the wake extension: The larger wake deflection in SBL2 and MBL2 in comparison to
SBL and MBL in Fig 4.10d results from the slightly different angle of the wind direction
and the deviation in the hodograph at hub height in Fig. 4.10a and b. The similar wake
deflections in CBL2 and EBL2 in comparison to CBL and EBL correspond to the rather
similar vertical profiles of the wind direction and the wind hodograph in Fig 4.10a and b.
Further, the streamwise wake extension in Fig. 4.10c and d is larger in CBL2 in comparison
to CBL, whereas it is rather comparable for all other stratifications. This is contradictory
to the slightly higher total turbulent intensity in Fig. 4.2d for CBL2 in comparison to CBL.
However, the larger wake extension in CBL2 can be related to the more stable atmospheric
stratification at night 1 in comparison to the initialisation night zero in Fig. 4.1b. In
addition, the vertical profiles of V Di,j0,k in CBL and CBL2 are influenced by the slightly
different wake deflection and are not directly comparable at grid point j0.

The general wake structure is rather similar for the two corresponding wind-turbine simula-
tions on both days. Individual minor differences are possible and are affected by the previous
ABL characteristics. The investigation of the second diurnal cycle results in no significant
influence on the initial conditions of the idealized ABL simulation after 12 h. This verifies
the application of the first diurnal cycle in the previous section for the investigation of the
wind-turbine wake.

4.3 Heterogeneous surface

Idealized diurnal cycle simulation over heterogeneous surface

The vertical time series of potential temperature and resolved TKE for the idealized diurnal
cycle simulation over a heterogeneous surface (as described in Section 5.2) show essentially
the same behaviour above the blending height as those from the idealized diurnal cycle
simulation over a homogeneous surface shown in Fig. 4.1. The main difference occurs
below the blending height, which is > 200 m, due to the enhanced shear induced by the
obstacles on the ground. Figure 4.11 reveals that the shear production term is significantly
larger compared to the homogeneous run during the complete diurnal cycle. Further,
the shear production term has the same order of magnitude as the buoyancy budget
term during daytime.

The heterogeneous surface has an impact on wind speed, wind shear, and the level of
atmospheric turbulence (Dörnbrack and Schumann, 1993; Belcher et al., 2003; Bou-Zeid
et al., 2004; Millward-Hopkins et al., 2012; Kang et al., 2012; Kang and Lenschow, 2014;
Calaf et al., 2014). Figure 4.12 displays vertical profiles of the horizontal averages of the
zonal and meridional wind components in a and b as well as the wind direction in c and
the total turbulent intensity in d after 12 h and 24 h of both idealized ABL simulations
for the CBL and the SBL over homogeneous and heterogeneous terrain. In the following,
the EBL and the MBL over heterogeneous surface are not discussed. Over homogeneous
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4 Impact of the diurnal cycle of the atmospheric boundary layer on wind-turbine wakes

Figure 4.11: Temporal evolution of the TKE budget terms from Eq. 2.21 for the idealized ABL
over homogeneous surface as solid lines and for the idealized ABL over heterogeneous surface as
dashed lines. S corresponds to shear, B to buoyancy production, T to turbulent transport, D to
dissipation, and St to storage.

surface, the results for the MBL are similar to those of the SBL due to the dominant shear
effect. The results for the EBL are already influenced by the averaging, which makes an
investigation of the general impact of the surface condition rather difficult.

For daytime and nighttime conditions, the horizontally-averaged zonal winds above the
heterogeneous surface are smaller than for the homogeneous runs (Fig. 4.12a). As expected,
they are smaller in SBLhet than in CBLhet at the rotor levels between 50 m and 150 m altitude.
In contrast, the homogeneous simulations produce approximately the same magnitudes
for the SBL and the CBL at these heights. Furthermore, the zonal velocity shear at the
lower rotor part is less pronounced in SBLhet and has nearly the same values across the
whole rotor. No significant zonal velocity shear is prevalent in both, CBL and CBLhet. The
vertical profiles of the meridional velocity components for the homogeneous SBL and CBL
cases differ as shown in Fig. 4.12b. In contrast, the heterogeneous results show nearly the
same magnitude and shape of the ve-profiles for CBLhet and SBLhet. Their vertical structure
is similar to the well-mixed profiles of a convective boundary layer with nearly vanishing
vertical shear at the rotor levels. However, the meridional velocities are significantly higher
in both heterogeneous runs in comparison to the homogeneous CBL.

The horizontal averages of the zonal and meridional velocity profiles of both heterogeneous
cases result in nearly straight hodographs with minimal directional shear across the rotor
levels as shown as dashed lines in Fig. 4.7b (CBLhet is rather similar to EBLhet, which is
plotted as counterpart of the EBL, and is therefore not shown in the hodograph). The
marginal change in the wind direction with height is also visible in Fig. 4.12c: A wind
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4.3 Heterogeneous surface

Figure 4.12: Vertical profiles of u, v, the wind direction, and I are shown as horizontal average
in a, b, c, and d. The solid red (blue) line corresponds to the CBL (SBL) and the dotted red
(blue) line to the CBLhet (SBLhet).

direction difference of 15◦ towards the south for SBLhet in comparison to SBL and of 12◦

towards the south for CBLhet in comparison to CBL exists at hub height.

The enhanced shear produced by the flow over the obstacles results in a much larger total
turbulent intensity Ie in the lowest levels for CBLhet and SBLhet in comparison to CBL and
SBL as shown in Fig. 4.12d. The magnitude of the horizontally-averaged total turbulent
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4 Impact of the diurnal cycle of the atmospheric boundary layer on wind-turbine wakes

Figure 4.13: Contours of the streamwise velocity ui,j,kh in m s−1 at hub height zh, averaged over
the last 50 min, for CBLhet in a and SBLhet in b. The black contours represent the velocity deficit
V Di,j,kh at the same vertical location.

intensity is approximately the same for CBLhet and SBLhet up to a height of roughly 25 m.
At the height of the rotor, Ie is larger for CBLhet in comparison to SBLhet and the values
even exceed Ie for the homogeneous CBL. Moreover, Ie in SBLhet is approximately five
times larger than in the homogeneous SBL. As for the zonal wind component, the vertical
gradient of Ie is nearly constant across the rotor levels for SBLhet whereas the Ie-profile for
the homogeneous SBL run shows pronounced shear across the lower part of the rotor. The
differences of Ie between CBL and CBLhet and likewise between SBL and SBLhet result from
the intensified contribution of shear production over the heterogeneous surface (Fig. 4.11),
whereas the differences between CBL and SBL and likewise between CBLhet and SBLhet
are related to the buoyancy budget term with a maximum value during the day.

The significantly different profiles of the mean quantities for the heterogeneous cases are
caused by the mechanical production of TKE (Fig. 4.11). The enhanced turbulent mixing
in the lower part of the ABL compensates the formation of an Ekman spiral in the stably-
stratified case (Fig. 4.7b). Moreover, the increased turbulence causes nearly similar vertical
profiles of the horizontal average of the zonal and meridional wind components, the wind
direction, and the total turbulent intensity for SBLhet and CBLhet.
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4.4 Summary

Wind-turbine simulations over heterogeneous surface

The ABL flow fields from the idealized simulation over the heterogeneous surface are used
as background profiles and as initial and inflow conditions for the subsequent wind-turbine
simulations. The aim is to investigate the wake structure during the day and the night over
the heterogeneous terrain and to compare the results to the corresponding homogeneous
wind-turbine simulations. The impact on the wake is shown in the x-y cross-sections
in Fig. 4.13 for CBLhet in a and for SBLhet in b. First of all, the upstream values of
the streamwise velocity in the CBLhet and SBLhet runs are smaller in comparison to the
results for the homogeneous CBL and SBL runs in Fig. 4.4a and c, as already indicated
by Fig. 4.12a. Furthermore, as also indicated by Fig. 4.12a, they are smaller for SBLhet
in comparison to CBLhet.

The maximum velocity deficit is smaller for CBLhet (0.4 compared to 0.5 for the homogeneous
case) and for SBLhet (0.5 compared to 0.7 for the homogeneous case). In accordance with the
enhanced turbulence provided by the precursor simulation, the ambient flow recovers more
rapidly in both heterogeneous cases whereby the CBLhet run shows a shorter downstream
wake extension than the SBLhet run. Both wakes in Fig. 4.13 are deflected towards the
north (wake deflection angle< 90◦). As the ABL is well mixed at the rotor heights, even at
night, the northward deflection occurs at all vertical levels. Similar to the homogeneous
runs, the wake deflections coincide with the ambient wind direction averaged over the
upstream section of the domain which directly interacts with the wind turbine.

This investigation reveals a profound impact of the surface conditions on the low-level
wind and turbulence of the precursor ABL simulations and, therefore, on the resulting
wake structures in the wind-turbine simulations. Especially the wake during the night-
time is completely different for heterogeneous surface conditions in comparison to the
homogeneous case. As mentioned before, the difference results from the large increase of
the shear production term of the TKE budget, which leads to enhanced vertical mixing and
compensates the Ekman spiral of the homogeneous SBL. In this work, an upstream region of
300 m is used for the heterogeneous wind-turbine simulations to make them comparable to
the homogeneous ones. The impact of the surface condition from the precursor simulation
can be less distinct if the upstream region between the obstacles and the wind turbine is
increased, however, the impact should not be negligible.

4.4 Summary

The investigation of the impact of the diurnal cycle of the ABL on wind-turbine wakes
presents the following results:

The simulation results from the idealized diurnal cycle simulation of the ABL over homo-
geneous surface reveal a significant effect on low-level wind shear, wind veer, and total
turbulent intensity in the lowest 200 m over the course of a day. In particular, the vertical
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4 Impact of the diurnal cycle of the atmospheric boundary layer on wind-turbine wakes

low-level wind shear is strong in the SBL and in the MBL, whereas it is insignificant in
the CBL and in the EBL. The total turbulent intensity is much larger in the CBL and in
the EBL in comparison to the SBL and the MBL. During the night an LLJ forms at the
height of the wind-turbine rotor and is prevalent in the MBL, resulting in a change of the
wind direction with height.

The wakes resulting from the interaction of the time-dependent ABL flow and the wind
turbine are strongly influenced by the respective regimes of the ABL evolution. Specifically,
the wake recovers more rapidly under convective conditions during the day, compared to
at night. The wake characteristics of the transitional periods are strongly influenced by
the flow regime prior to the transition. Further, the horizontal wake deflections vary with
height in the SBL and in the MBL in response to the change of the upstream wind direction
between bottom tip and hub height of the rotor. In the CBL and in the EBL, the wake
deflections are also determined by the incoming wind direction, which is, however, constant
over the rotor area. The different wake deflections result in a rather compact streamwise
and spanwise domain extension during the day and in the evening and a correspondingly
larger streamwise and spanwise domain extension during the night and in the morning, to
represent the less rapid entrainment and the wake deflection with height. Furthermore, a
short temporal averaging period of about 10 min is sufficient for obtaining reliable statistical
results for the wind-turbine simulations representing the SBL and the MBL. However, the
averaging period for the EBL is strongly affected by the occurrence of thermals, and in the
CBL by the temporal meridional wind fluctuations. Furthermore, there is barely seen any
difference between the corresponding wake structures throughout two full diurnal cycles.

The main difference of the heterogeneous ABL simulation to the results of the homogeneous
ABL simulation is the occurrence of nearly identical low-level wind profiles during the
day and the night. They reveal almost no vertical and directional shear of the horizontal
wind components across the levels of the wind-turbine rotor. The resulting wakes under
convective and stable conditions are very similar to each other regarding the absolute
wake deflection and the vertical gradient. During the day, the flow in the wake recovers
more rapidly as it was the case for the corresponding homogeneous runs. The simulated
wakes produced for the nighttime situation completely differ between heterogeneous and
homogeneous surface conditions. The heterogeneous run reveals a less pronounced velocity
deficit and the enhanced entrainment, caused by the shear-induced mixing, leads to a more
rapid recovery of the ambient flow.

The investigation of the impact of the diurnal cycle of the ABL on wind-turbine wakes
constitutes the second step towards an increase of the wind-energy contribution to the
primary energy demand. This was extremely important as it demonstrates how a wind-
turbine operates under different atmospheric conditions, additionally influenced by different
surface conditions. Further, it completes the basic concept, necessary for the development
of the numerically efficient parameterization of turbulent wind-turbine flows for LES of
different thermal stratifications and it offers wind-turbine simulations necessary to validate
the parameterization.
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5 A numerically efficient
parameterization of turbulent
wind-turbine flows for LES of
different thermal stratifications

In this chapter, a numerically efficient parameterization of turbulent wind-turbine flows for
LES of different thermal stratifications is developed and successfully validated by applying
and combining the results of the previous two chapters. The turbulence preserving method
is modified to make it appropriate for different thermal stratifications. To achieve this, the
turbulence preserving method is extended to a stratification dependent turbulent inflow,
and combined with different background wind profiles towards the parameterization, valid
under homogeneous surface conditions. The data of both, the stratification dependent
turbulent inflow and the background wind profiles, are extracted from the diurnal cycle
simulation over homogeneous surface from the previous chapter. Three different levels of
complexity are applied as stratification dependent turbulent inflow with the aim of making
the diurnal cycle simulation obsolete in the simplest case. The following wind-turbine
simulations, performed with the parameterization, are successfully validated against the
wind-turbine simulations, which result from the diurnal cycle simulation over homogeneous
surface of the previous chapter.

As explained in the Introduction, the development of this parameterization is necessary to
offer a simple, numerically efficient, and computationally fast approach, which serves as
testbed to investigate the wind-turbine response under different atmospheric conditions.

5.1 Different thermal stratifications

The development of a numerically efficient parameterization of turbulent wind-turbine
flows for LES of different thermal stratifications requires an atmospheric NBL regime as
well as different representative thermal stratifications occurring during a diurnal cycle. As
representations, the NBL simulation from Chapter 2 as well as the diurnal cycle simulation
implemented in Chapter 2 and discussed in Chapter 4 are used.

Snapshots of the instantaneous wind fields u, v, and w of the NBL precursor simulation, as
well as of the CBL, the EBL, the SBL, and the MBL regime of the idealized diurnal cycle
simulation, are presented in Fig. 5.1, with the following characteristics:
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5 A numerically efficient parameterization of turbulent wind-turbine flows

Figure 5.1: Contours of u, v, and w for the NBL equilibrium state (first row) of the precursor
simulation, the CBL state at 12 h (second row), the EBL state at 18 h (third row), the SBL state at
24 h (fourth row), and the MBL state at 29 h (fifth row) of the idealized diurnal cycle simulation.
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5.1 Different thermal stratifications

The NBL exhibits a shallow ABL with low vertical wind speeds. In the CBL, the ABL
reaches higher altitudes with significant meridional and vertical winds. Further, the turbu-
lence structure consists of larger turbulent eddies in comparison to the other stratifications,
which results from the maximum of positive buoyancy, induced by the surface heat flux.
In the EBL, the convective updrafts as well as the horizontal wind weakens. In the SBL,
an LLJ starts to develop with a wind turning with height and no significant vertical wind.
The situation in the MBL is very similar to the SBL, with an intensification of the LLJ.

The horizontal means of the corresponding wind profiles ue and ve are shown in Fig. 5.2a
and b. The zonal and meridional background wind fields of the CBL and in the EBL are
fundamentally different in comparison to the SBL and the MBL. In the CBL and the EBL,
the vertical wind shear of the zonal wind is rather small above the ground, and only small
deviations from no meridional wind are prevalent. In the SBL and in the MBL, the vertical
wind shear of the zonal and meridional wind is very pronounced, with a supergeostrophic
situation prevailing in the MBL. The different profiles of the SBL and the MBL in contrast
to the CBL and the EBL are induced by the Coriolis force and its Ekman spiralling, which
dominates the buoyancy effects at night. A more detailed description of the background
wind profiles is given in Chapter 4 and Figs. 4.2c and 4.12a and b.

This results in two different background wind fields in the proposed parametrization: A
daytime representation of the CBL and the EBL profile and a nighttime profile representing
the SBL and the MBL. The daytime representation is described by a zonal background
wind profile

ue(z) =
u∗
κ
· ln(

z

z0

), (5.1)

with a friction velocity u∗= 0.35 m s−1, a von Karman constant κ= 0.4, a roughness
length z0 = 0.001 m, and the meridional background wind profile ve(z) = 0. The nighttime
representation of the zonal and meridional wind profiles can be expressed with

ue(z) = ug ·

(
1− exp

(
−
z ·
√
f/K0√
2

)
· cos

(
z ·
√
f/K0√
2

))
, (5.2)

ve(z) = ug · exp

(
−
z ·
√
f/K0√
2

)
· sin

(
z ·
√
f/K0√
2

)
. (5.3)

They result in the best fit with the SBL and the MBL background wind profiles for t= 0, a
Coriolis parameter f = 1.0× 10−4 s−1, a geostrophic wind ug = 10 m s−1, and vg = 0 m s−1,
and an eddy viscosity coefficient K0 = 0.06 m2 s−1 according to Shapiro and Fedorovich
(2010, Eqs. 36 and 37). The vertical background wind profiles we are set to zero for the
day and the nighttime representations.
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5 A numerically efficient parameterization of turbulent wind-turbine flows

Figure 5.2: Vertical profiles of the horizontal average of the background profiles ue in a and ve
in b for the NBL, the CBL, the EBL, the SBL, and the MBL precursor simulation. The applied
fits for the day and the night are plotted as dashed lines. The hub height (100 m; black solid line),
the top tip (150 m; black dashed line) and the bottom tip (50 m; black dotted line) region of a
wind turbine with D= 100 m and zh = 100 m are highlighted by horizontal lines.

5.2 Stratification dependent turbulent inflow

For the stratification dependent turbulent inflow, a modified version of the turbulence
preserving method in Eq. 2.18 is used. The version of the turbulence preserving method
from Chapter 2 is therefore hereafter referred to as original version of the turbulence
preserving method.

A comparison of the streamwise velocity ratio V Ri,j0,kh and the total turbulent intensity
Ii,j0,kh between wind-turbine simulations performed with the original version of the turbu-
lence preserving method for α= 1 (B 1), α= 5 (B 5), and α= 10 (B 10) in Figs. 3.4a and
3.5a and synchronized diurnal cycle wind-turbine simulations for the CBL, the EBL, the
SBL, and the MBL regime from Figs. 4.3 and 4.4.

The velocity ratio resulting from the original version of the turbulence preserving method
is comparable to the values of the SBL and the MBL wind-turbine simulations B 1 for
α= 1. For α= 5, the values of B 5 are comparable to the EBL wind-turbine simulation and
for α= 10 (B 10) to the CBL wind-turbine simulation. The V Ri,j0,k - gradient of the wake
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Figure 5.3: A comparison of the dependency of the streamwise velocity ratio V Ri,j0,kh in a, and
the total turbulent intensity Ii,j0,kh in b between the wind-turbine simulations performed with
the original version of the turbulence preserving model for α= 1 (B 1), α= 5 (B 5), and α= 10
(B 10), and the CBL, the EBL, the SBL, and the MBL situation.

recovery is only slightly smaller. The total turbulent intensity values are comparable for
α= 1. However, for α= 5 and α= 10 they are too large in comparison to all synchronized
diurnal cycle wind-turbine simulations.

Various tests studying the sensitivity of the numerical results to the choice of α · β revealed
that the random number β, impressed at every time step in the whole domain, destroys the
NBL turbulence structure in II. This problem could be solved by eliminating β. It results
in a more rapid wake recovery and smaller values of the streamwise turbulent intensity for
increasing α. In addition, the factor α from Eq. 2.18 has been adapted in the modified
version of the turbulence preserving method: An adjustable value α0 is applied, which is
required for a comparison between the synchronized diurnal cycle wind-turbine simulations
and the wind-turbine simulations performed in this chapter. In more general applications
of this apporach, α0 can be set to 1. Further stratification related parameters αi,j,k are
applied, which represent the velocity perturbations, to account for the different atmospheric
regimes during the diurnal cycle. They are extracted from the corresponding situation
of the idealized first day of the diurnal cycle simulation over homogeneous surface. This
results in a modification of the turbulence preserving method from Eq. 2.18

u∗p
∣∣ξ
i1,j,k

= α0 ·αi∗,j,k ·

(
up
∣∣
i∗,j,k
− 1

n ·m

n∑
i=1

m∑
j=1

up
∣∣
i,j,k

)
. (5.4)
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The term in the brackets of Eq. 5.4 corresponds to II in Eq. 2.18. However, the perturbation

velocities u∗p
∣∣ξ
i1,j,k

contribute only to the first grid point in x-direction. This modification

was necessary, as a permanent impressing of the perturbation velocities in the whole domain
resulted in large positive and negative tendencies, which were compensated in Eq. 2.18 by
the randomness of β.

Three sets of functions are applied as adjustable stratification related parameters for αi∗,j,k,
representing different levels of complexity: Function set A uses three 3 D matrices for
the three wind components, function set B uses three 1 D vectors for each of the wind
components, and, finally, function set C uses only three scalar values to modify u, v, and
w, respectively.

A: αi∗,j,k corresponds to three 3 D matrices for each wind component, resulting in:

αi∗,j,k =
1

3
· (uαi∗ + uαj

+ uαk
), (5.5)

defined as

uα∗i ≡
max(udci,1:m,1:l

)−min(udci,1:m,1:l
)

max(uNBLi,1:m,1:l
)−min(uNBLi,1:m,1:l

)
, (5.6)

uαj
≡

max(udc1:n,j,1:l
)−min(udc1:n,j,1:l

)

max(uNBL1:n,j,1:l
)−min(uNBL1:n,j,1:l

)
, (5.7)

uαk
≡

max(udc1:n,1:m,k
)−min(udc1:n,1:m,k

)

max(uNBL1:n,1:m,k
)−min(uNBL1:n,1:m,k

)
. (5.8)

Here, udci,j,k are the corresponding 3 D wind fields of the CBL, the EBL, the SBL, or
the MBL, extracted from the diurnal cycle precursor simulation, whereas uNBLi,j,k

corresponds to the equilibrium state of the NBL precursor simulation. The differences
in the numerator as well as in the denominator correspond to the maximum of the
fluctuations in the corresponding atmospheric state. The maximum of the fluctuations
of the NBL state is used for the normalization. This is motivated by II in Eq. 5.4,
which also corresponds to the NBL situation. Therefore, the 1 D vectors in Eqs. 5.6 - 5.8
include the spatial structure and the normalized turbulence.

B: αi∗,j,k corresponds to three vertical 1 D vectors for the three wind components,
resulting in:

αi∗,j,k = uαk
(5.9)

76



5.2 Stratification dependent turbulent inflow

C: One value for all three wind components, resulting in αu, αv, and αw. The values are
an approximation taken at 100 m, which corresponds to the hub height of a common
wind turbine.

The vertical profiles of αi∗,j,k for different thermal stratifications for function set type B
are shown in Fig. 5.4 together with the horizontally-averaged fluctuations of u, v, and w
for the NBL, the CBL, the EBL, the SBL, and the MBL. The fluctuations contribute to
the nominator as well as to the denominator of Eqs. 5.8. They are very small for the SBL
and the MBL situation, increase in the EBL, and are largest in the CBL. More precisely,
they increase by a factor of eight from the SBL and the MBL to the EBL and by a factor
of three from the EBL to the CBL, whereas the amount of NBL fluctuations correspond
most closely to the EBL situation for all three wind components. Therefore, the values
of uαk

, vαk
, and wαk

are roughly one in the EBL. During the day (night), they are larger
(smaller) in comparison to the transitional state, resulting from a larger (smaller) numerator
in comparison to the denominator in Eq. 5.8. Further, the values αu, αv, and αw of function
set type C result from uαk

, vαk
, and wαk

of function set type B at a height of 100 m. They
are listed in Table 5.1 for all three regimes.

Due to this same-sized fluctuations and stratification related weighting values of function
set type B in the SBL and in the MBL and the rather similar u, v, and w structures in
Fig. 5.1, all wind-turbine simulation characteristics are rather similar for the SBL and the
MBL and are, therefore, only discussed for the SBL case in the following.

Therefore, the investigation results in a classification into three regimes with two different
background wind fields:

� A daytime situation, which is prescribed by a logarithmic background wind profile
(Eq. 5.1) with relatively large wind fluctuations.

� A nighttime situation, which is prescribed by a background wind profile with a wind
direction change with height (Eqs. 5.2 and 5.3) and very small wind fluctuations.

� A transition between the daytime and the nighttime situation, which is prescribed
by the same logarithmic background wind profile (Eq. 5.1) as the daytime situation,
however, characterized by smaller (larger) wind fluctuations in comparison to the day
(night).

This parameterization proposed in this thesis is tested in the following wind-turbine
simulations for these three regimes of the daytime, the nighttime, and the transition.

The reference and the parametrization wind-turbine simulations consider the temporal
fluctuations only in the wind field. No potential temperature deviations from the prescribed
background profile Θ(z) = 300 K are considered during the 1 h wind-turbine simulation.
This will be explained in more detail the following.
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5 A numerically efficient parameterization of turbulent wind-turbine flows

Figure 5.4: Vertical profiles of the maximum of the difference of u in a, v in b, and w in c, calculated
as max(uNBL1:n,1:m,k

)−min(uNBL1:n,1:m,k
) for the NBL and max(udc1:n,1:m,k

)−min(udc1:n,1:m,k
) for

the CBL, the EBL, the SBL, and the MBL situations. Vertical profiles of αααi∗,j,k are presented
for uαk

in d, vαk
in e, and wαk

in f of type B calculated with Eq. 5.8 for the CBL, the EBL, the
SBL, and the MBL situation.
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5.3 Numerical Experiments

Table 5.1: List of the applied background wind profiles ue, ve, and we as well as the values αu,
αv, and αw, used for the wind-turbine simulations representing the daytime, the transition, and
the nighttime situation.

state day transition night
ue Eq. 5.1 Eq. 5.1 Eq. 5.2
ve 0 0 Eq. 5.3
we 0 0 0
αu 2.5 0.6 0.15
αv 2.8 1.0 0.24
αw 2.5 0.9 0.13

Table 5.2: Summary of the main characteristics of the performed wind-turbine simulations of
Chapter 5.

wind-turbine simulation benchmark reference parameterization
type simulation simulation simulation

parameterization no yes yes
precursor simulation CBL, EBL, SBL CBL, EBL, SBL NBL

coupling synchronized 12 h, 18 h, 24 h equilibrium
method diurnal cycle state diurnal cycle state state

5.3 Numerical Experiments

Three types of wind-turbine simulations are considered in this chapter, with a schematic
illustration in Fig. 5.5 and their main characteristics summarized in Table 5.2. A detailed
description is given in the following:

Benchmark wind-turbine simulations

The benchmark wind-turbine simulations correspond to the synchronized diurnal cy-
cle wind-turbine simulations over homogeneous surface. The CBL, the EBL, and the
SBL wind-turbine simulations are used as representatives for the daytime, the tran-
sition, and the nighttime regime. For the synchronized coupling between the diur-
nal cycle precursor simulation and the wind-turbine simulations, the background fields
ψe(t) = (ue(t), ve(t),we(t), Θe(t)) with ue(t) =< u(t)>z, ve(t) =< v(t)>z, we(t) =< w(t)>z,
and Θe(t) = Θe(t= 0 h) + < Θ

′
(t)>z, the initial fields, and the inflow data of all prognostic

variables ψ(t) = (u(t), v(t),w(t), Θ
′
(t)) are taken from the idealised ABL simulation of the

diurnal cycle after 12 h for the CBL, 18 h for the EBL, and 24 h for the SBL regime. The
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Figure 5.5: Schematic of benchmark, reference, and parameterization wind-turbine simulations
input, with ψ= (u, v,w, Θ

′
), ψ= (ue, ve,we, Θe), ψ̃= (u, v,w), and ψ̃e = (ue, ve,we).

horizontal averages of the initial conditions are taken as background profiles, as denoted by
<>z. Due to the open streamwise boundary condition, the wind-turbine simulation has to
be fed continuously with inflow data from the idealised ABL precursor simulation. The
inflow data are taken as 2 D y-z slices ψj,k(t) at i= n of ψ from the diurnal cycle simulation
at each time step for 1 h time intervals from 12 h to 13 h for the CBL, from 18 h to 19 h
for the EBL, and from 24 h to 25 h for the SBL, to ensure synchronized wind-turbine
simulations. In the corresponding synchronized timestep of the benchmark wind-turbine
simulation, ψj,k (t) represents the upstream values of ψ at i= 1. This process is described
in detail in Chapter 2.

Only the spanwise position j of the ABL precursor simulation (ψ(t)j1≤j≤j2), which interacts
with the wind turbine, differs in these benchmark wind-turbine simulations (j1 = 22; j2 = 42)
from the ones in Fig. 4.3 and 4.4 (j1 = 246; j2 = 266). This difference is related to the
use of another lateral sector j1 ≤ j ≤ j2 of the ABL simulation, which is applied in the
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5.3 Numerical Experiments

corresponding wind-turbine simulation. In the wind-turbine simulations of Chapter 4, the
wind turbine is located in the lateral domain center (m= 512), whereas in the benchmark
wind-turbine simulations shown in this chapter, the wind turbine is located at j= 32, corre-
sponding to the domain center in the following parametrization and reference wind-turbine
simulations performed on 64 grid points in spanwise direction with open spanwise boundary
conditions. Both benchmark wind-turbine simulations (Chapter 4 and 5) are performed
on 512 spanwise grid points with periodic spanwise boundary conditions. The resulting
deviations of the wake deflection and the entrainment rate between these two types of
benchmark wind-turbine simulations are negligibly small.

Parameterization wind-turbine simulations

The wind-turbine simulations performed with the proposed parameterization for the daytime,
the transitional, and the nighttime situation, are referred to hereafter as parametrization
wind-turbine simulations of type A, B, and C. They correspond to the three sets of
functions A, B, and C for αi∗,j,k (Eq. 5.5). A schematic illustration of the procedure is
given in Fig. 5.5.

A fit to the horizontal average of the atmospheric state of the diurnal cycle simulation
ψ̃(t) = (u(t), v(t),w(t)) is applied for the background wind profiles ψ̃e(t) = (ue(t), ve(t),we(t)).
The CBL regime at 12 h and the EBL regime at 18 h result in a logarithmic zonal background
wind profile (Eq. 5.1) and no meridional and vertical background wind. For the SBL, the
atmospheric state after 24 h is considered, resulting in a wind direction change with
height of the horizontal background wind profiles (Eqs. 5.2 and 5.3). All applied wind
profiles, which contribute to the parameterization, are listed in Table 5.1. In addition to
the background wind profiles, Θe(z) = 300 K at all times and in all heights. In contrast
to the benchmark wind-turbine simulations, no inflow data of the prognostic variables
ψ(t) = (u(t), v(t),w(t), Θ

′
(t)) are applied as 2 D y - z slices at each time step, instead,

ψ̃i= 1,j,k(t) = u∗p
∣∣ξ
i=1,j,k

is modified by the use of the turbulence preserving method following

Eq. 5.4. This implies a consideration of the fluctuations only in the wind field, no potential
temperature deviations from Θe are considered during the 1 h wind-turbine simulation.

Further, the stratification related weighting αi∗,j,k is calculated with ψ̃NBL of the NBL
precursor simulation and ψ̃dc of the corresponding regime of the diurnal cycle as three 3 D
matrices for parameterization type A, three 1 D vectors for parameterization type B, or three
values for parameterization type C. The 12 h regime is used for the daytime, the 18 h regime
for the transitional, and the 24 h regime for the nighttime representative (Eqs. 5.6 - 5.8).

The resulting stratification related weighting αi∗,j,k and the wind conditions ψ̃NBL of the
NBL equilibrium state contribute to the calculation of the stratification dependent turbulent
inflow in Eq. 5.4 with α0 = 0.5. The value of α0 is motivated later on.

The stratification dependent turbulent inflow ψ̃j,k and the background profiles ψ̃e represent
the parameterization and contribute to the parameterization wind-turbine simulations.
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5 A numerically efficient parameterization of turbulent wind-turbine flows

Reference wind-turbine simulations

The parameterization wind-turbine simulations consider ψ̃dc as well as ψ̃NBL. The contribu-
tion of ψ̃NBL in combination with αi∗,j,k is the general idea of the parameterization. The
benchmark wind-turbine simulations consider ψj,k(t) of the diurnal cycle without applying
the parameterization. Therefore, to examine the applicability of ψ̃NBL and αi∗,j,k, reference
wind-turbine simulations are required.

They apply the parameterization, however, without including the NBL precursor simulation.
Instead, the stratification dependent inflow in Eq. 5.4 uses ψ̃dc together with a stratification
related weighting of 1 and α0 = 0.5, as in the parameterization wind-turbine simulations.
This procedure is schematically shown in Fig. 5.5.

These reference wind-turbine simulations serve as simplification of the benchmark wind-
turbine simulations with the following limitations: They consider only one physical point of
time of the diurnal cycle precursor simulation (12 h for the day, 18 h for the transition,
24 h for the night) instead of the 1-h evolution of the atmospheric state (12 h - 13 h for the
day, 18 h - 19 h for the transition, 24 h - 25 h for the night). Further, they do not include Θ,
resulting in ψ̃ and ψ̃e instead of ψ and ψe. In addition, the background wind profiles are
not the horizontal averages of the diurnal cycle precursor simulation, instead, the fitted
profiles from Table 5.1 and Fig. 5.2 are applied. The Θe profile is constant with height at
300 K. The reference wind-turbine simulations represent an intermediate step towards the
parameterization wind-turbine simulations, which in addition include the NBL precursor
simulation contribution to the stratification related weighting and to the stratification
dependent turbulent inflow.

Additional remarks on the simulations

In the following, further general remarks on the numerical experiments are given:

� The parameterization and the reference wind-turbine simulations, both performed
with the stratification dependent turbulent inflow from Eq. 5.4, are implemented with
α0 = 0.5, as stated before. This value results in a slightly less (more) rapid wake
recovery of the reference wind-turbine simulation in comparison to the benchmark
wind-turbine simulation of the CBL (SBL). The best fit of the reference wind-turbine
simulation with the benchmark wind-turbine simulation is achieved for α0 = 0.7 in
the CBL, for α0 = 0.5 in the EBL, and for α0 = 0.3 in the SBL. Taking this into
account, the following reference wind-turbine simulations and the parameterization
wind-turbine simulations of type A, B, and C are performed with α0 = 0.5, as this
value results on average over all three regimes in the best fit of the wake structure of
the reference wind-turbine simulation with the corresponding benchmark wind-turbine
simulation.
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� Daytime parameterization wind-turbine simulations of type A, B, and C are further

modified by applying the same perturbation velocities u∗p
∣∣ξ
i1,j,k

(Eq. 5.4) for three

time steps. This is used as a simple approach to mimic the larger turbulent eddies
prevalent in the CBL. The resulting entrainment process results in a better agree-
ment of parameterization wind-turbine simulations of type A, B, and C with the
corresponding reference wind-turbine simulations. This modification is only applied
in the daytime parameterization wind-turbine simulations, not in the transitional and
stable simulations.

5.4 Results

In the following, the three types of wind-turbine simulations (benchmark, reference,
parameterization) are investigated in detail for the three ABL regimes (daytime, tran-
sition, nighttime) to verify the applicability of the parameterization for different ther-
mal stratifications.

The streamwise velocity of the benchmark wind-turbine simulations (in a), the reference
wind-turbine simulations (in b), and the parameterization wind-turbine simulations of type
A (in c), B (in d), and C (in e) are displayed in the x-z plane in Figs. 5.6, 5.8, and 5.10
and in the x-y plane in Figs. 5.7, 5.9, and 5.11. Figures 5.6 and 5.7 represent the daytime
ABL regime, Figs. 5.8 and 5.9 the ABL of the transitional state, and Figs. 5.10 and 5.11
the nighttime ABL regime.

The general wake structure of the simulated streamwise velocity of all simulations in
Figs. 5.6− 5.11 reveals a deceleration of the flow right behind the rotor with a velocity
increase in radial and streamwise directions, resulting from the entrainment of air with
higher velocity values from the surrounding. The upstream region differs for the CBL and
the EBL in comparison to the SBL and the MBL. This is caused by the difference in
the zonal upstream velocity profile in Fig. 5.2a. A more detailed discussion of the wake
structure differences for the different atmospheric regimes were presented in Chapter 4. In
the following, all wind-turbine simulations corresponding to the same regime are compared.

Benchmark and reference wind-turbine simulations

As first step, the reference wind-turbine simulations are compared to the benchmark wind-
turbine simulations, to investigate the impact of the simplifications. The wake structures
between the reference and the benchmark wind-turbine simulations are quantitatively
consistent. Especially for the transitional state, the agreement between the benchmark and
the reference wind-turbine simulations is very good, whereas the wake recovers less rapidly
during the day and more rapidly during the night. Further, there are differences in the
wake deflection angle. These differences can be attributed to the simplifications.
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5 A numerically efficient parameterization of turbulent wind-turbine flows

Figure 5.6: Daytime vertical cross sections of ui,j0,k in m s−1 for the benchmark wind-turbine
simulation in a, the reference wind-turbine simulation in b and parameterization wind-turbine
simulations of type A, B, and C in c, d, and e respectively. The black contours represent V Di,j0,k.
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5.4 Results

Figure 5.7: Daytime horizontal cross sections of ui,j,kh in m s−1 for the benchmark wind-turbine
simulation in a, the reference wind-turbine simulation in b and parameterization wind-turbine
simulations of type A, B, and C in c, d, and e respectively. The black contours represent V Di,j,kh .
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Figure 5.8: Transitional vertical cross sections of ui,j0,k in m s−1 for the benchmark wind-turbine
simulation in a, the reference wind-turbine simulation in b and parameterization wind-turbine
simulations of type A, B, and C in c, d, and e respectively. The black contours represent V Di,j0,k.
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5.4 Results

Figure 5.9: Transitional horizontal cross sections of ui,j,kh in m s−1 for the benchmark wind-
turbine simulation in a, the reference wind-turbine simulation in b and parameterization wind-
turbine simulations of type A, B, and C in c, d, and e respectively. The black contours represent
V Di,j,kh .
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Figure 5.10: Nighttime vertical cross sections of ui,j0,k in m s−1 for the benchmark wind-turbine
simulation in a, the reference wind-turbine simulation in b and parameterization wind-turbine
simulations of type A, B, and C in c, d, and e respectively. The black contours represent V Di,j0,k.
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5.4 Results

Figure 5.11: Nighttime horizontal cross sections of ui,j,kh in m s−1 for the benchmark wind-turbine
simulation in a, the reference wind-turbine simulation in b and parameterization wind-turbine
simulations of type A, B, and C in c, d, and e respectively. The black contours represent V Di,j,kh .
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5 A numerically efficient parameterization of turbulent wind-turbine flows

During day, the less rapid recovery in the reference wind-turbine simulation results from
the value of α0. The absence of the lateral wake deflection (Fig. 5.7b) can be attributed to
the modification of using the same perturbation velocities for three time steps.

In the transitional period, the wake recovery at a certain downstream position is rather
similar in the benchmark and in the reference wind-turbine simulation. The wake deflection
from the benchmark wind-turbine simulation is also represented in the reference wind-
turbine simulation. The smaller wake deflection angle can be attributed to the stratification
dependent turbulent inflow method from Eq. 5.4, which uses the background turbulence
of the EBL in combination with α0 = 0.5 instead of synchronized diurnal cycle data of
the EBL. Further, the representation of the wake deflection in the reference wind-turbine
simulation reinforces the reasoning of the different wake deflection angle during the day.

During night, the more rapid recovery in the reference wind-turbine simulation results from
the value of α0. Other differences during the night represent the upstream velocity profile,
especially close to the ground, the flow pattern below the wake in between 4D and 8D, and
the upward bending of the wake with larger velocity values between 6D and 8D (Fig. 5.10b).
These differences can be related to a larger vertical gradient of the nighttime fit on ue and
ve in Fig. 5.2 in comparison to the SBL profile, which serves as background wind profile
in the benchmark wind-turbine simulation. The fitted profiles further result in a larger
vertical gradient of the wind direction, which is related to a stronger wake deflection in
the reference wind-turbine simulation, causing the more pronounced hub height differences
between 6D and 8D.

The deviation of the reference wind-turbine simulation from the benchmark wind-turbine
simulation is listed in Table 5.3 as (b - r) case for the day, the transition, and the night as
vertical and lateral average. The values are calculated as the difference of the velocity deficit
from Eq. 2.23 between the benchmark (b) and the reference (r) wind-turbine simulations.
During day and night, the values are roughly twice as large as in the transitional state. This
corresponds to the less (more) rapid wake recovery during the day (night) and is related to
the value of α0. The difference in the wake deflection angle is represented in the lateral
value. The largest value during the day can be related to the much larger difference in
the wake deflection angle during the day in comparison to the transitional and nighttime
situation.

The presented comparison of the wake structures between the benchmark and the correspond-
ing reference wind-turbine simulations reveal qualitatively and quantitatively consistent
results for all three ABL regimes. The deviations can all be attributed to the simplifications,
assumed in the reference wind-turbine simulation setup. Consequently, the reference wind-
turbine simulations are adequate representations of the benchmark wind-turbine simulations
at day, in the transitional period, and at night. This verifies the parameterization by using
the diurnal cycle precursor simulation as stratification dependent turbulent inflow and
a stratification related weighting of one in Eq. 5.4. Further, it enables in the following
to compare the parameterization wind-turbine simulations directly to the reference wind-
turbine simulations. This is an important step towards the verification of the proposed

90



5.4 Results

Table 5.3: List of the velocity deficit deviation between two wind-turbine simulations for the day,
the transition, and the night, as vertical and lateral average at a downstream position of 4D. The
nomenclature b corresponds to benchmark, r to reference, A, B, and C to parameterization of
type A, B, and C.

difference / % day transition night
slice vertical lateral vertical lateral vertical lateral
b - r 4.8 7.0 2.6 3.1 5.5 3.5
r -A 3.9 2.7 2.3 4.7 2.2 1.6
A -B 1.2 0.8 0.4 0.4 2.3 1.9
B -C 0.4 0.5 0.3 0.3 0.4 0.2

parameterization, using the precursor simulation of the NBL as input in the stratification
related weighting and in the stratification dependent turbulent inflow.

Reference wind-turbine simulations and parameterization wind-turbine simu-
lations of type A

As second step, the parameterization wind-turbine simulations of type A are compared to
the reference wind-turbine simulations to investigate the impact of the NBL in combination
with a stratification related weighting. The wake structures between the reference and the
parameterization wind-turbine simulations of type A are rather similar, with only minor
differences:

During day and in the transitional period, the wake recovery is slightly less rapid for
applying function set of type A, whereas at night, the wake recovers slightly more rapidly.

The less rapid wake recovery during the day and the more rapid wake recovery during the
night can be related to the NBL background turbulence in Eq. 5.4, which is larger than the
SBL background turbulence in the nighttime reference wind-turbine simulation, resulting
in a more rapid wake recovery, and smaller than the CBL background turbulence in the
daytime reference wind-turbine simulation, resulting in a less rapid wake recovery. The
contribution of the SBL and the CBL structure via the stratification related weighting
account for the 3 D turbulence structure. However, it results in a less distinctive effect than
using the background turbulence of the corresponding diurnal cycle regime in the reference
wind-turbine simulations.

The wake recovery difference is less pronounced in the EBL in comparison to the CBL, as
the fluctuations in Fig. 5.4 are rather similar for the EBL and the NBL, corresponding to a
similar background turbulence of the EBL and the NBL.
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5 A numerically efficient parameterization of turbulent wind-turbine flows

Further, the wake in the transitional period in Fig. 5.8 is no longer deflected. This effect
is caused by the consideration of the NBL fields as background turbulence instead of the
EBL regime as it is the case in the reference wind-turbine simulation. The EBL contributes
via the stratification related weighting αi∗,j,k, however, the impact is not strong enough to
represent the wake deflection. The lateral wake deflection from the reference wind-turbine
simulation at night, however, is presented, as this deflection is related to the background
wind profiles.

The deviation of the parameterization wind-turbine simulation of type A from the reference
wind-turbine simulation is also listed in Table 5.3 as (r -A) for all regimes as vertical and
lateral average. In comparison to the (b - r) differences, the (r -A) values are in most cases
much smaller. This is in agreement with the rather similar wake structure in comparison
to the obvious wake structure differences in (b - r). The relatively large lateral value in
the transitional regime can be attributed to the wake deflection difference between the
reference wind-turbine simulation and the type A parameterization wind-turbine simulation
in Fig. 5.9. This effect is much less pronounced in the daytime (Fig. 5.7) and especially
in the nighttime regime (Fig. 5.11), which is reflected in the corresponding lateral values.
The vertical value is larger during the day in comparison to the transitional period. This
can be related to the wake recovery difference between both. The vertical value at night is
similar to the transitional one, even the wake recovers more rapidly at night in comparison
to the less rapid recovery in the transitional period. This effect results from the use of the
absolute values in the calculation of the averaged differences. However, as the tendency
towards a more or less rapid recovery is persistent in the whole wake, the absolute values
are verified.

The comparison of the wake structures between the reference and the corresponding param-
eterization wind-turbine simulations with function set of type A also reveals qualitatively
and quantitatively consistent results for all three ABL regimes. The deviations can all
be attributed to the use of the NBL precursor simulation in the stratification dependent
turbulent inflow.

Parameterization wind-turbine simulations of type A, B, and C

As third step, the parameterization wind-turbine simulations of type B are compared to
the type A parameterization wind-turbine simulations, which can be considered as the
most accurate ones. Further, the parameterization wind-turbine simulations of type C
are compared to the type B parameterization wind-turbine simulations, to investigate the
impact of an additional simplification of the stratification related weighting αi∗,j,k. The
wake structures between the parameterization wind-turbine simulations of type A and B
are rather similar, only the wake recovery at a certain position downstream of the wind
turbine differs. In particular, the wake recovers more rapidly in the daytime regime and less
rapidly in the nighttime regime for parameterization type B. In the transitional regime,
the difference is marginal. The less rapid recovery during the night can be related to the
removal of horizontal gradients in the matrices of type A in comparison to vectors of type
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B. The more rapid recovery during the day is contradictory to this explanation, however,
it can be related to the domination of uαk

over uαi
and uαj

(not shown here).

The deviation of the type B parameterization wind-turbine simulations from type A are
listed in Table 5.3 as (A -B). The tendencies of a more or less rapid wake recovery during
the day and the night result in similar sized vertical and lateral values. Both transitional
values are much smaller than their daytime or nighttime equivalents, influenced by the
marginal wake structure difference in Figs. 5.8 and 5.9.

The wake structure differences between the parameterization wind-turbine simulations of
type B and C are only marginal in the x-y cross section at hub height, as the values αu, αv,
and αw correspond to hub height values of uαk

. In the x-z cross sections through y0, the
wake recovers slightly more rapidly in the daytime situation and slightly less rapidly at night.
In the transitional period, the difference is again marginal. Here, a similar explanation is
valid, as the one explaining the difference between type A and type B simulations. The less
rapid recovery during the night can be related to the removal of vertical gradients, whereas
the more rapid recovery during the day is again contradictory to this explanation, however,
it can be related to the relatively large values of αu and αv in Table 5.1 in comparison to
the values of uαk

and vαk
at other heights in Fig. 5.4.

Further, the deviations of type C parameterization wind-turbine simulations from type B
are also listed in Table 5.3 as (B-C). The lateral and vertical values are rather small for all
regimes. This corresponds to the marginal difference between parameterization type B and
C in Figs. 5.6 - 5.11. Small lateral values at hub height are expected, as the values αu, αv,
and αw from the parameterization of type C are also hub height values. The small vertical
values, however, argue for a rather good parameterization of type C.

The comparison of the wake structures between the parameterization wind-turbine sim-
ulations of type A and type B and likewise of type B and type C reveal qualitatively
and quantitatively consistent results for all three ABL regimes. The deviations can all be
attributed to the simplifications in the stratification related weighting αi∗,j,k.

Streamwise velocity ratio and total turbulent intensity

The parameterization effect on the streamwise velocity ratio profiles of Eq. 2.23 and the
total turbulence intensity profiles of Eq. 2.25 are shown in Fig. 5.12 for the three ABL
regimes. During day, the V R profiles (in a) are almost overlapping for the reference
wind-turbine simulation and for the parameterization wind-turbine simulations of type
A, B, and C. In the transitional state (in c), a slightly less rapid wake recovery prevails,
compared to the reference wind-turbine simulation. Care must be taken when interpreting
the streamwise V R through the centre of the rotor at night (in e) because of the wake
deflection. Considering the profiles of I, the parameterization wind-turbine simulations of
type A, B, and C are also in good agreement with the reference wind-turbine simulation for
the day and the transitional state (in b and d). At night (in f), the values of I are slightly
larger for the parameterization wind-turbine simulation of type A in comparison to type B
and C, which correlates with the slightly more rapid wake recovery in Figs. 5.10 and 5.11.
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5 A numerically efficient parameterization of turbulent wind-turbine flows

Figure 5.12: Dependence of the streamwise velocity ratio V Ri,j0,kh in a, c, and e as well as of
the total turbulent intensity Ii,j0,kh in b, d and f for all wind-turbine simulations representing the
daytime situation in a and b, the transition in c and d and the nighttime situation in e and f .
The subscript ’b’ corresponds to benchmark and ’r’ to reference.

94



5.5 Summary

Therefore, the modified turbulence preserving method results in a great improvement of
the profiles of V R and I in comparison to Fig. 5.3, especially regarding the total turbulent
intensity. This is valid for the reference case as well as for all function sets applied for the
stratification related weighting αi∗,j,k.

5.5 Summary

The application of the numerically efficient parameterization of turbulent wind-turbine
flows for LES of different thermal stratifications presents the following results:

The investigation of the developed parameterization reveals a rather good agreement of
wind-turbine parameterizations of type A, B, and C with their corresponding reference
wind-turbine simulation and also with the benchmark wind-turbine simulation. The only
limitation of the parameterization is the too weak representation of the wake deflection in
the parameterization wind-turbine simulations in comparison to the reference wind-turbine
simulations, which is related to the use of the equilibrium state of the NBL simulations in
the modified version of the turbulence preserving method.

The small vertical values in Table 5.3 for (B -C) and the fact that the stratification
related weighting αi∗,j,k applied as function set C is the simplest one, makes function set C
preferable over function set A and B. If the differences in Table 5.3 are calculated over
the complete downstream region, the percentages decrease, however, the same relative
difference persists as at a downstream position of 4D. Therefore, the vertical and lateral
values at 4D are suitable as representations of the whole wake, reinforcing the preference of
the parameterization with function set C.

The simple and computationally fast approach with function set of type C results in a
numerically very efficient parameterization as it only requires an equilibrium state of an
NBL precursor simulation together with stratification related values αu, αv, and αw and
the corresponding background wind profiles ue, ve, and we. It reduces the computational
costs from 14 days, required for one diurnal cycle of the idealized ABL simulation and the
corresponding four benchmark wind-turbine simulations, to less than one hour, each time
performed on 256 Intel Xeon E5-2697 v3 threads at 2.6 GHz.

The development and successful validation of the numerically efficient parameterization
of turbulent wind-turbine flows for LES of different thermal stratifications constitute the
third step towards an increase of the wind-energy contribution to the primary energy
demand. The development of the parameterization was essential to offer an alternative
to the computationally extremely expensive precursor diurnal cycle simulation, which
is necessary to perform wind-turbine simulations under different atmospheric conditions.
Therefore, the parameterization offers a simple, numerically efficient, and computationally
fast testbed for a large range of parameters to investigate how a wind turbine operates
under different atmospheric conditions.
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6 Conclusion

The contribution of this work towards the understanding of how a wind turbine operates
under different atmospheric conditions will be evaluated in the following.

Impact of NBL turbulence on wind-turbine wakes

In a first approach, the impact of NBL turbulence on wind-turbine wakes is investigated.
This allows the validation of the wind-turbine parameterizations and the development and
the testing of the turbulence preserving method.

As essential very first step of a wind-turbine LES, the wake structure was investigated for
different wind-turbine parameterizations and settings: The MMT and the BEM method
were applied as wind-turbine parameterizations, the local blade characteristics in the BEM
method were varied, and the effect of rotation of the actuator was studied. The MMT is a
reasonable simplification of the BEM model for studies of the far wake, when near-wake
characteristics are of secondary importance. Considering how sparse information on detailed
blade geometries is available, the MMT offers an alternative, even in the near wake. As the
impact of rotation of the wind turbine on the far wake is rather small, a non-rotating MMT
approach can be assumed as further simplification. However, if the information on blade
geometry is available, the BEM method with the corresponding blade characteristics should
be applied to simulate a more realistic wake structure. This is for two reasons: Firstly, the
airfoil has a crucial impact, even in the far wake. Secondly, the computational costs of the
BEM method in comparison to the MMT are marginal.

The turbulence preserving method was designed and successfully validated against other
simulation results and measurements as new methodology to preserve the background
turbulence in an LES of a flow through a wind turbine with open horizontal boundary
conditions. The method represents a simple and numerically very effective tool with a
negligible memory requirement and a minimal domain size for studying the interaction of
NBL flow with a wind turbine.

Further, the sensitivity of the wake to two SGS closure models (TKE and Smagorinsky-type
models) and numerical simulations without an explicit SGS closure model (implicit LES)
was studied as application of the turbulence preserving method. While the SGS closure
models have a rather small impact on the streamwise velocity ratio, they have a remarkable
impact on the streamwise turbulent intensity in the near wake. For a modification of
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the amount of damping in the SGS closure model, even the implicit LES results agree
surprisingly well with the base case simulation, reinforcing the suitability of the turbulence
preserving method to study a wide class of ABL flows. The possibility of an implicit LES of
wind-turbine flows further enables numerical simulations with stretched or adaptive meshes,
where an explicit SGS parameterization might be difficult and troublesome.

This first approach illustrates the importance of the consideration of turbulence in a wind-
turbine simulation. Further, it also illustrates the large effect of individual changes of
the background turbulence on wind-turbine wakes. Therefore, the use of real atmospheric
turbulence fields is strongly recommended for future applications.

The turbulence preserving method and the wind-turbine models, both implemented in the
numerical model EULAG, allow for subsequent applications covering a wide range of scales,
different thermal stratifications, as well as flow over heterogeneous or hilly terrain. The
turbulence preserving method is fully adaptable by only applying three appropriate u, v,
and w wind fields for the corresponding situation. This simplicity makes the turbulence
preserving method most suitable as basic concept for the parameterization. However, the
wind-turbine parameterizations do not consider any vertical wind. Therefore, the wind-
turbine parameterizations have to be modified to make them applicable in situations with
a large vertical wind component, e.g. a wind turbine sited at the edge of an escarpment.

Impact of the diurnal cycle of the ABL on wind-turbine wakes

In a second approach, the impact of the diurnal cycle of the ABL on wind-turbine wakes is
investigated. This provides synchronized wind-turbine simulations of different diurnal cycle
regimes. The diurnal cycle simulations were performed to deduce the parameterization
ingredients and to serve as benchmark for the validation of the parameterization.

The successful validation of a full diurnal cycle of the field experiment BLLAST with
the LES model EULAG gives confidence in its ability to simulate the diurnal cycle of
an ABL.
An idealized diurnal cycle simulation of the ABL is performed over homogeneous surface
with various atmospheric conditions occurring over the course of a day. They include
differences in the low-level wind shear, the wind veer, and the total turbulent intensity. All
of these characteristics are highly important for the parameterization and for studying the
interaction of the ABL flow with a wind turbine, considering that a near-neutral stratifi-
cation, which was used in most of previous numerical wind-turbine studies, occurs only
with a frequency of roughly 10 % according to data from a representative field experiment
(SWiFT Facility Representation and Preparedness; 730 days of measurement in the period
from 2012 to 2014) (Kelley and Ennis, 2016).

The wind-turbine simulations represent all relevant regimes during a diurnal cycle, including
stable and convective conditions as well as the morning and evening conditions. The
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resulting wakes of the convective and the stable regimes are strongly influenced by the
various atmospheric conditions of the precursor ABL simulation over homogeneous surface
and confirm with previously published results. The wakes of the morning and the evening
conditions provide the first insight in wake structures during transitional periods, which
show a strong influence of the flow regime prior to the transition. Furthermore, the wind-
turbine simulations allow adjustments of the domain size and the simulation time, and
the rather similar wake structures throughout two full diurnal cycles, corresponding to a
marginal impact of the initial conditions of the precursor simulation after 12 h, verify the
investigation of the wake characteristics for the first diurnal cycle.

A detailed understanding of how a wind turbine operates under different atmospheric
conditions occurring during the diurnal cycle is a crucial step to increase the wind-energy
contribution to the primary energy demand. This work shows striking differences in the
wake structure during the day and the night and also during both transitional states, which
could eventually lead to better optimization techniques for wind farms e.g. regarding the
siting or pitching of the individual wind turbines. Further, the wake differences strongly
depend on the inflow conditions. Therefore, considering the upstream wind conditions, e.g.
vertical wind shear and wind veer with height in the SBL and the MBL, could improve
the rotor configurations and regulation systems. In addition to the CBL, the EBL, the
SBL, and the MBL representatives, different other diurnal cycle states, e.g. the afternoon
transition (Sandeep et al., 2015; Darbieu et al., 2015; Nilsson et al., 2016a,b), should also be
considered for an increase of the wind-energy contribution to the primary energy demand
in future wind-turbine simulations.

The numerical simulations investigating the impact of the diurnal cycle of the ABL on
wind-turbine wakes lay the groundwork for a variety of further applications over a wide range
of scales, for simulations considering moisture, and for flow over heterogeneous surfaces and
hilly terrain.
The simulations in this work did not include atmospheric moisture. Low-level clouds,
however, can be important for the wake response, especially if their cloud base is below the
top tip height of a wind turbine. Therefore, including moisture in the EULAG simulations
can be a reasonable next step.
Simulations including heterogeneous surface of hilly terrain can be conducted with only little
extra effort by including the orography, because the numerical setup of the ABL simulations,
the wind-turbine model, and the interface between ABL and wind-turbine simulations
are all implemented in the geophysical flow solver EULAG. In EULAG, the governing
equations are formulated and numerically solved in generalized curvilinear coordinates.
Within the scope of this work, all implementations are also performed in generalized
curvilinear coordinates. This feature in combination with the non-oscillatory foreward-in-
time differencing, makes EULAG well-suited to simulate the interaction of a wind turbine
with flow over hilly terrain. The additional implemented immersed boundary technique
further allows numerical simulations over heterogeneous surfaces characterized by roughness
elements.
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6 Conclusion

As a first approach towards a more realistic representation of the surface conditions, the
idealized ABL simulations were repeated for a flow over spatially distributed cubed obstacles
corresponding to a surface density of 25%. This setup is a relevant scenario, as wind turbines
are preferably placed in suburban areas to limit energy transfer and storage. The increase
of shear in the lower levels and the resulting compensation of the formation of the night-
time Ekman spiral is a key difference from the ABL simulation over homogeneous surface
conditions at night and an important finding. The night-time flow field over rough surface
has a crucial impact on the wake structure of a wind turbine, which differs completely from
the homogeneous wake structure. In conclusion, low-level wind shear, wind veer, and the
total turbulent intensity are not only the atmospheric variables with the dominant impact
on the wake structure, the heterogeneous surface has an additional crucial impact on the
wake structure.

For a more realistic simulation of the impact of heterogeneous surface on the wind-turbine
wake, the wind turbine should be yawed with respect to the incoming wind. This was not
conducted in the scope of this thesis, as the aim was to determine the pure impact of the
surface configuration.

Another approach towards a more realistic flow could be the investigation of the wake
response of a wind turbine affected by a hill or hilly terrain. This investigation does not
necessarily require another diurnal cycle precursor simulation characterized by a 3 D hill
or a 2 D ridge. Instead, the wind and the potential temperature data of the diurnal cycle
simulation over homogeneous or heterogeneous terrain, conducted in this thesis, can be
applied to wind-turbine simulations with open streamwise boundary conditions with the
same coupling method as used in this thesis. The wind-turbine simulation setup should
correspond to a hill or a ridge, affected by flow, which is influenced by homogeneous or
heterogeneous terrain. The wind turbine can be placed on top of the 3 D hill or the 2 D
ridge or at any other location on the luv or lee side. Only one thing has to be considered: If
the hill or the ridge are simulated in a stable situation (e.g. SBL or MBL case in this work),
the vertical domain size of the wind-turbine simulations has to be enlarged and a damping
layer with a reciprocal damping time has to be implemented as upper boundary condition
to avoid wave reflection from vertically propagating gravity waves. The effect of gravity
waves on the efficiency of a wind farm has been investigated by Smith (2010). Simulations
conducted with the setup of this work for an NBL (Heimann et al., 2017) show that a 3 D
hill of 50 m, corresponding to roughly 1/10 of the domain height, with a maximum slope
angle ranging from 10◦ to 30◦, does not present a numerical limitation. For other setups
with a higher terrain elevation or a steeper slope angle, especially for stable conditions,
precursor tests are recommendable.

The simulation of a measured atmospheric condition, e.g. an IOP (intensive observa-
tion period) of a field campaign, however, could require a diurnal cycle precursor simulation.
Similar to the hindcast of an IOP of the BLLAST field campaign, this hindcast would
require the wind and the temperature data and, depending on the atmospheric situation,
even the moisture data for initialization. Further, additionally to the sensible heat flux

100



forcing, information of measured profiles of the wind, the potential temperature, and, if
required, the moisture during the diurnal cycle are useful for the respective initial and
boundary conditions and likewise for nudging of the simulation towards the measurements.
In addition, external forcings like the subsidence velocity and the radiative cooling could be
important to include mesoscale processes. The required interface between the wind-turbine
simulation and the ABL simulation can be adapted from this work. Based on the knowledge
of this work, this procedure is planned as next stage to simulate selected IOPs of the
Perdigão field campaign (Mann et al., 2017), characterized by a terrain affected by a steep
double ridge. This is a crucial next step, as it offers the possibility to expand the knowledge
of how the atmosphere influences the wind-turbine wake characteristics in complex terrain.

A numerically efficient parameterization of turbulent wind-turbine flows for
LES of different thermal stratifications

In a third approach, a numerically efficient parameterization of turbulent wind-turbine
flows for LES of different thermal stratifications is introduced, implemented, and applied.
The parameterization is based on the turbulence preserving method and utilizes a stratifi-
cation related weighting and suitable background wind profiles from the idealized diurnal
cycle simulation over homogeneous surface. The combination of the first and the second
part of this work makes the developed parameterization appropriate for different thermal
stratifications, despite the limitations of the idealized ABL simulation over homogeneous
surface, which does not consider other external forcings than the sensible heat flux, large-
or mesoscale flow systems, local wind systems, or moisture. Further, the upstream profiles
are only characterized by statistical homogeneous turbulence fields without considering
surface heterogeneities of any kind.

The simplest function set of the stratification related parameters consists of only three
values αu, αv, and αw. Surprisingly, these three scalars are sufficient to reproduce the
atmospheric daytime, transition, and nighttime situation in the wind-turbine simulations,
which are quantitatively comparable to the synchronized diurnal cycle benchmark wind-
turbine simulations over homogeneous surface. With the simplest approach, no diurnal
cycle precursor simulation is needed, the values αu, αv, and αw can be approximated for
different atmospheric situations by taking the values determined in this study. This reduces
the computational costs in comparison to the diurnal cycle and the benchmark wind-turbine
simulations by a factor of O(102), resulting in a numerically very efficient tool.

The parameterization, developed and tested in this thesis, offers a simple, efficient, and
computationally very fast approach providing a first impression of the expected wake
structure. It further offers a testbed for a large range of parameters, like different rotor
configurations, different subgrid-scale models, different atmospheric conditions, ranging
from very stable to stable, to near-neutral, to convective, to very convective (by varying αu,
αv, and αw), or different background wind profiles (by varying the fit used for ue, ve, and
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6 Conclusion

we). Another important advantage of the parameterization is the possibility of extracting
turbulence fields at every time step of interest in comparison to a RANS approach.

Despite the promising results of the developed parameterization, there is improving poten-
tial:
The application of a repeating turbulence structure (no temporal evolution) in the parame-
terization is not a perfect method. However, taking into account that in many other cases
like in artificial neural networks, which are used for wind power forecasting to learn the
relation between numerical weather prediction and actual production (Bessa et al., 2012),
even 1-h averages of the wind are used, a repeating turbulent structure is a good and
sufficient first assumption for the parameterization.
Therefore, as alternative, the benchmark wind-turbine simulation in the convective case
could be reproduced with only the three 3 D wind fields at 12 h, instead of the synchronized
simulations ranging from 12 h to 13 h, which are corresponding to different phases of the
diurnal cycle behaviour. This makes it more comparable to the reference wind-turbine
simulation, which only uses the three 3 D wind fields at 12 h as input into the stratification
dependent turbulent inflow of the parameterization. The same is valid for the EBL and the
SBL representatives.
Another limitation of the parameterization is the too weak representation of the wake
deflection in the parameterization wind-turbine simulations in comparison to the bench-
mark wind-turbine simulations. This behaviour could also be improved e.g. by including
additional terms which represent the upstream wind direction in more detail than it is
the case in αi∗,j,k. This step, however, would make the parameterization very complex
by requiring detailed information of the upstream wind. As the aim of this work was to
develop a simple parameterization, this was not taken into account.

An important subsequent step for the advancement of this parameterization will be to
conduct an ensemble of stratification related weighting values and background wind profiles
for different setups of the idealized diurnal cycle simulation over homogeneous surface,
e.g. different surface flux profiles. Further, the parameterization ingredients could also
be determined for heterogeneous and hilly terrain, in a rather similar way as done for
the homogeneous idealized diurnal cycle simulation, resulting in a pool of parameters,
applicable for different general specifications. To meet the requirements of a specific locality
and/or atmospheric conditions, the effort of determining the stratification related weighting
and suitable background wind profiles for the parameterization has to be repeated. This
includes the reproduction of the diurnal cycle simulation. However, all relevant steps in the
parameterization as well as the NBL equilibrium state can be adapted from this work.

These applications make the parameterization developed in this thesis a viable tool to
investigate the response of the wind-turbine wake to a turbulent atmospheric boundary-layer
flow. An important remaining issue is the application of the interface method between
wind-turbine and ABL simulations and the parameterization in other numerical models:
One difference between the numerical model EULAG and other models like WRF or PALM
(PArallelized Large-eddy simulation Model) is the use of Θ

′
in the EULAG setup of this
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work, contrasting the use of Θ in the other numerical models. However, this can easily be
adapted as Θe(z) is horizontally homogeneous in the problems considered in this work. The
parameterization can even be used without difficulty and without further adaptions in other
numerical models, because the parameterization only uses ψ̃= (u, v,w) and ψ̃e = (ue, ve,we)
instead of ψ= (u, v,w, Θ

′
) and ψe = (ue, ve,we, Θe).

The wind-turbine simulations representing different atmospheric states of the diurnal cycle,
as well as the parameterization and all further discussed adaptions, make an important
progress of accessing the way how the atmospheric conditions influence the wind-turbine
wake characteristics. The results of this work recommend for future work to place special
emphasis on the application of the corresponding blade data, the atmospheric situation, the
surface conditions, and the appropriate background turbulence field, as all four ingredients
are essential to achieve more realistic simulation results. The turbulence preserving method
as well as the parameterization, both developed and validated in this thesis, can serve
as useful tools for future investigations. Being aware of the discussed limitations, this
work has greatly improved the knowledge of the response of the wind-turbine wake to a
turbulent ABL flow. For this reason, it constitutes an important contribution to increase
the utilization of wind energy and therefore the wind-energy contribution to the primary
energy demand in the future.
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Acronyms

ABL atmospheric boundary layer

ADM actuator disc model

ALM actuator line model

BEM blade-element momentum

BLLAST Boundary Layer Late Afternoon and Sunset Turbulence

CBL convective boundary layer

EBL evening boundary layer

EULAG EUlarian / semi-LAGrangian

IOP intensive observation period

LES large-eddy simulation

LLJ low-level jet

MBL morning boundary layer

MMT modified momentum theory

MPDATA Multi-dimensional Positive Definite Advection Transport Algorithm

NBL neutral boundary layer

PALM PArallelized Large-eddy simulation Model

RANS Reynolds-averaged Navier-Stokes

SBL stable boundary layer

SGS subgrid-scale

TKE turbulent kinetic energy

WRF Weather Research and Forecasting
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